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Abstract
This paper proposes a novel regression approach to binaural
speech segregation based on deep neural network (DNN). In
contrast to the conventional ideal binary mask (IBM) method
using DNN with the interaural time difference (ITD) and in-
teraural level difference (ILD) as the auditory features, the
log-power spectra (LPS) features of target speech are direct-
ly predicted via a regression DNN model by concatenating the
monaural LPS features and the binaural features as the input. As
for the binaural features, the sub-band ILDs based on LPS fea-
tures are designed which are verified to be more effective than
the full-band ILDs. Our experiments show that our proposed
approach can significantly outperform IBM-based speech segre-
gation in terms of both objective measures of speech quality and
speech intelligibility for noisy and reverberant environments.

Index Terms: binaural speech segregation, interaural level dif-
ference, sub-band binaural features, deep neural network

1. Introduction
The acoustic signals coming from the real world are often cor-
rupted by environmental noises, reflections, interferences of
other speakers, leading to the degradation of the speech quali-
ty and intelligibility. Techniques to segregate clean speech from
mixed noisy signals are essential in many speech-enabled appli-
cations. The conventional speech segregation algorithms have
been developed for several decades such as spectral subtraction
[1] and Wiener filter method [2]. In multi-channel conditions
using the microphone array, the beamforming approaches [3]
and multi-channel Wiener filter [4, 5] have been widely ex-
plored. However, various assumptions such as the stationarity
of noises and the space independence between target speech and
interference are made in most of those methods , which can not
be satisfied in realistic acoustic conditions. Thus the separated
speeches are often affected by musical noise artifacts [6].

Inspired by the human auditory processing system, more
and more researchers focus on the auditory scene analysis
(ASA). In the study of computational theory of ASA, Wang [7]
has proposed that the goal of CASA based speech segregation
is to estimate an ideal time-frequency (T-F) mask. The ideal
binary mask (IBM) estimation problem has motivated a plen-
ty of investigations based on classification methods [8]. In [9]
it shows that Gaussian-kernel support vector machines (SVM-
s) achieve better performances than Gaussian mixture models
(GMMs). However, to further improve the performance, the
constructed model must be able to learn complex relations of
statistics and be more generalizable and adaptable.

In recent years, deep learning based approaches are adopt-
ed for speech signal processing due to its powerful ability to

construct statistical models using the large data set. Monaural
segregation is formulated as a binary classification problem in
[10, 11, 12], which are based on the T-F mask estimation using
deep neural networks (DNNs). IBM method has also driven the
interests on feature study to improve the signal to noise ratio
(SNR) of the segregated speech. Monaural features extracted
from T-F unit level have been comprehensively studied in [13],
such as gammatone frequency cepstral coefficients (GFCCs),
mel-frequency cepstral coefficients (MFCCs). In binaural sepa-
ration cases, the binaural features such as interaural time differ-
ence (ITD) and interaural level difference (ILD) are employed
as binaural cues for better T-F units classification [14, 15, 16].

In this study, we propose a DNN-based regression approach
to binaural speech segregation. Although the IBM classification
approach can improve the SNR, the speech quality after segre-
gation is not quite good. The segregated speech suffers from the
discontinuity in time and frequency bands, which is caused by
the direct setting of T-F units to 0/1 in IBM. While a modified
ideal ratio mask might improve the situation [17], here we con-
sider a regression based method [18] where the clean speech
features are directly predicted from the noisy input using the
non-linear mapping function by DNN. Since the regression ap-
proach is based on the feature generation and can fully utilize
the neighbouring frames and full frequency band information,
the speech continuity can be better preserved. The log-power
spectra (LPS) features are used as monaural features for both
input and output layers. Furthermore, the binaural sub-band
ILD features are designed based on the LPS features from the
two channels, which are also adopted as input features and have
been verified to be effective in segregation.

The rest of this paper is organized as follows. In Section 2,
the IBM classification based approach is briefly reviewed. Sec-
tion 3 introduces our proposed regression approach including
the monaural/binaural features and DNN architecture. Section 4
presents the experimental results. Finally we draw the conclu-
sion in Section 5.

2. Review of the IBM approach
A classification based approach has been proposed for binaural
speech segregation [15] where DNN is employed to estimate
the IBM of the input noisy speech. The overall architecture
is shown in Figure 1. First, the input speech is processed by
gammatone filters with a set of frequency bands, which is fol-
lowed by the framing with 20ms frame length and 10ms frame
shift. Then to utilize the information in binaural channels, both
the monaural GFCC features and the binaural features including
cross-correlation function (CCF) , ILD, and ITD are extracted
from the T-F representation. A classification DNNwith two hid-
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Figure 1: The overall procedure of IBM based binaural speech segregation system.

den layers is built to model the relationship of input features and
the corresponding IBM labels. A pre-training stage [19, 20] is
performed to obtain an initial set of DNN parameters, which are
fed to the supervised fine-tuning stage [21]. To reconstruct the
separated speech, the estimated binary mask is directly applied
to the noisy speech T-F representation. And the target can be
restored by adding up the values from each frequency channel.
Note that the phase correction and windowing are conducted at
the reconstruction stage [22].

3. The proposed DNN regression approach
The system flowchart of our proposed approach is illustrated in
Figure 2. In the training stage, noisy LPS monaural features of
the left channel and ILD binaural features are extracted from
the training utterances and concatenated with the frame expan-
sion as the input of the regression DNN. And the clean LPS
features of the left channel are adopted as the learning targets
of DNN. In the testing stage, the estimated clean LPS features
from the output of the well-trained DNN are used to reconstruct
the segregated speech with the noisy phases [18]. In the follow-
ing subsections, the feature design and DNN architecture are
elaborated.

3.1. The monaural and binaural feature design

To make a full use of the information from binaural channels
in the proposed DNN regression model, we employ LPS fea-
tures of the left channel as the monaural features and the ILD
between the two channels as the binaural features, which are
concatenated as the input of DNN. LPS features can maintain
the full information (excluding the phase information) of the o-
riginal speech signals and provide the perceptually relevant pa-
rameters [23, 24]. The binaural ILD features can be calculated
in a similar way as the IBM approach reviewed in section 2.
The basic idea is to utilize the energy differences between two
channels in one frame. In this study we investigate several types
of ILDs based on LPS features:

• Global ILD: one-dimensional ILD defined as the ratio
between the sum of full-band LPS features from two
channels.

• Full-band ILD: an ILD vector with the same dimension
as the LPS features, where each element is defined on
each linear frequency bin.

• Sub-band ILD: an ILD vector with each element defined
on the sub-band of LPS features.

The first two ILDs can be formulated as:

ILDglobal =

∑D
d=1 LPSdleft∑D
d=1 LPSdright

(1)
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Figure 3: Illustration of mapping linear frequency bins of LPS
features into the sub-bands of gammatone filters.

ILDdfull =
LPSdleft
LPSdright

, d = 1, 2, . . . , D (2)

where LPSdleft and LPSdright are the dth elements of LPS fea-
ture vectors for the left and right channel, respectively. D is the
dimension of LPS feature vector. Obviously, the information
provided by the global ILD is limited. Meanwhile, the high-
dimensional full-band ILD features do not necessarily improve
the performance when concatenated with the high-dimensional
monaural features. Accordingly, the sub-band ILD features are
designed as a tradeoff. To determine the number of sub-bands,
the D (D = 257) linear frequency bins for LPS features are
mapped to Dsub frequency sub-bands for 64-gammatone filter
banks, which is illustrated in Figure 3. As there are no linear
frequency bins corresponding to a few low frequency gamme-
tone bands, we finally get 61 sub-bands (Dsub = 61). Then in
each sub-band, the ILD can be calculated as

ILDisub =

∑
di≤d<di+1

LPSdleft∑
di≤d<di+1

LPSdright
, i = 1, 2, . . . , Dsub (3)

where di is the starting index of the ith sub-band. Please note
that this design of sub-band ILDs is just one type of implemen-
tation using gammatone frequency bands to simulate the fre-
quency selectivity of human ears described in CASA [22].

3.2. The DNN architecture

The DNN architecture adopted here, as shown in Figure 4, is
similar to that in [21] as a nonlinear regression model and has
shown a powerful modeling capability [18]. The multi-layer
structure, including input layer, output layer and several hidden



Figure 2: A block diagram of proposed regression DNN based binaural speech segregation system.

Figure 4: Illustration of regression DNN architecture

layers, performs as a mapping function from input noisy LPS
features and binaural features to clean target features. The uti-
lization of acoustic contexts (multiple neighbouring frames) in
the input layer can further improve the continuity of the recov-
ered speech. Sigmoidal activation functions are used. For the
DNN training, a random initialization is first conducted, which
is followed by the fine-tuning stage using back-propagation al-
gorithm [25] with the minimum mean squared error (MMSE)
objective function between the target and estimated LPS fea-
tures:

E =
1

N

N∑

n=1

‖ X̂n(Y n+τn−τ ,W , b)−Xn ‖22, (4)

where E is the mean squared error, X̂n(Y
n+τ
n−τ ,W , b) andXn

represent the estimated and target LPS feature vectors at the nth

frame, respectively. N is the mini-batch size. Y n+τn−τ is the
input monaural and binaural feature vector with neighbouring
2∗τ +1 frames. (W , b) denote the weight and bias parameters
to be learned. For the lth layer, the (W l, bl) parameters can be
updated as follows,

Δ(W l
new, b

l
new) = −λ

∂E

∂(W l, bl)
+ ωΔ(W l, bl) (5)

(W l
new, b

l
new) = (W l, bl) + Δ(W l

new, b
l
new) (6)

where ω is the momentum and λ is the learning rate.

4. Experiments
To compare with the IBM-based classification method for the
binaural speech segregation [15], we employed the similar set-
tings for training and testing. TIMIT database [26] was used
to create the simulated noisy and reverberant speech. 500 ut-
terances were used for training while 50 utterances were for
testing. The simulated binaural data was created by using the
Matlab toolkit “Roomsim” [27] with the head related transfor-
mation function (HTRF). All noisy data was obtained in ane-
choic or reverberant conditions by corrupting the clean speech
with the babble noise at the azimuth of 45◦ and 0dB SNR while
the clean speech source was placed in the front of the receivers.
The speech waveforms are all 16kHz sampled. As for the short-
time Fourier analysis, the frame length is 20ms and the frame
shift is 10ms. Then the dimension of the LPS feature vector is
257.

To distinguish different DNN systems in the subsequent ex-
periments, we define the corresponding notations as follows.

• IBM-DNN: the IBM-based classification approach as
the baseline [15].

• R-DNN: the regression DNN approach using only
monaural LPS features.

• R-DNN-Global: the regression DNN approach using
monaural LPS features and binaural global ILD features.

• R-DNN-Full: the regression DNN approach using
monaural LPS features and binaural full-band ILD fea-
tures.

• R-DNN-Sub: the regression DNN approach using
monaural LPS features and binaural sub-band ILD fea-
tures.

In each R-DNN system, two hidden layers with 2048 nodes
in each were adopted and the input layer size was determined
by the dimensions of both monaural and binaural features. Each
model was trained by stochastic gradient descent (SGD) algo-
rithm with a mini-batch size of 128 and totally 50 epochs were



Table 1: Average PESQs of different systems on the test set.

System Anechoic T60=0.3s

Noisy 1.45 1.75

IBM-DNN 1.68 1.61

R-DNN 1.56 2.16

R-DNN-Global 1.80 2.16

R-DNN-Full 2.36 2.21

R-DNN-Sub 2.46 2.27

Table 2: Average STOIs of different systems on the test set.

System Anechoic T60=0.3s

Noisy 0.6274 0.5487

IBM-DNN 0.8283 0.6843

R-DNN 0.5581 0.6338

R-DNN-Global 0.6666 0.6463

R-DNN-Full 0.8328 0.6707

R-DNN-Sub 0.8333 0.6868

set. The momentum was set as 0.5 and the learning rate was
0.1.

4.1. Objective Evaluation

Perceptual evaluation of speech quality (PESQ) was used to
measure the segregated speech quality due to its correlation with
subjective score [28]. Tabel 1 lists the average PESQ result-
s of different systems in anechoic and reverberant conditions
(T60=0.3s). The frame expansion was not used. For the re-
verberant condition, the PESQ of IBM-DNN system was even
worse than the unprocessed noisy speech. Clearly, most of the
regression DNN based systems outperformed the IBM-DNN
system. And the ILD features concatenated with LPS features
could significantly improve the performance due to the utiliza-
tion of the binaural information. By the comparison of three
binaural R-DNN systems, R-DNN-Sub achieved the best results
which implied that the sub-band ILDs made a good tradeoff be-
tween the information insufficiency (R-DNN-Global) and high-
dimensional problem (R-DNN-Full). Overall, the PESQ gains
of 0.78 and 0.66 were yielded from IBM-DNN to R-DNN-Sub
for the anechoic and reverberant conditions, respectively.

Short-time objective intelligibility (STOI) [29], which is
highly relevant to the human speech intelligibility, is measured
in Table 2. For the regression DNN based systems, similar
observations could be made as in Tabel 1. The R-DNN-Sub
achieved the best STOI results for all conditions. However, the
performance gaps between R-DNN-Sub and IBM-DNN were
not significant, especially for the reverberant condition. This
is reasonable as the IBM concept is inherently proposed to im-
prove the speech intelligibility rather than the speech quality.

Different settings of the frame expansion for the input lay-
er of DNN are compared in Figure 5. With more neighbouring
frames, better PESQ results could be obtained for all DNN sys-
tems. There was only one exception that the performance R-
DNN-Full was not improved from the 5-frame to 7-frame set-
ting, which might be due to the high-dimensional problem of
full-band ILDs.

Figure 6 gives the spectrograms of an example utterance.
The noisy spectrogram (upper right) was generated by corrupt-
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Figure 5: Average PESQ results on test set using different input
acoustic contexts. Test SNR = 0dB. T60 = 0.3s

Figure 6: Spectrograms of an anechoic 0dB utterance example
segregated from different systems: (a) clean (upper left), (b)
noisy (upper right), (c) R-DNN (middle left), (d) R-DNN-Global
(middle right), (e) R-DNN-Full (bottom left), (f) R-DNN-Sub
(bottom right).

ing the clean speech (upper left) with the babble noise at 0dB S-
NR. The areas of the clean spectrogram (upper left) in the black
rectangles were severely degraded which could be well recov-
ered by the R-DNN and R-DNN-Global systems. However, the
fine structures could be better reconstructed in the R-DNN-Full
and R-DNN-Sub systems which used more binaural informa-
tion cues.

5. Conclusions
In this paper, we propose several DNN-based regression sys-
tems to segregate the binaural speech using monaural and bin-
aural features. Compared with the IBM-based classification
method, the direct mapping using the regression DNN can yield
a better reconstructed speech in terms of speech quality and in-
telligibility. In addition, the sub-band ILD features deduced
from LPS features can better utilize the binaural information
and significantly improve the performance.
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