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ABSTRACT
The multi-objective learning using minimum mean squared error

criterion for DNN-based speech enhancement (MMSE-MOL-DNN)
has been demonstrated to achieve better performance than single out-
put DNN. However, one problem of MMSE-MOL-DNN is that the
prediction error values on different targets have a very broad dy-
namic range, causing difficulty in DNN training. In this paper, we
extend the maximum likelihood approach proposed in our previous
work [1] to the multi-objective learning for DNN-based speech en-
hancement (ML-MOL-DNN) to achieve the automatic adjustment
of the dynamic range of prediction error values on different targets.
The conditional likelihood function to be maximized is derived un-
der the generalized Gaussian distribution (GGD) error model. More-
over, the control of the dynamic range of the prediction error values
on different targets is achieved by the scale factors in GGD. Further-
more, we propose a method to update the shape factors automatically
utilizing the one-to-one mapping between the kurtosis and shape fac-
tor in GGD instead of manual adjustment. The experimental results
show that our ML-MOL-DNN can achieve better performance than
MMSE-MOL-DNN in terms of different objective measures.

Index Terms— multi-objective learning, maximum likelihood,
deep neural network, shape factors update, generalized Gaussian dis-
tribution

1. INTRODUCTION

Speech enhancement is an important problem in signal processing
which is widely used in practice [2]. In the past several decades,
numerous speech enhancement methods were developed which can
be divided into unsupervised methods and supervised methods.
Many classic unsupervised methods, such as spectral subtraction
[3], Wiener filtering [4], a MMSE estimator [5] and so on, can
achieve good performance in stationary noise conditions but often
fail to track non-stationary noise.

Supervised methods have developed rapidly in recent years with
the great progress of people’s research on deep learning technolo-
gies. In supervised methods, machine learning plays an important
role, and deep neural networks (DNNs) have shown great advan-
tages in many supervised learning tasks. Many types of DNNs were
used in supervised speech enhancement such as feed-forward DNNs
[6, 7, 8], recurrent neural networks (RNNs) [9, 10], convolutional
neural networks (CNNs) [11, 12], generative adversarial networks
(GANs) [13] and so on. According to the training targets, these
supervised speech enhancement methods can be categorized into
two main groups: mapping-based methods and masking-based meth-
ods. Mapping-based methods directly learn the mapping between
clean speech and noisy speech [8], masking-based methods learn
a time-frequency (T-F) mask like ideal ratio mask (IRM) [6] from

a noisy signal firstly, and then obtain the enhanced features from
the estimated mask. Moreover, the features also play an impor-
tant role in supervised speech enhancement, and there are many
types of features used in supervised speech enhancement such as
log-power spectra (LPS) features [14], mel-frequency cepstral co-
efficient (MFCC) [15], gammatone frequency cepstral coefficient
(GFCC) [15] and so on.

Recently, advanced objective functions have been explored [12,
16, 17, 18]. A method is to construct a multi-objective learning
(MOL) framework which learns multiple types of features by us-
ing joint objective functions [12, 16, 17]. These MOL frameworks
based on MMSE criterion can achieve better performance than sin-
gle output DNN. However, a disadvantage of these methods is that
the values of the prediction errors vary greatly among different tar-
get feature types, which makes it difficult for DNN to fully learn
the targets with small prediction error values during the training pro-
cess. In order to solve this problem, we propose ML-MOL-DNN
approach. Inspired by the multi-stream method [19, 20], we apply
the ML criterion [1] within the probabilistic learning framework to
multi-objective learning through the concept of multi-stream. We
treat different types of target features as different streams and as-
sume they are independent of each other. We also use the gener-
alized Gaussian distribution as the approximate distribution of each
target feature. In this case, we can get the conditional likelihood
function of all types of target features and optimize the DNN pa-
rameters by maximizing conditional likelihood function. The pur-
pose of this method is to reduce the difference in prediction error
values among different targets by scale factors, so that the informa-
tion in all different types of target features can be used fully during
the training process. We also propose a new parameter update strat-
egy based on the previous ML method using GGD for DNN-based
speech enhancement (ML-GGD-DNN) [1] to fit the shape factors
which change during the training process. As a special case of our
method, we use three types of target features (LPS, IRM, MFCC) in
this study. The experiment results show that the proposed ML-MOL-
DNN can effectively reduce the difference of prediction error values
among different targets compared with the MMSE-MOL-DNN. The
evaluation on the WSJ0 corpus [21] also shows that the proposed
ML-MOL-DNN can achieve a significantly improvement compared
with the MMSE-MOL-DNN. Moreover, the proposed shape factors
update strategy can achieve better performance compared with our
previous ML-GGD-DNN approach.

2. THE PROPOSED ML-MOL-DNN

2.1. Motivation

Fig. 1 shows the distributions of selected dimensions of prediction
error vectors from three target feature types (LPS, IRM, MFCC) on
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Fig. 1. The distributions for selected dimensions of the prediction
error vectors from the well-trained MMSE-MOL-DNN on the cross-
validation set: (a)-(c) refer to LPS, (d)-(e) refer to IRM and (g)-(i)
correspond to MFCC.

the cross-validation set for well-trained MMSE-MOL-DNN config-
ured as described in Section 3.1. It is observed that the prediction
error values are quite different among different types of target fea-
tures, which makes it difficult for DNN to learn the targets with small
prediction error values. This is our motivation to design ML-MOL-
DNN to adjust the prediction error values from different target fea-
ture types automatically. Furthermore, all distributions shown in Fig.
1 are generally Gaussian-like, which illustrates the reasonability of
using GGD to approximate the distribution of prediction error vec-
tors in each dimension in Section 2.2.

2.2. Derivation for ML-MOL-DNN

In conventional MMSE-MOL-DNN, one target usually corresponds
to one type of feature, and a mini-batch stochastic gradient descent
algorithm is performed in mini-batches with multiple epochs to im-
prove the following error function:

E =
1

N

N∑
n=1

S∑
s=1

λs × ‖x̂n,s(yn,s,W )− xn,s‖22 (1)

where N represents the mini-batch size, S is the number of feature
types in DNN output, λs denotes the weighting factor of the s-th fea-
ture, xn,s and x̂n,s(yn,s,W ) represent the reference and estimated
s-th feature at sample index n respectively, yn,s is the input feature
vector,W is the DNN parameter set to be learned.

In ML-MOL-DNN, we treat different types of target features
as different streams and introduce the multi-stream method [19, 20]
under the probabilistic framework. According to the multi-stream
method, if we relax the assumption of dependence among the differ-
ent types of features, the conditional likelihood function of all types
of target features can be seen as a product of the likelihood functions
of single target feature, raised to the appropriate stream exponents
that capture the reliability of each type of target feature:

p(xn|yn,W ,Θ) =
S∏
s=1

[p(xn,s|yn,s,W ,Θs)]
γs (2)

where Θs represents the parameter set of conditional likelihood
function in s-th feature, xn = {xn,s|s = 1, 2, ..., S}, yn =
{yn,s|s = 1, 2, ..., S}, Θ = {Θs|s = 1, 2, ..., S}, γs are stream
exponents which depend on feature types in general.

According to the ML-GGD-DNN approach [1], each dimension
of the s-th feature prediction error vector follows a univariate GGD
with zero mean, an unrestricted scale factor αs,ds and shape factor
βs,ds at sample index n:

p(en,s,ds |αs,ds , βs,ds) =
βs,ds

2αs,dsΓ( 1
βs,ds

)
exp

(
−
(
|en,s,ds |
αs,ds

)βs,ds
)

(3)

If the reference vector xn,s is a random variable and the prediction
errors in all dimensions are independent, we can get the joint distri-
bution for all dimensions at sample index n of s-th feature:

p(xn,s|yn,s,W ,αs,βs)

=

Ds∏
ds=1

βs,ds
2αs,dsΓ( 1

βs,ds
)
exp

(
−
(
|xn,s,ds − x̂n,s,ds |

αs,ds

)βs,ds
)

(4)

where αs = {αs,ds |ds = 1, 2, ..., Ds}, βs = {βs,ds |ds =
1, 2, ..., Ds}, xn,s = {xn,s,ds |ds = 1, 2, ..., Ds} and yn,s =
{yn,s,ds |ds = 1, 2, ..., Ds}. Therefore we can get a joint distri-
bution of all types of target features under multi-stream framework
shown in Eq. (2) as follows:

p(xn|yn,W ,α,β)

=

S∏
s=1

[
Ds∏
ds=1

βs,ds
2αs,dsΓ( 1

βs,ds
)
exp

(
−
(
|xn,s,ds − x̂n,s,ds |

αs,ds

)βs,ds
)]γs

(5)

where α = {αs|s = 1, 2, ..., S}, β = {βs|s = 1, 2, ..., S}.
Given a mini-batch training set with N data pairs (Y ,X) =
{(yn,xn)|n = 1, 2, ..., N} and assuming that they are drawn
independently from the distribution in Eq. (5), the corresponding
likelihood function is:

p(X|Y ,W ,α,β) =

N∏
n=1

p(xn|yn,W ,α,β)

=

N∏
n=1

S∏
s=1

[
Ds∏
ds=1

βs,ds
2αs,dsΓ( 1

βs,ds
)
exp

(
−
(
|xn,s,ds − x̂n,s,ds |

αs,ds

)βs,ds
)]γs

(6)

where the parameter set (W ,α,β) is to be optimized. Accordingly,
the log-likelihood function can be written as:

lnp(X|Y ,W ,α,β) =

N∑
n=1

lnp(xn|yn,W ,α,β)

=

N∑
n=1

S∑
s=1

Ds∑
ds=1

γs × ln

(
βs,ds

2αs,ds Γ( 1
βs,ds

)

)

−
N∑
n=1

S∑
s=1

Ds∑
ds=1

γs ×
(
|xn,s,ds − x̂n,s,ds |

αs,ds

)βs,ds

(7)
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We can maximize Eq. (7) with respect toα. Then the update formula
can be derived as:

αs,ds =

(
βs,ds
N

N∑
n=1

|xn,s,ds − x̂n,s,ds |
βs,ds

) 1
βs,ds

(8)

Maximizing Eq. (7) with respect W is equivalent to minimize the
following loss function:

E(W ) =

N∑
n=1

S∑
s=1

Ds∑
ds=1

γs ×
(
|xn,s,ds − x̂n,s,ds |

αs,ds

)βs,ds
(9)

By comparing the Eq. (1) and Eq. (9), we can find that the ML-
MOL-DNN can naturally reduce the difference in prediction error
values among different types of target features by αs,ds , which can
allow DNN to make full use of the information in different types of
target features during the multi-objective training process. Further-
more, we should note that the conventional MMSE-MOL-DNN is a
special case of ML-MOL-DNN where the scale factors are all the
same in different targets and different dimensions, and our previous
ML-GGD-DNN is also a special case of ML-MOL-DNN where the
number of targets is equal to 1. Like [22], the weighting factors of
different targets in all approaches are set to 1 in this study, and we
will explore the impact of weighting factors on the performance in
the future.

2.3. Update of shape factors

In our previous ML-GGD-DNN [1], the shape factors of GGD are
artificially set and fixed during training. However, as the predic-
tion error values decrease during the training process, the GGD with
fixed shape factors can’t fit the real prediction error distribution well.
Moreover, it’s difficult to artificially find the best combination of
shape factors for different types of target features in multi-objective
training process. Therefore, we propose an update strategy of shape
factors utilizing the one-to-one mapping between the kurtosis and
shape factor in GGD. We assume that each dimension of the s-th
feature prediction error vector is a random variable denoted es,ds ,
then the kurtosis of es,ds is defined as:

Kurt[es,ds ] = E

[(
es,ds − µs,ds

σs,ds

)4
]

=
E[(es,ds − µs,ds )

4]

(E[(es,ds − µs,ds )
2])2

(10)

where µs,ds and σs,ds are the mean and standard deviation of random
variable es,ds . Meanwhile, the kurtosis of es,ds can also be calculated
as follows in GGD:

Kurt[es,ds ] =
Γ(5/βs,ds )Γ(1/βs,ds )

Γ(3/βs,ds )
2

− 3 (11)

In the training process, we calculate the kurtosis of each dimen-
sion in prediction error vector by Eq. (10), then we get the value of
the new βs,ds by looking up the table calculated by Eq. (11). In this
way, we have implemented an automatic update of the shape factors
on each dimension under all types of target features.

3. EXPERIMENTS

3.1. Experimental conditions

The 115 noise types which included 100 noise types [23] and 15
home-made noise types were adopted for training to improve the ro-
bustness to the unseen noise types. The clean speech utterances were

derived from the WSJ0 corpus. All 7138 utterances from the train-
ing set of WSJ0 corpus were corrupted with the above-mentioned
115 noise types at six levels of SNRs (-5dB, 0dB, 5dB, 10dB, 15dB
and 20dB) to build 86-hour multi-condition training set, consisting
of pairs of clean and noisy speech utterance. Approximately 400
sentences randomly selected from the 86-hour data set were used as
the cross-validation set. The 330 utterances from the core test set
of WSJ0 corpus were used to construct the test set for each combi-
nation of noise types and SNR levels (-5dB, 0dB, 5dB, 10dB and
15dB). In this experiment, four unseen noise types, namely Pink,
Factory1, Destroyerengine and White were adopted for testing. All
of them were collected from the NOISEX-92 [24] corpus.

Experiments were conducted on waveforms with 16kHz. The
frame length and shift were 256 and 128 samples, respectively. Only
the LPS was used in the input layer, and three types of target fea-
tures (LPS, MFCC and IRM) were used in the output layer. The
257-dimensional feature vector was used for both LPS and IRM.
The MFCC used in this experiment had 40 dimensions of static fea-
ture and one energy dimension using 40 Mel-filters. Sigmoid was
used as the activation function of DNN. DNNs were initialized with
random weights. Mean and variance normalization were applied to
the input and target feature vectors of the DNN. The DNN config-
urations were fixed at h=3 hidden layers, 2048 units at each hid-
den layer, and 7-frame input. We adopted the sigmoid function in
the output layer to guarantee the estimated IRM in [0,1], and we
used the linear output layer for other types of features. The learn-
ing rate for the fine-tuning was set to 0.1 for the first 10 epochs and
declined at a rate of 90% after every epoch in the next 40 epochs
with the mini-batch size of 128. The enhanced LPS was obtained
by a simple average operation between estimated LPS and IRM in
LPS domain to fully utilize the complementary targets learned from
DNN, just like [22]. We updated the shape factors of ML-MOL-
DNN by the strategy in Section 2.3 for every 10 epochs (denoted as
MLkurtosis-MOL-DNN) and initialized shape factors were obtained
from the well-trained MMSE-MOL-DNN. We also set all shape fac-
tors in three types of target features of ML-MOL-DNN to 1 (denoted
as ML111-MOL-DNN) and 2 (denoted as ML222-MOL-DNN) as
comparison. The enhancement performance was assessed by using
PESQ [25] for measuring speech quality, STOI [26] for measuring
speech intelligibility, segmental SNR (SSNR in dB) and LSD (in
dB) for evaluating signal differences in the time domain and the fre-
quency domain[14], respectively.

3.2. Evaluation on ML-MOL-DNN

Fig.2 illustrates the comparison of learning curves between MMSE-
MOL-DNN and MLkurtosis-MOL-DNN using averaged squared
errors on the cross-validation set. It is shown that the MLkurtosis-
MOL-DNN can achieve better convergence than MMSE-MOL-
DNN in all types of target features, which demonstrates the effec-
tiveness of ML-MOL-DNN approach in multi-objective learning.

Table 1 shows the comparison of average prediction error values
among MMSE-MOL-DNN, ML222-MOL-DNN, ML111-MOL-
DNN and MLkurtosis-MOL-DNN on the cross-validation set in the
50-th epoch which has converged. The prediction errors in MMSE-
MOL-DNN and ML-MOL-DNNs were calculated according to Eq.
(1) and Eq. (9) respectively, the difference is that Table 1 calculated
the error of each type of feature separately. Average operations in
dimensions and samples were used for a reasonable comparison.
Clearly, the results demonstrate that the ML-MOL-DNNs can better
control the dynamic range of prediction error values among different
types of target features.
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Fig. 2. The comparison of learning curves between MMSE-MOL-
DNN (denoted as MMSEMOL) and MLkurtosis-MOL-DNN (de-
noted as MLkurtosis) in LPS, IRM, MFCC and sum of all fea-
tures (denoted as ALL) using averaged squared errors on the cross-
validation set with respect to the epoch.

Table 1. A comparison of average prediction error values among
MMSE-MOL-DNN (denoted as MMSEMOL), ML222-MOL-DNN
(denoted as ML222), ML111-MOL-DNN (denoted as ML111) and
MLkurtosis-MOL-DNN (denoted as MLkurtosis) in the 50-th epoch

LPS error IRM error MFCC error max/min
MMSEMOL 0.1637 0.0476 0.3283 6.897

ML222 0.4724 0.4767 0.4980 1.054
ML111 0.9365 0.9509 0.9990 1.067

MLkurtosis 1.1111 1.1060 0.7621 1.458

3.3. Shape factors update results

The change of shape factors after dimension averaging in MLkurtosis-
MOL-DNN among different types of features with respect to epoch
is shown in Table 2. The experiment results show that the shape fac-
tors are gradually becoming smaller during the training process, this
means the kurtosis calculated by Eq. (11) becomes larger and the
distributions of prediction errors become more centralized, which
illustrates the rationality of updating shape factors during training
process in MLkurtosis-MOL-DNN.

3.4. Overall comparison

Table 3 compares the PESQ, STOI, SSNR and LSD on the test set
of the four unseen noise environments among: MMSE-MOL-DNN,
ML222-MOL-DNN, ML111-MOL-DNN and MLkurtosis-MOL-
DNN. From this table we can make several observations. First, three
ML-MOL-DNNs all yield better average results than MMSE-MOL-
DNN except the LSD performance of the ML222-MOL-DNN is
worse than that of the MMSE-MOL-DNN. Second, the MLkurtosis-
MOL-DNN can achieve consistent improvements on four evaluation
metrics over other ML-MOL-DNNs. Finally, unlike ML222-MOL-
DNN and ML111-MOL-DNN, the MLkurtosis-MOL-DNN can
achieve better SSNR than MMSE-MOL-DNN at all SNR levels.

Table 2. The change of shape factors after dimension averaging in
MLkurtosis-MOL-DNN under different types of features (LPS, IRM
and MFCC) with respect to the epoch.

Epoch 1 ( Init-MMSE ) 20 40 50
LPS 0.9365 0.8744 0.8553 0.8542
IRM 1.1854 0.9105 0.8847 0.8732

MFCC 1.3673 1.3404 1.3268 1.3245

Table 3. Performance comparison on the test set at different SNRs
among: MMSE-MOL-DNN (denoted as MMSEMOL), ML222-
MOL-DNN (denoted as ML222), ML111-MOL-DNN (denoted as
ML111) and MLkurtosis-MOL-DNN (denoted as MLkurtosis). Ave
denotes the average of five SNRs (-5dB, 0dB, 5dB, 10dB and
15dB).

SNR(dB) -5 5 15 Ave

PESQ

MMSEMOL 1.650 2.540 3.136 2.463
ML222 1.762 2.616 3.192 2.544
ML111 1.834 2.672 3.242 2.603

MLkurtosis 1.838 2.680 3.253 2.611

STOI

MMSEMOL 0.680 0.891 0.968 0.857
ML222 0.689 0.903 0.974 0.867
ML111 0.682 0.904 0.976 0.866

MLkurtosis 0.686 0.905 0.976 0.868

SSNR

MMSEMOL -3.222 0.661 4.966 0.767
ML222 -3.385 0.689 5.274 0.819
ML111 -3.341 1.020 5.888 1.149

MLkurtosis -3.125 1.179 6.017 1.316

LSD

MMSEMOL 6.588 3.380 1.856 3.803
ML222 6.676 3.570 1.860 3.924
ML111 6.457 3.432 1.847 3.793

MLkurtosis 6.087 3.228 1.737 3.572

4. CONCLUSION

In this paper, we expand the ML method to multi-objective learning
and propose an automatic update strategy for shape factors. On the
one hand, compared with the MMSE-MOL-DNN, the ML-MOL-
DNNs can adjust the prediction error values under different types of
features automatically and achieve performance improvement. On
the other hand, compared with the ML-MOL-DNNs with fixed shape
factors, the proposed MLkurtosis-MOL-DNN can achieve consistent
improvements on four evaluation metrics. In this study, we focus on
applying our framework to DNN rather than other complicated ar-
chitectures such as long short-term memory (LSTM) recurrent neu-
ral networks [10] because DNN is easier for deploying especially
for speech communication due to its efficiency. Moreover, [22] also
shows MMSE-MOL-DNN with ensembling can achieve even bet-
ter results of different measures over LSTM approach. In the fu-
ture, we will introduce more types of complementary features and
apply the ML-MOL-DNN approach to multi-objective learning and
ensembling models with compact neural network architectures.
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