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ABSTRACT

In this paper, we design a novel joint framework of speech enhance-
ment and speech separation for child speech extraction in realistic
conditions, targeting the problem of extracting child speech from
daily conversations in BabyTrain mega corpus. To the best of our
knowledge, it is the first discussion of a feasible method for child
speech extraction in realistic conditions. First, we make detailed
analysis of the BabyTrain mega corpus, which is recorded in adverse
environments. We observe problems of background noises, rever-
berations and child speech that is partially obscured by adult speech
(for instance due to speaker overlap but also imitation by the adult).
Motivated by this, we conduct a joint framework of speech enhance-
ment and speech separation for child speech extraction. To mea-
sure the extraction results in realistic conditions, we propose several
objective measurements to evaluate the performance of the our sys-
tem, which is different from those commonly used for simulation
data. Compared with the unprocessed approach and classification
approach, our proposed approach can yield the best performance a-
mong all subsets of BabyTrain.

Index Terms— Child Speech Extraction, Speech Separation,
Measures, Speech Enhancement, Realistic Conditions

1. INTRODUCTION

Recent years have seen a literal explosion in the use of child-centered
audio-recordings, gathered as infants and young children go about
their day [1]. The resulting data are of interest to both a wide range
of theories (e.g., developmental psychology, cognitive science) and
numerous applications (e.g., the diagnosis of potential language dis-
orders, the measurement of effects of an intervention). Despite the
interest in these data, there are very few analysis algorithms that can
cope with these data, which truly deserve the name of ’in the wild’.
To begin with, much of the voice recorded belongs to the infant
or child wearing the device, who produce non-speech vocalizations
(such as crying as well as non-emotional, non-speech productions).
Moreover, the other people recorded may vary in their closeness to
the microphone, such that their voice alternates between near-field
and far-field within the same recording. Finally, many people may
be recorded; in our experience, children can come across 20 people
over a normal day, with as many as 9 people in a 5-minute inter-
val [2].

At present, to the best of our knowledge, there is only one al-
gorithm that can be used for such data. The LENA Foundation
developed an algorithm by training acoustic models on about 150h
hand-annotated data [3]. In a nutshell, the algorithm extracts Mel-
Frequency Cepstral Coefficients (MFCCs) in 10 ms windows, but

then applies a minimal duration Gaussian Mixture Model (GMM) to
segment the full recording (often 16h long) into segments that are
at least 600 ms in length [4]. These segments correspond to broad
types of speakers such as male adult and female adult. This software
is widely used, with a recent LENA communication stating that over
100 publications had used it in the past 10 years, and intervention-
s had employed it in the last year affecting over 10,000 children in
USA [5]. And yet, there are several important disadvantages: The
software is relatively expensive (at least 12,000 US$, and more de-
pending on the volume of recordings to be analyzed), and it has not
been updated since its inception in the early 2000s. Moreover, some
of the key metrics that researchers and practitioners would like to
draw from the recordings seems to have low reliability.

Recently, deep neural networks (DNNs) [6] have been utilized in
many speech processing areas, such as speech enhancement [7], and
speech separation [8]. In [9], long short-term memory recurrent neu-
ral network (LSTM-RNN) was used in speech separation. In [10],
ideal ratio masks (IRMs) were used to make binary classification on
time-frequency (T-F) units. However, all of these studies dealt only
with adult speech separation while research in child speech sepa-
ration is still quite limited in the literature. Moreover, these meth-
ods were mostly tested on simulation data, which is quite different
from realistic adverse conditions. In our previous work [11], we
proposed a progressive learning approach to separating child speech
from signals with mixed adult speech in a speaker-independent man-
ner based on a densely connected LSTM architecture [12]. However,
the aforementioned method focused only on speech separation, with-
out considering the simultaneous presence of noise and interference
in realistic conditions.

In this paper, we propose a novel joint framework of speech en-
hancement and speech separation for child speech extraction in re-
alistic conditions. First, we make detailed analysis of the BabyTrain
mega corpus [13–16] , which draws from recordings in a complex
adverse environments. We observe problems of background noises,
reverberations and child speech that is partially obscured by adult
speech (for instance due to speaker overlap but also imitation by the
adult). Motivated by this, we design a joint framework of speech en-
hancement and speech separation for child speech extraction. We use
the state-of-the-art model as our enhancement model. For the sep-
aration model, we propose a SNR-Progressive Multi-Target Learn-
ing (PMT) based model to separate child speech from mixed noisy
speech. To evaluate the extraction results in realistic conditions, we
propose several objective measurements. Compared with the unpro-
cessed results and results from the classification model, our proposed
approach can yield the best performance.
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Fig. 1. An utterance example from the BabyTrain data set.

Table 1. A description of selected corpora present in the BabyTrain
data set

Child Data Language Hours(h) Farfield Noise Overlapped

aclew-starter

English
Spanish
French
Tseltal

1.50

X X XLENA_Lyon French 26.85
Namibia Yu’|hoan 23.73
Tsimane Tsimane’ 4.53
Vanuatu Many 15.72
Pretzer English 0.83

2. CORPUS AND CHALLENGE

The main data set that we used in our experiments was the BabyTrain
mega corpora, which is an aggregation of 8 child-centered corpora.
This results in 245 hours of recordings acquired in a wide range of
conditions, including daily life, inside, outside, during parties and
so on. Each recording is sampled at 44.1 kHz and comes with it-
s human-made transcription files. For informational purposes, we
give a description of main corpus in BabyTrain as shown in Table
1. First, BabyTrain data were recorded in an adverse environment,
together with noise and reverberations, and speech of adults and chil-
dren overlap because of the informal nature of interactions. Second,
BabyTrain contains both farfield speech and nearfield speech. Third,
BabyTrain consists of different languages, which vary in their pho-
netic characteristics. All of these effects make BabyTrain difficult to
process in realistic adverse conditions.

To introduce the data set in a more intuitive way, an utterance se-
lected from the subset of namibia in BabyTrain is presented in Fig.1.
This utterance includes both nearfield speech and farfield speech
with noise, a region of overlap between female adult speech and
child speech, some crying sounds by the baby, and even an exam-
ple of an adult who is imitating the child’s sounds. These conditions
are quite challenging to handle.

Motivated by those analyses, we propose a joint framework of
speech enhancement and speech separation for child speech extrac-
tion in realistic conditions and come up with several objective mea-
surements to evaluate the performance of our system.

3. THE PROPOSED OVERALL FLOW

As illustrated in Fig. 2, the overall flow of our proposed joint frame-
work for child speech extraction in realistic conditions consists of
three main modules, namely speech enhancement, speech separation
and post-processing, which are elaborated in the following subsec-
tions.
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Fig. 2. The proposed overall flow for child speech signal processing.

Fig. 3. T-SNE graph of the i-vector distances among Babies(Pink),
Children(Purple) and Adults(Green).

3.1. Speech Separation

Firstly, we proved that distances between child and adult speech are
large enough to warrant a possible separation. Based on our pre-
vious studies, speaker separability can be tied to distances between
speaker groups by adopting i-vectors [17] to represent each speaker.
To visualize the similarity of different individual objects in a low-
dimensional space, each object can be represented by a point and
the points are projected in order to approximate the distances be-
tween pairs of objects. We adopted t-SNE graph [18] to graphically
describe the dissimilarity of different speaker groups. The t-SNE
graphs of i-vector based distance matrices for 50 adult speakers, 50
child speakers and 50 baby speakers (age < 5) from our training set
(introduced in Section 5) are shown in Fig.3. In this figure, the pink,
purple, and green points represent the baby, child, and adult speak-
ers, respectively. Fig.3 confirms that the both baby&child groups
and the adult groups could be well separated in two clusters for most
cases, which motivates our proposed separation approach in the next.

Our child speech separation framework is a progressive multi-
targets LSTM network (LSTM_PMT) as shown in Fig.4. The LST-
M_PMT can be divided into several successive stacked blocks and
each block is made up with one LSTM layer and one fully connect-
ed layer via multi-targets learning. The fully connected layer in each
block is also referred to as a target layer, which is designed to learn
intermediate speech targets with a higher target-inference ratio (TIR)
than the targets of previous target layers. A series of progressive ra-
tio masks (PRM) are concatenated with the progressively separated
log-power spectra (PLPS) features together as the learning targets.
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Fig. 4. The proposed LSTM_PMT architecture for child speech sep-
aration.

The PRM target is defined as follows:

zPRM(t, f) =
C(t, f) +AT(t, f)

C(t, f) +AI(t, f)
(1)

where C(t,f) represents the power spectrum of the child speech signal
at the time-frequency (T-F) unit (t,f), AT(t, f) and AI(t, f) represent
the power spectrum of the adult in one PRM target and input signals
at the T-F unit (t, f), respectively. When the numerator of Eq. (1)
becomes the power spectrum of the child speech signal, AT(t, f) is
zero and zPRM(t, f) is regressed to the traditional IRM. Hence, in
practical use, the PRMs can serve as a progressively stronger sepa-
ration ability. Here, the total number of target layers K is set to 3.
Correspondingly, a weighed minimum mean squared error (MMSE)
criterion is designed to optimize all network parameters randomly
initialized with K target layers as follows:

EMTL(k) =

K∑
m=1

EPLPS(m) + EPRM(m) (2)

EPLPS(m) =
1

N

N∑
n=1

∥∥∥Fm(x̂
0
n, x̂

1
n, ..., x̂

m-1
n ,Λm)− xm

n

∥∥∥2
2

(3)

EPRM(m) =
1

N

N∑
n=1

∥∥∥FPRM(x̂
0
n, x̂

1
n, ..., x̂

m-1
n ,ΛPRM)− xPRM

n

∥∥∥2
2

(4)
where EMTL(k) corresponds to the multi-target loss in kth tar-
get layer. It’s the sum of two kinds of losses, namely EPLPS(m)
and EPRM(m) from all lower layers. x̂m

n and xm
n are the nth D-

dimensional vectors of estimated and reference target PLPS feature
vectors for mth target layer, respectively (m > 0), with N represent-
ing the mini-batch size. x̂0

n denotes the nth vector of input noisy LPS
features with acoustic context. Fm(x̂

0
n, x̂

1
n, ..., x̂

m-1
n ,Λm) is the neu-

ral network function for the mth target with the dense structure using
the previously learned intermediate targets from x̂0

n to x̂m-1
n , and Λm

represents the parameter set of the weight matrices and bias vectors
before mth target layer, which are optimized in the manner of BPTT
with gradient descent. xPRM

n , FPRM(x̂
0
n, x̂

1
n, ..., x̂

m-1
n ,ΛPRM), and

ΛPRM are corresponding versions to PRM targets.
Different from our previous work in [11], the proposed model

in this paper is a progressive multi-targets network with progressive
ratio masks (PRM), which is not considered in [11]. By using new
structure, the separated speech has better intelligibility and less dis-
tortions.

3.2. Speech Enhancement

We use the state-of-the-art speech enhancement model proposed in
[19] as our speech enhancement model. The deep model architec-
ture is similar to that in Fig.4. The main difference is that the input
and output of the child separation model is mixed speech and child
speech, respectively, while the input and output of the enhancement
model is noisy speech and clean speech, respectively. More details
of the preprocessor can refer to [19].

3.3. Post-processing as a Classification Problem

After getting the child speech from our separation model, we post-
processed separation results to classify child and adult frames. We
used the output node of IRM to generate the final separation masks
of each frame. Then we calculated the mean value of masks across
all dimensions of each frame, and detected masks whose mean was
below the threshold, which could be regarded as adult speech. Next,
by comparing with oracle voice activity detection (VAD) files, the
speech parts that were above the threshold could be regarded as s-
peaker labels of child. Finally according to the above-mentioned
principles, we generated the 2-class labels and calculated the mea-
sures to be introduced in the next session.

4. PROPOSED MEASURES IN REALISTIC CONDITIONS

For simulation data, there are many objective measures to evaluate
the performances of separated speech, such as perceptual evaluation
of speech quality (PESQ) [20] and short-time objective intelligibili-
ty (STOI) [21]. Developers using simulation data can calculate the
aforementioned objective functions due to the existence of origin
clean child speech. But in realistic conditions, there is no clean child
speech corresponding to the noisy mixed speech. A simple idea is
to use the backend applications to directly measure the goodness of
separation methods.In this study, we focus on the evaluation without
backend applications. We used post-processing approach mentioned
in session 3.3 to convert separation results to classification labels
and came up with several measures to compare with classification
models.

The first measure is Jaccard error rate (JER), which is based on
the Jaccard similarity index [22], a metric commonly used to eval-
uate the output of image segmentation systems. JER is defined as
:

JER =
FA + Miss

Total
(5)

where Total is the duration of the union of child and adult speaker
segments, FA is the total child speaker time detected by system but
not attributed to the reference child speaker, and Miss is the total
reference child speaker time but not detected by the system. JER
is commonly used in the diarization [23] task. But different from
that the reference speaker in diarization task is determined due to
the permutation problem, our JER directly regard child as the only
reference speaker.

The second measure is child speech duration error rate (CS-
DER), inspired by the measure about child speech duration ratio in
LENA Foundation [3], which is defined as:

CSDER =
|ECSD− OCSD|

Total
(6)

where Total is the duration of the union of child and adult speaker
segments, ESCD is the child speech duration time detected by sys-
tem, OCSD is the oracle child speech duration time.
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Table 2. Average performance comparison on different subsets and
overall corpus among Unprocessed, Classification and Ours system.

Subset Systems JER CSDER

namibia
Unprocessed 0.500 0.475
Classification 0.495 0.468

Ours 0.474 0.327

lena_lyon
Unprocessed 0.500 0.590
Classification 0.498 0.378

Ours 0.423 0.148

tsimane
Unprocessed 0.500 0.463
Classification 0.499 0.426

Ours 0.389 0.297

Overall
Unprocessed 0.500 0.505
Classification 0.495 0.454

Ours 0.449 0.272

5. EXPERIMENTS AND RESULT ANALYSIS

For BabyTrain mega corpus, the 245 hours of recordings have been
splitted such that each speaker belongs to one and only one of train
set, development set and test set. Each corpora is splitted such that
around 60% of the key children go to the training set, 30% to the
development set and 10% to the test set. The obtained proportion, in
terms of cumulated duration, is 57.5% for the train set, 27% for the
development set and 15.5% for the test set.

The configuration of our enhancement experiments was the
same as [19]. In our separation experiments, the adult speech da-
ta was derived from four data sets, namely the BabyTrain mega
corpus, WSJ0 corpus [24], part of AISHELL-1 corpus [25] and
part of Librispeech corpus [26]. The child speech data was derived
from two data sets, namely the BabyTrain mega corpus and the part
with children age from kindergarden to grade 5 of CSLU Kids Cor-
pus [27]. The whole 19562 utterances (about 55 hours speech) of
child were mixed with the above mentioned 58686 adult utterances
at three target-inference ratio (TIR) levels (-5dB, 0dB and 5dB) to
build a 500-hour training set, consisting of pairs of child and mixed
utterances. The BabyTrain development set was used for testing.

For signal analysis, all of the speech was resampled at 16 kHz.
A 512-point discrete Fourier transform (DFT) of each overlapping
windowed frame was computed. Then 257-dimensional LPS vectors
normalized by global mean and variance were used to train the pro-
posed LSTM_PMT model. The Microsoft Computational Network
Toolkit (CNTK) [28] was used for training. For our proposed LST-
M_PMT separation systems, one LSTM layer was used to connect
the input layer and target layers. Each target TIR gain was 10dB. The
7-frames input and the estimations of intermediate target are spliced
together to learn next target. The number of LSTM memory cells
in each layer was 1024, and the IRM output of final layer in LST-
M_PMT model was used to test. As for the part of post-processing,
oracle voice activity detection(VAD) information was used to get
speech segments. As a comparison, a direct mapping classification
LSTM network with the architecture 257-512-512-512-2, consisting
of three LSTM layers and 512 memory cells for each LSTM layer,
output being 2-class one-hot vector, was built as our baseline classi-
fication model.

Table 2 shows the average JER and CSDER on the three subsets
of BabyTrain development set and the whole BabyTrain develop-
ment set among unprocessed, classification and our system. Clearly,
our system yielded consistent improvements on the measure of JER
and CSDER over the classification approach and unprocessed ap-
proach in all different subsets and overall corpus. The reason for

(a) Mixed Noisy Speech

(b) Separated Child Speech without Enhancement

(c) Separated Child Speech with Enhancement

Fig. 5. Spectrograms of an utterance example in the subset of
lena_lyon.

the poor results of classification model is that its generalization ca-
pability is quite weak by directly using noisy mixed speech as input
for classifying child and adult frames in adverse environments. As a
comparison, our system use enhancement model to purify the noisy
speech and use separation model to further extract the child speech.

Figure 5 shows the spectrograms of an utterance example in the
subset of lena_lyon. First of all, by comparing the enhanced sep-
arated speech with the origin mixed noisy speech, our separation
system can generate the child speech with less speech distortion and
suppress the female adult speech even if it’s overlapped segment,
as shown in the blue rectangles in subfigure(c). Moreover, by com-
paring the separated speech which is not enhanced with enhanced
separated speech, our enhancement model can help the separation
system to suppress adult speech because enhancement model can
suppress babble noise, which is often generated by adults in daily
conversations, as shown in the white rectangles in subfigure(b). So
both speech enhancement and separation are important for extracting
child speech in realistic environments.

6. CONCLUSION

In this study, we designed a novel joint framework of speech en-
hancement and speech separation for child speech extraction in re-
alistic conditions, targeting the problem of separating child speech
from daily conversations involving background noises, reverbera-
tions and overlapping speech. In a preliminary set of experiments,
our approach could yield a relatively satisfied performance in child
speech extraction even in the quite noisy and challenging realistic
conditions.
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