
High-Resolution Acoustic Modeling and Compact Language Modeling of
Language-Universal Speech Attributes for Spoken Language Identification

Yannan Wang1, Jun Du1, Lirong Dai1, Chin-Hui Lee2

1National Engineering Laboratory for Speech and Language Information Processing,
University of Science and Technology of China, Hefei, Anhui, P. R. China

2 School of Electrical and Computer Engineering, Georgia Institute of Technology, USA
wyn314@mail.ustc.edu.cn, jundu@ustc.edu.cn, lrdai@ustc.edu.cn, chl@ece.gatech.edu

Abstract
We propose a framework to automatically construct a collec-
tion of high-resolution (HR) language-universal units for spo-
ken language identification (LID). Based on the popular phone
recognition language modeling (PRLM) approach to LID, a set
of universal attribute recognizers (UARs) is first established to
replace phone recognizers (PRs) using manner and place of
articulation as attribute units and context-dependent (CD) at-
tribute models are then built to achieve high-performance at-
tribute transcription. To alleviate the difficulty of data spar-
sity in n-gram language modeling (LM) of these CD units, a
clustering algorithm is proposed to compact the number of uti-
lized attribute units in LM. Tested on the 2009 National Institute
of Standards and Technology Language Recognition Evaluation
for the 30-sec task using the same English Switchboard-I train-
ing data for acoustic modeling, our proposed approach achieves
an equal error rate (EER) of 2.34%, representing a relative EER
reduction of over 20% from the results of 2.88% obtained with
the conventional PRLM techniques. To the best of our knowl-
edge, this is the first time a single UAR based LID system sig-
nificantly outperforms a signal PR based system with the same
set of training data from a single language.
Index Terms: spoken language identification, automatic speech
attribute transcription, manner and place of articulation, high-
resolution modeling, phone recognition language modeling

1. Introduction
Spoken language identification (LID) is a process of determin-
ing the language identity of a speech segment spoken by an
unknown speaker. For text-independent language identification
task, there are two main categories of information used in the
recognition procedure of humans: the prelexical information
and the lexical semantic knowledge [1], such as acoustic pho-
netics, prosody, phonotactic structure, vocabulary and so on.
Among all the information sources, the acoustic and phono-
tactic features are the optimal choices. The acoustic feature
mainly refers to the physical sound pattern [2] difference while
the phonotactic feature is represented by the combination laws
of phones in different languages. Based on the two types of fea-
tures there are two main approaches to LID: the acoustic and
phonotactics approaches [2, 3, 4, 5]. The former approach em-
ploys only acoustic features to generate feature vectors which
are used to train models, such as Gaussian mixture models
(GMMs) [6]. The latter approach makes use of linguistic infor-
mation and acoustic phonetics information. One of the widely
used phonotactics approaches is the phone recognition followed
by language modeling (PRLM) [5] which consists of the tok-

enizer front-end to obtain token sequences and the n-gram lan-
guage model back-end to deliver the LID decision. Recently
vector space modeling approach has also been proven effective
to produce competitive LID results [7, 8, 9].

In this paper, we focus on another phonotactics approach
based on speech units representing articulation features to build
a set of language-independent tokenizers collectively called uni-
versal attribute recognizers (UARs), which have been utilized
in a recently proposed automatic speech attribute transcription
(ASAT) paradigm [10, 11] for automatic speech recognition
(ASR). The features, including manner of articulation and place
of articulation, are universally adopted across languages [12]
and therefore there are two advantages. First, it alleviates the
problem of missing phones in the front-end phone recognizer
of the PRLM systems and enhances the capability of models
by sharing data from different languages [5, 13]. Second, the
size of the attribute inventory is usually smaller than that of
various phone inventories. Moreover we can improve the tran-
scription accuracy with high-resolution (HR) models beyond
context-independent (CI) attribute models to deliver better LID
performance [10, 8, 9].

The right-context (RC) dependent acoustic models [14, 15]
have been used on the NIST 2003 spoken language evaluation
task [16]. In this study, we propose high-resolution (HR) mod-
els which exploit both left and right attribute context informa-
tion [17]. Without any constraint, the number of units can be
more than one thousand. Our experiments show that too many
HR units can lead to a degradation of LID performance, which
can be explained in two aspects. First, the training data will
not be sufficient to produce the same high-accuracy model for
all units in the collection. Second, unlike the RC models in
which the token sequence after decoding still consists of CI
units, our HR units are originally in a CI form which can result
in an infeasible n-gram language model if the number of HR
units is large. To address these issues, we put forward a clus-
tering algorithm mainly based on the distribution of the training
data to generate a compact set of HR attribute units. Tested on
the 2009 National Institute of Standards and Technology Lan-
guage Recognition Evaluation for the 30-sec task with the same
English Switchboard-I training data for acoustic modeling, our
proposed UAR approach achieves an equal error rate (EER) of
2.34%, representing a relative EER reduction of over 20% from
the LID results of 2.88% obtained with the conventional PRLM
techniques. By fusing different UARs generated with both the
English and Mandarin training data, we finally achieve EERs of
1.93%,3.6%,11.94% for 30s, 10s, and 3s test utterances, respec-
tively. These EERs are reduced to 1.51%, 2.86% and 10.18%
when Hungarian PR and Russian PR are also fused together.
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Figure 1: A block diagram of the language identification system
with HR language-universal speech attribute units.

2. Speech Attribute Based LID Systems
2.1. LID System Overview

The architecture of our system is shown in Figure 1. For build-
ing HR-UAR front-end, firstly we employ the intensively used
deep neural network (DNN) [18, 19] to train a feature extractor,
namely deep bottleneck feature (DBF) [20, 21, 22] extractor.
Then we extract the DBF of transcribed corpus to train our tok-
enizer front-end. Next, for the n-gram modeling stage, we also
extract the DBF of training material of LID corpus in the same
way. With the obtained DBF we make use of UAR to create
the lattice of HR attribute units and employ the integrated lan-
guage models [23] to conduct the training of the back-end in
our system. Finally, with the n-gram models to approximate
the probability distribution of the co-occurrences of the chosen
HR attribute units we can compute the posterior probabilities
that the test utterance belongs to a certain language and make
the LID decision.

2.2. Modeling of Language-Universal Attribute Units

The set of language-universal speech attributes used in this
study is the same as in [13], consisting of place and manner
of articulation, some of them often referred to as distinctive fea-
tures [24] commonly adopted to characterize acoustic phonetics
[25] of speech sounds for all spoken languages [13]. With these
universally defined units we can construct universal manner rec-
ognizers (UMRs) and universal place recognizers (UPRs) to
convert phoneme-based into attributes-based transcriptions ac-
cording to the mapping tables between the phonemes and at-
tributes. Apart from these regular attributes, we also employ
the ”silence” token to represent the soundless segments and
”noise” token to represent the noisy background fragments, re-
spectively. Nonetheless the decoded noise tokens are ignored
when building language models.

2.3. High-Resolution Speech Attributes

In phonotactics approach to LID, the phonotactic information
which captures the language characteristics is usually conveyed
by n-gram statistics. In our study we obtain up to 4-gram statis-
tics from our decoding lattice [26] by a token recognizer. Intu-

itively, the number of tokens employed in the n-gram statistics
vector is critical to the LID performance. It also determines the
vector in n-gram modeling which may be beyond our process-
ing capacity if the number of tokens is too large.

It has been demonstrated that the accuracy of tokenizer
is one of the key factor in determining the LID performance
[27]. With a broad class of phones, the higher accuracy ob-
tained could compensate for the loss of detailed phone infor-
mation [28]. On the Eval03 NIST detection test the RC UAR
could achieve a competitive performance to conventional phone
recognizer [14]. However, for the more difficult LRE09 task
with much more target languages and easily confusable lan-
guage pairs, the ability of UAR with manner-only or place-only
configuration is inadequate. Accordingly, we present a new ap-
proach to build the HR attribute models of tokenizers. This
approach takes both left and right context information across
words. For instance, for an utterance which is represented by

t1 t2 t3 t4 ... tn−2 tn−1 tn

where the ti denotes the i-th attribute, the obtained HR attributes
sequence is as follows:

t1 − t2 + t3 t2 − t3 + t4 ... tn−2 − tn−1 + tn

The new units introduced above are regarded as initial HR at-
tributes. While capturing the context variabilities the above con-
version procedure increases the size of attribute collection to
more than one thousand. By contrast, the popular approach to
implement context-dependent (CD) models using both left and
right contexts is also explored in our work, which is an effective
solution to elevate the resolution of acoustic models using con-
text information. The main difference between our HR models
and CD models lies in that the traditional CD UAR still focuses
on the central units and uses them to dig into the phonotactic na-
ture of languages while in our system we treat the HR units as
some kind of new attributes. However, due to the large number
of initial HR units, the data insufficiency becomes a non-trivial
issue. Moreover we are not capable of constructing the high-
order n-gram statistics with so many tokens. To address those
problems we exploit a clustering strategy to control the number
of HR attribute units.

2.4. Clustering of CD Attributes for Compact LM

With the initial HR attribute collection described in section
2.3, we adopt a data-driven method to obtain the final HR
attribute units. This procedure is shown in Figure 2. First the
CI attribute ti in transcriptions is converted to HR attributes
and then grouped according to the central attribute. In each
group we sort them in ascending order of training transcription
amount and after that we start the clustering procedure. In each
iteration we have two steps:

(1) Search for the HR attribute unit li1 − ti+ ri1 with the min-
imum transcription amount of the training corpus.

(2) Merge the training transcription of the HR attribute unit
li1 − ti + ri1 with its neighbor li2 − ti + ri2, and define
a new attribute unit to replace these two attributes. Finally
reorder this group of new HR attribute units.

With each iteration the number of the HR attribute units de-
creases by one. By repeating the above procedure we can get a
collection of attribute units with a predefined sizeK. In this ap-
proach the size of final attribute units inventory is crucial to LID
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Figure 2: Clustering procedure to generate the HR attributes.

performance. To design an automatic approach to determineK,
we compute a ratio at each iteration:

R =
min(u)

N/P
(1)

whereN is the number of all attribute transcriptions in the train-
ing corpus, P is the number of attribute inventory defined in
[13], min(u) is the number of the least attribute transcription
in the current iteration. We stop the clustering procedure when
R reaches to a predefined threshold (5% in this study). Our clus-
tering algorithm is very simple and only the training transcrip-
tions are used, which is quite different from the traditional unit
merging strategy in which acoustic models of all units should
be trained to measure the similarity among the units according
to the acoustic distances. In this way our method also bene-
fits from the balance of training data of different units which is
important in consideration of the larger size of our inventory.

3. LID Experiments and Result Analysis
3.1. Experimental Setup

In this work 309-hour Switchboard-I training set and the in-
house corpus of 1000-hour Mandarin telephone conversational
speech were used to train the articulatory recognizer, respec-
tively. For the training of DBF extractor the input of the deep
neural network (DNN) was the 43-dimensional feature vector
consisting of 13-dimensional perceptual linear prediction (PLP)
feature [29] plus their first and second order derivatives and 4-
dimensional feature vector related to the pitch and the confi-
dence coefficient of voiced or unvoiced of current frame. More-
over, the temporal window size of input PLP feature was set to
21 with 10 frames for both left and right windows. This DNN
had 5 hidden layers and there were 2048 units for each hid-
den layer except for the bottleneck layer with 55 units. We im-
plemented the UARs within the HMM framework [30] trained

with maximum likelihood (ML) criterion [31] and the HMM
state probability density function was estimated with Gaussian
mixture model (GMM). For each of the HR attribute units we
employed a 5-state HMM to model it, and the Gaussian mixture
number of each state was 80.

Our LID experiments were conducted on the LRE09 dataset
which included 23 target languages [32]. The utterances in the
training set were recorded with two channels, namely Conversa-
tional Telephone Speech (CTS) and narrowband Voice of Amer-
ica (VOA) [32]. In our experiments we only made use of a
subset of 15 hours speech data for each target language due to
the imbalance of training data. And the selected data were split
into the training set and development set. There were about 80
segments of 30s duration for each language in the development
set. The test set consisted of three tasks according to different
duration time, namely 3s, 10s and 30s.

3.2. Comparison between Different UARs

In this subsection we investigated the performance of different
tokenizers which were designed as described above and the re-
sults were depicted in Table 1. In this table the phone recogniz-
ers refer to the Temporal Patterns Neural Network (TRAPs/NN)
[33] recognizer for Hungarian (HU) and Russian (RU) devel-
oped by the Brno University of Technology (BUT) [34] who
have been widely adopted as baseline system in LID tasks and
the one trained on the bottleneck features of the Switchboard
(EN-PR) corpus. It has been demonstrated that better LID per-
formance can be delivered by improving the UAR acoustic res-
olution in [14] which were also proven in this table. Compared
with straightforward CI-based systems, the RC dependent at-
tribute models improved the LID performance indeed, e.g., EER
declining from 12.75% to 8.32% using UPR for 30sec test ut-
terance, while they still behaved very poorly. Similarly, for 30s
task, the CD-UPR (at EER of 6.88) showed great advantages
compared with the RC-UPR (at EER of 8.32) but it was still not
as competitive to our proposed HR-UPR (at EER of 2.34). As
for UMR, similar trend of promotions could be observed that
the EER jumped from 6.97% to 2.54% for 30s evaluation task
when switching from RC-UMR system to HR-UMR system.

Moreover, in Table 1 we found that the HR-UAR delivered
lower EERs than those for our proposed EN-PRwith about 20%
average relatively reduction even though they were trained with
the same speech corpus. With respect to the conventional HU-
PR, the improvements were also remarkable from 2.62% drop-
ping to 2.34% and 2.54% for HR-UPR and HR-UMR, respec-
tively. Figure 3 plots the DET curves [35] of the LID results
of HR-UAR and HU-PR on the LRE09 tasks. We could ob-
serve a clear wide gap between our HR-UAR based system and
the HU PR system, especially for short time task, indicating the
potential of DBF on short time tasks.

3.3. Size Selection of CD Attribute Collection

As mentioned above, the clustering procedure to reduce the
number of HR attribute units is crucial to improve the LID per-
formance. For the 309-hour Switchboard-I training set, the fi-
nal sizes of attribute unit collection for UPR and UMR deter-
mined by Equation 1 were 84 and 86, respectively. In addition
to the generated attribute collection as described above, we also
adopted some other sizes of HR attributes as comparisons, such
as K = 40, 80, 120. Their performances were shown in Ta-
ble 2. From this table we can observe that the size of the HR
attribute unit collection had a great influence on the LID re-
sult. Clearly, for both UMR and UPR, EERs of all duration
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Table 1: Performance comparison of different EN-PR, EN-UMR
and EN-UPR tokenizers on LRE09 (EER and Cavg in %).

30s 10s 3s
EER Cavg EER Cavg EER Cavg

HU-PR 2.62 2.62 6.65 6.62 18.88 18.82
RU-PR 2.42 2.4 6.42 6.38 18.92 18.70
EN-PR 2.88 2.87 6.62 6.60 19.6 19.43

CI UPR 12.75 12.53 20.35 20.27 32.71 32.56
UMR 9.84 9.78 19.56 19.31 33.80 33.64

RC UPR 8.32 8.30 18.56 18.52 31.12 31.15
UMR 8.21 8.20 18.31 18.29 31.03 31.01

CD UPR 6.88 6.85 15.56 15.55 29.70 29.48
UMR 6.97 6.96 16.39 16.30 30.95 30.89

HR UPR 2.34 2.34 5.32 5.30 16.13 16.05
UMR 2.54 2.5 5.31 5.29 16.07 15.87
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Figure 3: DET curves for EN-UAR and HU-PR on LRE09.

lengths for the test utterances reached to the minimum at 80
under the three manually determined configurations which ver-
ifies the degradation of LID performance with too many HR
attribute units as mentioned above. With the size K automati-
cally decided, UPR and UMR both performed competitively to
their best configuration, e.g., for 30s task EER changing from
2.33% to 2.34% for UPR and from 2.63% to 2.54% for UMR.
The complexity of our system is heavily affected by the attribute
collection size during building language models. With K set to
below 100, the efficiency problem is not severe.

3.4. Mandarin UARs and System Fusion

As shown in Table 1 the LID results of EN-UARs on the English
training corpus with automatically decided CD unit set sizes
was satisfying and achieved a great improvement over phone
recognizers (EN-PR). Similarly, for the 1000-hour Mandarin
training set, the determined sizes of the HR attribute collec-
tions for UPR and UMR were 112 and 97, respectively. The
corresponding EER performances were listed in Table 3. The
LID results were not so well as those on the English corpus, but
the advantages of Mandarin UAR (MA-UAR) over Mandarin
phone recognizer (MA-PR) are similar to those reported in Ta-
ble 1 for English tokenizers.

As we know, only one phone recognizer can be constructed

Table 2: EER(%) for different clustering size on LRE09 task
using HR UPR and UMR on English corpus.

30s 10s 3s

EN
HR-UPR

K=40 3.40 8.34 21.54
K=80 2.33 5.29 16.03
K=120 2.98 6.72 19.3
Auto 2.34 5.32 16.13

EN
HR-UMR

K=40 3.61 8.97 22.78
K=80 2.63 5.91 16.87
K=120 2.71 6.11 17.06
Auto 2.54 5.31 16.07

on one language in general. Resulting from the complementary
nature of tokenizers on different languages, the parallel PRLM
(PPRLM) system [5] is widely used. Moreover in our work we
could combine two UAR tokenizers, i.e., UPR and UMR on a
single-language corpus through a Gaussian back-end [36, 37].
Furthermore, when our proposed four UARs on English (EN)
and Mandarin (MA) corpora were all fused, as shown in the
next-to-bottom row in Table 3, the best ERRs of 1.93%, 3.6%,
11.94% were achieved. Finally, we fused the system based
on HU-PR and our proposed HR-UARs (EN-UARs and MA-
UARs) and obtained the EER results of 1.88%, 3.25%, 10.95%
for 30s, 10s, and 3s test utterances, respectively, and EERs fur-
ther fell to 1.51%, 2.86%, 10.18% as shown in the bottom row
of Table 3 when the RU-PR was fused. These improvements,
not surprisingly, owed in part to the complementary nature be-
tween fundamental speech attributes and phones [13] besides
the various acoustic model architectures and features.

Table 3: Fusion results for UARs on LRE09 task (EER in %).

30s 10s 3s
MA-PR 3.08 7.79 21.93

MA HR-UPR 2.63 7.02 21.25
MA HR-UMR 2.85 6.83 19.87

Fusion 4-UARs: EN-UARs + MA-UARs 1.93 3.6 11.94
Fusion: HU-PR + 4-UARs 1.88 3.25 10.95

Fusion: HU-PR + RU-PR + 4-UARs 1.51 2.86 10.18

4. Summary
We propose an attribute based LID approach with high-
resolution acoustic models for token recognizer and compact
language models. Tested on the LRE09 task we obtain a signif-
icant reduction in EER than conventional PRLM systems using
the same training and testing data. For 30sec testing on the
LRE09 task, we achieved an EER of 2.54% using a single EN-
UAR. Furthermore, By fusing English UARs, Mandarin UARs,
Hungarian PR, and Russioan PR, we achieved EERs of 1.51%,
2.86%, and 10.18% for 30s, 10s and 3s utterances, respectively.
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