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Abstract
The submitted system for CHiME-4 this year includes sig-

nificant improvements over the previous one for CHiME-3, in-
cluding the front-end design, training data augmentation via
different versions of the official training data, acoustic model
fusion, and language model fusion. The final average WERs
of the real test set are 2.24%, 3.91%, 9.15% for 6-channel, 2-
channel, and 1-channel, respectively.

1. Background
For CHiME-4 [1], we participate all the tracks including 1 ch, 2
ch, and 6 ch tasks. In comparison to CHiME-3 challenge [2, 3],
our new progress mainly includes: 1) a closed-loop optimiza-
tion for beamforming by leveraging the information of deep
neural network (DNN) based single-channel speech enhance-
ment and the recognition results; 2) diversified training data us-
ing the noisy data of each channel, the multiple beamformers’
outputs data of 6 channels and 2 channels; 3) the acoustic model
upgrade via the deep convolutional neural networks (DCNNs)
[4, 5]; 4) the long short-term memory (LSTM) based language
modeling [6, 7]. In the next section, we will elaborate these
contributions.

2. Contributions
The overall system flowchart is given in Fig. 1, where a unified
framework for all three tasks, namely 1/2/6-channel cases, is
designed. In the training stage, both the acoustic models with
multiple front-ends and language models are built. In the recog-
nition, multiple acoustic models are fused at the state-level first
and then first-pass decoding is performed with the HMM and 3-
gram to generate the lattice as the hypotheses , which are served
for the second-pass decoding with a LSTM-based LM. The de-
tails can refer to the following subsections.

2.1. Beamforming

The beamforming approach showed in Fig. 2 is similar to the
work in [8], namely the generalized sidelobe canceller (GSC)
with a post-filtering. First, the time-frequency (T-F) masking is
calculated via the complex Gaussian mixture model (CGMM)
[9] to estimate the covariance matrices of noise and noisy
speech. The relative transfer function is implemented by the

eigenvector-based estimation in [10]. To further improve the
estimation of the time-frequency masking, both the VAD infor-
mation from the segmentation results of recognizer based on the
beamformed speech and the ideal ratio mask (IRM) estimated
using a DNN are used for a second-pass beamforming. The
input of IRM-DNN is the log-power spectra (LPS) of the beam-
formed speech while the output is the masking values of T-F
units calculated between the noisy speech of the channel 5 and
the underlying clean speech. Obviously, the VAD and IRM in-
formation are based upon the beamforming results, which forms
a feedback loop optimization [11] among them with multiple it-
erations. Experiments show that this new framework could sig-
nificantly improve the recognition accuracy, yielding a remark-
able gain over the best beamforming approach of CHiME-3 [2].

Figure 1: System overview.



Figure 2: Beamforming.

2.2. Training data augmentation

The training data augmentation is a straightforward way to en-
large the data coverage, especially for 3 tasks with different set-
tings of channel number in CHiME-4. Three data types are em-
ployed. First, the noisy speech of 5 channels (excluding the
channel 2 with the most degraded speech) are used to simulate
the 1-channel testing case. Then, the enhanced version using the
beamforming approach applied to all 6 channels matches the 6-
channel testing cases. Finally, we randomly select some chan-
nel pairs from 5 channels and the beamformed results of the
corresponding channel pairs can correspond to the 2-channel
testing cases. As illustrated in Fig. 1, both the noisy speech
and 6-channel beamformed data are adopted to train the models
(DNN and DCNN1/2/3/4) for all testing. Meanwhile, the noisy
speech plus 2-channel beamformed data are combined to learn
two other models (DCNN5/6) for 2-channel and 1-channel test-
ing.

2.3. Acoustic models

We train mainly 2 types of neural networks. One is the con-
ventional DNN and the other is DCNN. For 6-channel system,
5 models are built and fused via the state-level posterior av-
erage [3], including one DNN and 4 DCNNs (DCNN1/2/3/4).
The DNN system concatenates the log mel-filterbank (LMFB)
and fMLLR features. 4 DCNNs consist of LMFB-based one,
fMLLR-based one and two others with different parameter set-
tings. For 2-channel and 1-channel systems, two additional
DCNNs (DCNN5/6) are used, namely 7 models in total. The
DCNN system shows the strong complementarity when fused
with the DNN system.

2.4. Language models

Besides the 5-gram and RNNLM provided officially, we also
train an LSTM-based LM to further improve the recognition
accuracy. According to our experiments, the LSTM-based LM
alone could yield a relative WER reduction of more than 30%
over the 5-gram+RNNLM based system.

3. Experimental evaluation
3.1. Beamforming

The Word Error Rates (WERs) on the evaluation data of the
official and our proposed beamformers for the 2 ch and 6 ch
track have been showed in Table 1. We adopted the DNN based
official baseline system, 11 frames of 40-dimension fMLLR

Table 1: WERs obtained with the proposed and official beam-
formers on the evaluation data for 2 ch and 6 ch tracks using the
official DNN acoustic model.

Track System Dev Test
real simu real simu

2ch Official 8.50 9.92 17.07 15.98
Proposed 6.20 8.12 10.86 11.69

6ch Official 6.25 7.15 11.82 11.43
Proposed 4.18 4.17 6.13 5.23

Table 2: WERs between the baseline and data augmentation
based systems on the evaluation data for 2 ch and 6 ch tracks.

Track System Dev Test
real simu real simu

2ch Official 6.20 8.12 10.86 11.69
Retrained 4.68 6.26 7.14 9.39

6ch Official 4.18 4.17 6.13 5.23
Retrained 3.24 3.33 4.33 4.21

features. The DNN architecture is 440-2048*7-1987, namely
40*11 dimension for fMLLR input features, 7 hidden layers
with 2048 nodes for each, and 1968 nodes for the output layers
as our ASR model. The IRM-DNN is trained using 7 frames
of 257-dimension LPS features of CH5. The IRM-DNN archi-
tecture is 1799-2048*3-257, namely 257*7 dimension for LPS
input features, 3 hidden layers with 2048 nodes for each, and
257 nodes for the output T-F IRM. The significant reduction of
WERs on the evaluation data for both the development and test
sets can be found in Table 1, and our beamformer is more effec-
tive for more adverse environments and more microphones than
official beamformer.

3.2. Training data augmentation

The Word Error Rates (WERs) on the evaluation data of the offi-
cial baseline and retrained by data augmentation DNN systems
for the 1 ch, 2 ch and 6 ch tracks have been showed in Table 2.
As for the retrained DNN system, 42-dimensional LMFB fea-
tures and 40-dimensional fMLLR features with their first-order
and second-order derivatives are used. The 20-dimensional i-
vector features [3] are concatenated. The DNN architecture
is 2234-2048*7-1965, namely (42+40)*3*9+20 dimension for
LMFB+fMLLR+ivector combined input features, 7 hidden lay-
ers with 2048 nodes for each, and 1965 nodes for the output
layer. The training data contains 1,3,4,5,6 channels data and 4
kinds of beamformered data, totally 78642 utterances(8738*9),
and the beamformered data by our proposed method is used as
our test set. Approximately 20% WERs reduction can be found
between the official and our proposed systems in the all test sets.

3.3. Acoustic models

The Word Error Rates (WERs) on the real evaluation data of
the different acoustic models for the 1 ch, 2 ch and 6 ch tracks
have been showed in Table 3. The main difference of our DC-
NNs and conventional CNNs is the number and the size of the
filters. The multi-layer small convolution kernels (3x3 and 3x5)
are used, and the total number of convolutional layers is 25.
And the learning rate is set to 0.002, and the batch size is 2048.
Batch normalization is also used to speed up the training. In
the Table 3, we can find that the performance of DCNNs is sig-



Table 3: WERs with the different acoustic models on the real evaluation data for 1 ch, 2 ch and 6 ch tracks.

Track Set System
DNN DCNN1 DCNN2 DCNN3 DCNN4 Ensemble

1ch Dev 8.29 7.70 7.71 9.87 9.86 6.10
Test 14.58 15.47 14.72 17.05 17.45 11.12

2ch Dev 4.68 4.05 4.13 5.24 5.43 3.55
Test 7.14 6.87 6.94 8.34 8.36 5.40

6ch Dev 3.24 2.88 2.99 3.37 3.50 2.61
Test 4.33 3.87 4.09 4.67 4.90 3.22

Table 4: Average WER (%) for the tested systems.

Track System Dev Test
real simu real simu

1ch Official LM 6.10 8.24 11.15 13.62
LSTM LM 4.55 6.61 9.15 11.81

2ch Official LM 3.56 4.89 5.41 7.30
LSTM LM 2.33 3.46 3.91 5.74

6ch Official LM 2.55 2.61 3.24 3.06
LSTM LM 1.69 1.78 2.24 2.12

Table 5: WER (%) per environment for the best system.

Track Envir. Dev Test
real simu real simu

1ch

BUS 5.84 4.90 14.10 7.58
CAF 5.09 9.84 9.64 14.98
PED 2.66 4.84 6.89 11.58
STR 4.63 6.86 5.98 13.09

2ch

BUS 2.74 2.83 5.16 3.83
CAF 2.18 4.29 3.83 5.66
PED 1.73 2.94 3.18 6.14
STR 2.65 3.79 3.49 7.32

6ch

BUS 2.05 1.64 2.65 1.36
CAF 1.50 1.99 2.09 1.87
PED 1.50 1.55 1.74 2.35
STR 1.71 1.93 2.48 2.91

nificantly better than DNN, and it can bring approximately 20%
WERs reduction comparing to DNN on the real test set. Finally,
the model ensemble is used by the state posterior average of sin-
gle system output, it also can bring about 20% WERs reduction.

3.4. Language models

The Word Error Rates (WERs) on the evaluation data of the of-
ficial and our language models for the 1 ch, 2 ch and 6 ch tracks
have been showed in Table 4. The forward and backward LSTM
models are trained for the combination of language models. We
can find that the performance of LSTM-LM is more effective
when the front-end and acoustic models are better in Table 4.
Finally, Table 5 presents the results per environment for our
best system, and we can find the improvement is significantly
comparing to baseline system.
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