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Abstract

We propose a fusion approach to spoken language recognition by combining multiple tokenizers with phone and speech attribute models trained on a collection of multilingual corpora. The speech attribute models are trained with bottleneck features extracted from deep neural networks while the phone models are trained with temporal patterns neural network features. By exploiting different combinations of front-end features, fundamental speech units and tokenization models, we demonstrate that speech attribute units are complementary to phone units and produce enhanced performances when they are combined with conventional phone based tokenizers. Tested on the National Institute of Standards and Technology 2009 language recognition evaluation task, leveraged upon diversity in system combination, we find that speech attribute recognition followed by language modeling achieves an additional average relative equal error rate reduction of more than 20% when fused with the state-of-the-art systems with phone recognition followed by language modeling.
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1. Introduction

Spoken language identification (LID) is a process of deciding the language identity of a test utterance. Generally speaking, there are two main LID categories: the acoustic and phonotactics approaches [1, 2, 3, 4]. The acoustic approach extracts discriminative features from the speech signals and employ them to build models, such as Gaussian mixture models (GMMs) [5], to determine the language identity. On the other hand, the phonotactics approach is usually accomplished by phone recognition followed by language modeling (PRLM) [6] to first decode the utterance into a sequence of phones and then an interpolated n-gram language model is used to estimate the probability of the obtained phone streams which is often different for different languages to be identified. It can also be extended to Parallel-PRLM (PPRLM) by incorporating multiple language-dependent phone recognizers and building the corresponding set of language models [3]. Non-phonetic units, such as acoustic segments [7], have also been utilized and produced competitive LID results [8].

In this paper we adopt the phonotactics approach to LID by modeling a set of speech attribute units which is common to all spoken languages [9]. We consider this set of attributes as language universal, and it has been adopted for LID to deliver good LID performances [10] in which the phone recognizer (PR) in PRLM is replaced by a universal attribute recognizer (UAR) focusing on acoustic phonetic features representing manner and place of articulation which were used in a recently proposed automatic speech attribute transcription (ASAT) paradigm [9, 11] for automatic speech recognition (ASR).

We see two main advantages with UAR. First, these units are defined universally across multiple languages [4, 10, 11]. As a result, it alleviates the problem missing phones in the front-end phone recognizer of PRLM systems [3]. It facilitates sharing of speech data from different languages to enhance the modeling capability. Second, the size of the attribute inventory, typical a dozen or so, is smaller than that of various phone inventories, typically a few dozen. In addition, context-dependent (CD) attribute models [12] can also be established to improve the transcription accuracies offered by context-independent (CI) attribute models and therefore enhancing the LID performance, just like in the case of CD-based acoustic modeling in ASR. Popular acoustic phone models, such as hidden Markov models (HMMs, e.g., [13]) and deep neural networks (DNNs, e.g., [14]), can all be adopted to model speech attributes.

To explore the diversity strategy often adopted in ASR [15, 16, 17] in system combination, in this experimental study, we focus our attention on combinations of multiple systems, each based on different units and features. We show that units with different acoustic definitions often exhibit complementary discrimination power such that even different acoustic features and models are adopted for each individual system, the overall performance is often additive when they are combined. Tested on the National Institute of Standards and Technology (NIST) 2009 language recognition evaluation (LRE) task, we find that our proposed fusion framework achieves an additional relative average equal error rate (EER) reductions of more than 20% from that of the state-of-the-art PRLM systems.

2. Universal Speech Attribute Modeling

2.1. Modeling place and manner of articulation

The set of universal speech attributes used in this study is the same as in [18] listed in Table 1, consisting of place and manner of articulation, known as distinctive features [19], commonly adopted to characterize acoustic phonetics [20] of speech sounds for all spoken languages. With these units we can construct universal manner recognizer (UMR) and universal place recognizer (UPR). In addition to these attributes, we also employ the "silence" token to represent the soundless segments and "noise" token to represent the noisy background fragments,
respectively. Nonetheless the decoded noise tokens are ignored when building language models.

<table>
<thead>
<tr>
<th>Manner</th>
<th>affricate, fricative, nasal, vowel, voiced-stop, unvoiced-stop, glide, liquid, diphthong, sibilant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place</td>
<td>alveolar, alveo-palatal, dental, glottal, high, bilabial, labio-dental, low, mid, palatal, velar</td>
</tr>
</tbody>
</table>

To build LID acoustic models, shifted delta cepstra (SDC) [5] features together with other popular features, such as perceptual linear prediction (PLP) [21] and temporal pattern (TRAP) [22] features, have been adopted. To train the UAR mentioned above, we utilize bottleneck features (BNF) generated by a structured deep neural network (DNN) [23, 24, 25].

2.2. Context-dependent UAR

We also incorporate context-dependent (CD) models into developing UMR and UPR [18]. For the UMR with 10 units and UPR with 11 units we used in this study shown in Table 1, we can get 121 right-context-dependent (RCD) [26] attribute units of manner and 144 RCD attribute units of place, respectively, on account of the silence token. One thing to note is that the RCD attributes are not all presented in the English and Mandarin data we used in following experiments.

2.3. Complementarity of speech attribute detectors to PRs

In this work, we explore fusion of multiple systems with different speech units. This is inspired by the advantage and complementarity of universal speech attributes to language-dependent phonemes. In the phonotactic approaches to LID, the accuracy of phone recognizer is a critical factor, but not the only one for LID performance. In other words, if a phoneme of another language to be recognized is always recognized as the one in the phone set designed for the phone recognizer, it is fine to model it in the language model based on the assumption of similarity between them. If some phonemes are very different from the phonemes of the language for phone recognizer, they cannot be represented well in language modeling, which is quite common for spoken languages in different language families.

We could alleviate this problem by using attribute units that are potentially language-universal across all spoken languages. Meanwhile, due to the small size of the attribute inventory for manner or place of articulation, a single UAR based LID system may not achieve the comparable performance of a PR based LID system [12]. In this study, we show the complementary nature of speech attribute detectors to phone recognizers by fusing multiple tokenizers with phones and attributes.

3. Description of Fusion Systems for LID

The key idea of phonotactic approaches to LID is to explore the lexical-phonological rules that determine the combinations of different acoustic units [3, 4] in different spoken languages. It usually consists of a tokenizer front-end and a back-end of n-gram models. Using data transcribed with phones and universal speech attributes, we need to build a tokenizer for each set of units to transcribe a given utterance into a sequence of token units first. Then we can build n-gram models based on the chosen units to approximate the probability distribution of the co-occurrences of multiple units. The most common back-end for phonotactic approaches is the n-gram unit language models and vector space models (VSMs) [4]. The n-gram language models [27] describe the distribution as the weighed sum of the probability of different order of n-gram counts. While the VSMs represent the co-occurrences of multiple tokens [8] under the bag-of-unit description [28].

As mentioned above, we build our LID systems based on phonotactic approaches by fusing multiple phone recognizers and speech attribute detectors trained on multilingual databases and different acoustic features. A block diagram of the system is shown in Figure 1. The back-end we used here is the n-gram language model. With n-gram counts generated by the front-end, we can build the language models for speech units. In our study, we have built both PRLM system and universal attribute recognizer followed by language modeling (UARLM) system. The conventional Temporal Patterns Neural Network (TRAPs/NN) [22] based PR is our baseline system which is denoted as TRAP-PR. The PR and UAR based on GMM-HMMs using BNF (BNF-PR and BNF-UAR) are our proposed recognizer. The corresponding LID systems with language model are denoted as TRAP-PRLM, BNF-PRLM, and BNF-UARLM, respectively.

3.1. Multiple speech tokenizers for LID

Multiple tokenizers are designed based on a diversity strategy for system combination. In our BNF-UAR and BNF-PR systems, we need to train a deep neural network as a feature extractor first. The input to this DNN is a PLP based feature vector. The output layer label is the tied-states of tri-phone GMM-HMM models. DNN training is usually split into two steps. First, in the pre-training stage, we create a generative model layer-by-layer with each layer trained as a Restricted Boltzman Machine (RBM) [29]. After all the RBMs are obtained, we stack them to generate the deep belief network (DBN) [29]. Second, we conduct the fine-tuning step in which we employ the back-propagation (BP) algorithm [30] to update the parameters with a minimum cross-entropy criterion [31].

The BNF-UAR is implemented with monophone GMM-HMMs trained with maximum likelihood (ML) criterion [32]. Each attribute is modeled by an HMM with 3 emitting states. Each state has 80 Gaussian mixture components. Here we have built CI-UMR, CI-UPR, RCD-UMR and RCD-UPR. They convert the utterance into transcriptions on different symbols for free attribute decoding with an open attribute loop grammar. Furthermore, we have trained the BNF-PR in the similar way.

3.2. Fusion of the PRLM and UARLM systems

As is shown above, we have developed multiple tokenizers with different acoustic features and models. With them we can accomplish the decode procedure to get parallel token sequences. After that, we can build independent sets of language models and employ them to estimate the probability of n-gram co-occurrences. Finally, we fuse the outputs of all systems to obtain the final score which is used to make the LID decision.

As for the fusion, we combine the output scores of each UARLM and PRLM system through the Gaussian back-end [33, 34]. Assuming that we have N tokenizers and the target language number is M, then we can get a vector of $M \times N$ dimensions as the output score of a test utterance, which is the input to train the Gaussian back-end. During the training phrase with the development set, we train M Gaussian models with diagonal matrices under the MLE criterion for the corresponding
target languages [33]. In the evaluating stage, for a test utterance, the Gaussian models can yield the likelihood vectors with each element corresponding to each target language. The one with the highest likelihood is chosen as the target language.

4. Experimental Results and Analysis

4.1. Experimental setup

To verify the performance of our bottleneck feature-based UAR and PR, we conducted our LID experiments on LRE09 data set which included 23 target languages [35]. The utterances in the training set were recorded with two channels, namely Conversational Telephone Speech (CTS) and narrowband Voice of America (VOA) [35]. As the training data was not balanced, we only made use of a subset of 15 hours speech data for each target language. And we split them into the training set and development set. There were about 80 segments of 30s duration for each language in the development set. The test set consisted of three tasks according to different duration lengths for the test utterances, i.e., namely 3s, 10s and 30s.

For training of the DNN as the BNF extractor, we employed the 309-hour Switchboard-I training set [36] and the in-house corpus of Mandarin telephone conversational speech of 1000 hours, respectively. The feature to feed into the DNN was the 43-dimensional feature vector consisting of 13-dimensional PLP feature plus their first and second order derivatives and 4-dimensional feature vector related to the pitch and the confidence coefficient of voiced or unvoiced of current frame. The frame length was 25 msec with a frame shift of 10 msec. Here we trained the DNN with 5 hidden layers. There were 55 units for the bottleneck layer in the middle of hidden layers and 2048 units for other hidden layers. As for labels of DNN output, which were produced by the forced-alignments with the triphone GMM-HMMs, we used 9004 tied states and 6004 tied states for models trained with the English Switchboard corpus and Mandarin corpus, respectively.

4.2. PRLM and UARLM Results

With the listed attributes inventory in Table 1, we have developed both RCD-UMR and RCD-UPR together with CI-UMR and CI-UPR. Figure 2 plots the DET curves [37] for the performance of both UMR and UPR under CI and RCD circumstances on the 30s-length LRE09 task in which we can observe that the RCD-UAR performed superior to CI-UAR. Moreover, it can be seen that the EER increased from 9.84% to 12.75% when switching from the CI-UMR to CI-UPR system while the EERs were nearly the same under the RCD circumstances. This reduction is because of the closer similarity for place of articulation we discussed in Table 1. For example, the pairs of alveolar and alveo-palatal, dental and labio-dental are more similar to each other than for other attributes. This result indicates that an accurate decoding is a key to improving attribute based LID systems. Other techniques proven to improve ASR accuracies can also be adopted.

Table 2 lists performance comparisons of the two styles of TRAP based PRLM systems and our BNF based PRLM and UARLM systems. First we utilized the two top-performance phone recognizers, P3 and P4, developed with the temporal patterns neural network (TRAPs/NN) scheme for Russian (RU) and Hungarian (HU) [38], respectively, by Brno University of Technology (BUT). Both P3 and P4 have been widely adopted as benchmark tools for LID system combinations and performance comparisons because they have been known to deliver excellent LID results. We will do the same next.

In Table 2, BNF-based phone recognizers include an English PR (P1) trained with the Switchboard corpus and a Mandarin PR (P2) trained with the aforementioned corpus. From these results, for example for 30sec test utterances, we found,
not surprisingly, that using P1 (EER of 2.88%) and P2 (EER of 3.08%) alone was not as competitive to P3 (EER of 2.42%) or P4 (EER of 2.62%). However the bottleneck features were shown to be effective under the GMM-HMM framework for phonotactic approaches to LID. UC1 and UC2, in Table 2, were based on combining English and Mandarin RCD-UMRs and RCD-UPRs, respectively. Moreover, our UARLM systems UC1 (EER of 2.59%) and UC2 (EER of 2.98%) alone delivered lower EERs than those for P1 and P2 when they were based on the same features. They also gave competitive performances to the TRAP/NN based PRLM systems, indicating that our attribute recognizers based on manner and place of articulation worked as well as phone recognizers. Other results for utterance lengths of 10s and 3s showed similar trends.

Table 3: Fusion results on LRE09 in EER(%) and $C_{avg}(\%)$

<table>
<thead>
<tr>
<th>Fusion</th>
<th>30s EER</th>
<th>$C_{avg}$ (%)</th>
<th>10s EER</th>
<th>$C_{avg}$ (%)</th>
<th>3s EER</th>
<th>$C_{avg}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fusion: P1+UC1</td>
<td>2.28</td>
<td>5.08</td>
<td>15.77</td>
<td>5.10</td>
<td>16.86</td>
<td></td>
</tr>
<tr>
<td>Fusion: P2+UC2</td>
<td>2.23</td>
<td>5.13</td>
<td>15.70</td>
<td>5.10</td>
<td>16.81</td>
<td></td>
</tr>
<tr>
<td>Fusion: F3+P4</td>
<td>1.78</td>
<td>4.70</td>
<td>15.24</td>
<td>4.65</td>
<td>15.15</td>
<td></td>
</tr>
<tr>
<td>Fusion: UC1+UC2</td>
<td>2.16</td>
<td>4.39</td>
<td>14.78</td>
<td>4.35</td>
<td>14.67</td>
<td></td>
</tr>
<tr>
<td>Fusion: UC1+F3</td>
<td>1.59</td>
<td>3.49</td>
<td>12.11</td>
<td>3.47</td>
<td>12.06</td>
<td></td>
</tr>
<tr>
<td>Fusion: UC2+F3</td>
<td>1.61</td>
<td>3.80</td>
<td>13.38</td>
<td>3.75</td>
<td>13.29</td>
<td></td>
</tr>
<tr>
<td>Fusion: FALL</td>
<td>1.55</td>
<td>3.26</td>
<td>11.29</td>
<td>3.26</td>
<td>11.27</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Fusion Results

Table 3 presents all the fusion results on the evaluate set of the LRE09 task. F1 is the fusion of UC1 and the English PRLM system P1 while F2 is the fusion of UC2 and Mandarin PRLM system P2. F1 achieved an average relative EER reduction of 20% when compared with P1 even though P1 and UC1 were derived from bottleneck features and trained with the same speech corpus. Similarly, F2 improved the performance of P2 by 27%, 34% and 23% relatively for 30s, 10s and 3s tasks, respectively. These clearly verify our conjecture that the tokenizers based on the universal speech attributes is complementary to the conventional phone recognizer for spoken language recognition.

Next in Table 3 we use F3 to denote fusion of the Russian and Hungarian PRLM systems, and UF3 to denote fusion of the English UARLM system UC1 and the Mandarin UARLM system UC2. Although UF3 (at EER of 2.16%) performed inferior to F3 (at EER of 1.78%) for the 30s task, UF3 was slightly better than F3 for the 10s (at EER of 4.39% vs. 4.70%) and 3s (at EER of 14.78% vs. 15.24%) tasks. This indicates that BFN is more potential than TRAP features for more difficult short time task. When fusing UC1 with UC2 (at EER of 1.59%) or UC2 (at EER of 1.61%) as listed in Table 3 we obtained some additional performance gains. Finally, we fused UC1, UC2 and F3 together and obtained the best LID EER results of 1.55%, 3.26% and 11.29% for the 30s, 10s and 3s test utterances, respectively. These improvements, especially for short duration utterances, may benefit from combining different acoustic model architectures and various features we used here in addition to the complementary nature between fundamental speech attributes and phones as indicated earlier.

Finally, in Figure 3 we plot the DET curves of the fusion results for the aforementioned UARLM systems and the PRLM systems on the 30s tasks. It is clear that fusion of diverse systems always produces improved results. The wider gap in the lower right part than the upper left part of the figures seemed to indicate the false alarm rates could be reduced more than the miss detection rate when speech attributes are integrated into the conventional PRLM systems. In essence, by fusing multiple phone recognizers and our proposed UARs (e.g., FALL in Table 3 and Figure 3) we have obtained a significant performance improvement on the LRE09 task. Nevertheless, the UARs trained on only a limited set of languages could not yet fully reflect the language-universal characteristics of speech attributes as intended in this study. More research is needed.

5. Conclusion

We propose a UARLM framework within the phonotactic approaches to LID. We train multiple right-context-dependent UARs from multilingual databases to construct a diverse family of LID systems based on various sets of models, features and tokenization units. Tested on the NIST LRE09 tasks we found the proposed UARLM system outperforms the conventional PRLM systems using the same front-end features and back-end language classifiers, but only with different tokenization units. The proposed UARLM systems are found to be competitive with the the state-of-the-art PRLM systems. By fusing the proposed UARLM systems trained on the bottleneck features with the best TRAP/NN based PRLM systems, leveraging on the diversity properties required in system combination, we also obtain further performance gains over the PRLM systems in all three test utterance lengths of the NIST LRE09 tasks. The EER reduction is most significant at 26% for the cases with the shortest 3-second test utterances.
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