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Abstract
A maximum likelihood (ML) approach to characterizing regres-
sion errors in each target layer of SNR progressive learning (PL)
using long short-term memory (LSTM) networks is proposed
to improve performances of speech enhancement at low SNR
levels. Each LSTM layer is guided to learn an intermediate tar-
get with a specific SNR gain. In contrast to using previously
proposed minimum squared error criterion (MMSE-PL-LSTM)
which leads to an un-even distribution and a broad dynamic
range of the prediction errors, we model the errors with a gen-
eralized Gaussian distribution (GGD) at all intermediate layers
in the newly proposed ML-PL-LSTM framework. The shape
factors in GGD can be automatically updated when training the
LSTM networks in a layer-wise manner to estimate the network
parameters progressively. Tested on the CHiME-4 simulation
set for speech enhancement in unseen noise conditions, the pro-
posed ML-PL-LSTM approach outperforms MMSE-PL-LSTM
in terms of both PESQ and STOI measures. Furthermore, when
evaluated on the CHiME-4 real test set for speech recognition,
using ML-enhanced speech also results in less word error rates
than those obtained with MMSE-enhanced speech.
Index Terms: progressive learning, maximum likelihood, min-
imum mean squared error, long short-term memory, layer-wise
update, generalized Gaussian distribution, speech recognition.

1. Introduction
Speech enhancement has long been an open research issue [1].
In the past few decades, researchers have proposed many algo-
rithms to solve this problem. Traditional speech enhancement
algorithms including spectral subtraction (SS) [2], Wiener fil-
tering [3, 4], minimum mean squared error (MMSE) estimation
[5, 6] and optimally-modified log-spectral amplitude (OMLSA)
speech estimation [7] have been extensively studied in the past.
However, the challenges of speech enhancement in tracking
non-stationary noises for real-world scenarios still remain [8].

In recent years, speech enhancement has shown consider-
able success with the rapid development of deep learning [9].
Researchers have conducted in-depth discussions on the aspects
of learning targets, input features, and deep neural network
(DNN) structures. In general, there are two categories of speech
enhancement approaches in terms of learning targets, namely:
mapping-based and masking-based methods. The former maps
noisy to clean speech features [10] directly, while the latter
learns a time-frequency(T-F) mask [11, 12] like ideal binary
mask (IBM) from a noisy signal and obtains the enhanced fea-
tures from the estimated mask. As for the input, there are many
types of features that have been adopted in speech enhance-
ment. Log-power spectra (LPS) [13], mel-frequency cepstral
coefficient (MFCC) [14] are two popular choices. Moreover,
many types of deep neural architectures have been utilized in

speech enhancement, including feed-forward DNNs [15], con-
volutional neural networks (CNNs) [16, 17], recurrent neural
networks (RNNs) [18, 19] and generative adversarial networks
(GANs) [20].

Nonetheless, there are still many challenges in low SNR
environments. A densely connected progressive learning for
LSTM-based speech enhancement, called PL-LSTM, has been
proposed in [21]. The main idea is to decompose the direct
mapping from noisy to clean speech into multiple stages by pro-
gressively guiding each hidden layer of the neural networks to
learn an intermediate target with a specific SNR gain explicitly.
With a reduction of learning difficulty in a step-by-step manner,
this framework has demonstrated superiority over the conven-
tional DNN structures. Moreover, the PL framework is also
widely used as the front-end of ASR. According to [22], the
PL framework with intermediate outputs can directly improve
the ASR performance, while the conventional speech enhance-
ment approaches with good noise reduction even underperform
the unprocessed noisy speech. Because the popular recognition
system under multi-condition training is robust to noise, speech
preservation is as important as noise suppression, and the in-
termediate outputs of the PL framework can make a tradeoff
between them.

However, a key point of the PL framework is the interme-
diate targets are noisy speeches with different levels of noise
energy. On the one hand, the distributions of the prediction
errors are affected by the random noise. On the other hand,
the prediction error values vary among different target layers.
Therefore, it is difficult to fully use prediction error values of
different target layers when training the network using MMSE
criterion, which leads to over-smoothing.

In this paper, we propose an ML-PL-LSTM framework to
address the abovementioned issues. Considering the statistical
properties of noise, we apply the ML criterion [23] to the PL
framework in order to better characterize the prediction errors
at the outputs of all target layers. We adopt the GGD to char-
acterize the error distributions. The scale factors in GGD are
updated in every epoch to ensure better compliance with the
distribution. Then we can derive and maximize the conditional
likelihood function for the whole network to optimally estimate
the parameters. Furthermore, an ML training procedure in a
layer-wise manner is adopted to update the network parameters
step by step. Two types of test sets, simulated and real, are
used in our experiments. The experiments on the simulation
test set are designed to evaluate the performance on listening
objective metrics. The experiments on the CHiME-4 real test
set are used to evaluate the ASR performance in real-world sce-
narios. The experimental results show that the proposed ML-
PL-LSTM method can achieve significant improvements in all
metrics compared with the MMSE-PL-LSTM.
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2. The Proposed ML-PL-LSTM
2.1. Review of MMSE-PL-LSTM

In our prior work [21], an LSTM-based densely connected pro-
gressive learning framework has been proposed to improve the
performance in low SNR environments. The method decom-
poses the mapping from noisy to clean speech into multiple
stages with SNR increasing progressively. And all the target
layers are designed to learn intermediate speech features with
higher SNRs or clean speech. Moreover, in order to alleviate
the information loss caused by the increasing number of inter-
mediate targets, the input and the estimations of intermediate
targets are spliced together to learn the next target, forming
a densely connected architecture. As for optimization proce-
dure, a weighted MMSE criterion is designed to optimize all
network parameters randomly initialized with K target layers
in the manner of back propagation through time (BPTT) with
gradient descent [24], and the loss function is as follow:

E =

K∑
k=1

ηkEk (1)

Ek =
1

N

N∑
n=1

‖Fk(yn, x̂n,1, ..., x̂n,k−1,Wk)− xn,k‖22 (2)

where x̂n,k and xn,k are the n-th D-dimensional vectors of es-
timated and reference target LPS feature vectors for k-th target
layer, respectively, withN representing the mini-batch size. yn
is the n-thD-dimensional vector of input noisy LPS.Wk repre-
sents the LSTM parameters set of the weight matrices and bias
vectors before k-th target layer. Fk(yn, x̂n,1, ..., x̂n,k−1,Wk)
is the neural network function for k-th target with the dense
structure using the previously learned intermediate targets from
yn to x̂n,k−1. K is the number of target layers. ηk is the
weighting factor of the k-th target.

2.2. Motivation

(a) Target 1 (10dB SNR gain) (b) Target 3 (clean)

Figure 1: (a) and (b) refer to the kurtosis curves of each dimen-
sion of the prediction error vectors of target layer 1 and 3 from
the well-trained MMSE-PL-LSTM on the cross-validation set.

Fig. 1 (a) and (b) show the kurtosis curves of each dimen-
sion of the prediction error vectors of target layer 1 and 3 from
a well-trained MMSE-PL-LSTM model configured with three
targets and 10dB SNR gains for each of the two intermediate
targets. Compared with target layer 3, which takes clean speech
as the learning goal, the kurtosis values of the prediction errors
at target layer 1 fluctuate dramatically. It indicates that the pre-
diction errors of the intermediate target layers (e.g., target layer
1) become more random due to the introduction of noise, which
inspires us to adopt a general probabilistic framework to model
the prediction errors of different target layers, so as to fully use

Figure 2: The ML-PL-LSTM architecture for speech enhance-
ment

them during training. Based on the above considerations, we
designed the ML-PL-LSTM as shown in Fig. 2.

2.3. Derivation for ML-PL-LSTM

In ML-PL-LSTM, we redefine the objective function under the
probabilistic framework to fully utilize the information of multi-
ple target layers. In order to describe the special circumstances
on the distribution due to the noise, we build the GGD error
model for each target layer and assume the estimated output
vectors of different target layers are independent, then we can
get the joint prediction error distribution of multiple target lay-
ers with exponential weighting for each target layer, which is
equivalent to the joint conditional distribution:

p(xn|yn,W ,Θ) =

K∏
k=1

[p(xn,k|yn,Wk,Θk)]ηk (3)

where xn = {xn,k|k = 1, 2, ...,K}, Θk represents the param-
eter set of error distribution at the k-th target layer. Given a set
with N data pairs (Y ,X) = {(yn,xn)|n = 1, 2, ..., N} and
assuming that they are drawn independently from the distribu-
tion in Eq. (3), the conditional likelihood function of the whole
network can be expressed as:

p(X|Y ,W ,Θ) =

N∏
n=1

K∏
k=1

[p(xn,k|yn,Wk,Θk)]ηk (4)

The corresponding log-likelihood function is shown as follows:

lnp(X|Y ,W ,Θ) =

K∑
k=1

ηkLk (5)

Lk =

N∑
n=1

lnp(xn,k|yn,Wk,Θk) (6)

where Lk is the log-likelihood function of the k-th target layer.
The above is the derivation of the new objective function on

the whole network. Next, we will focus on the k-th target layer
and analyze the conditional distribution of the k-th target layer.

Similar to [23], the assumption is made that each dimension
of the prediction error vector at each target layer is characterized
as a univariate GGD with a zero mean, unknown scale factor
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αk,d and shape factor βk,d:

p(en,k,d|αk,d, βk,d) =
βk,d

2αk,dΓ( 1
βk,d

)
exp

(
−
(
|en,k,d|
αk,d

)βk,d)
(7)

One thing that should be noticed is the shape factors of GGD are
artificially set and fixed during training in our previous work.
However, it can be observed from Fig. 1 that the kurtosis values
of the target layer 1 in all dimensions are not stable. In addition,
when there are multiple targets, it is not easy to artificially ad-
just the values of shape factors for different target layers to find
the best combination method. Therefore, we adopt the method
in [25], which updates shape factors automatically through the
one-to-one mapping between shape factor and the kurtosis in
GGD:

Kurt[ek,d] = E

[(
ek,d − µk,d

σk,d

)4
]

=
E[(ek,d − µk,d)4]

(E[(ek,d − µk,d)2])2

(8)

Kurt[ek,d] =
Γ(5/βk,d)Γ(1/βk,d)

Γ(3/βk,d)2
− 3 (9)

where ek,d is the d-th dimension of prediction error vector at
the k-th target layer. µk,d and σk,d are the mean and standard
deviation of ek,d. In the training process, we calculate the kur-
tosis of each dimension in the prediction error vector by Eq. (8),
then we get the value of the new shape factor by looking up the
table calculated by Eq. (9).

Under the assumption that distribution in each dimension
is mutually independent, the joint distribution of all dimensions
on the k-th target layer at sample index n is as follows:

p(xn,k|yn,Wk,αk,βk)

=

D∏
d=1

βk,d

2αk,dΓ( 1
βk,d

)
exp

(
−
(
|xn,k,d − x̂n,k,d|

αk,d

)βk,d)
(10)

where βk = {βk,d|d = 1, 2, ..., D}, αk = {αk,d|d =
1, 2, ..., D}. Finally, based on Eq. (10), the log-likelihood func-
tion in Eq. (5) is specified as:

lnp(X|Y ,W ,α,β) =

K∑
k=1

N∑
n=1

D∑
d=1

ηk × ln

(
βk,d

2αk,dΓ( 1
βk,d

)

)

−
K∑
k=1

N∑
n=1

D∑
d=1

ηk ×
(
|xn,k,d − x̂n,k,d|

αk,d

)βk,d
(11)

In the training phase, we maximize Eq. (11) with an alternate
two-step updating algorithm. First, a closed solution of α can
be obtained by fixingW :

αk,d =

(
βk,d
N

N∑
n=1

|xn,k,d − x̂n,k,d|βk,d
) 1
βk,d

(12)

Second, by fixing α, W can be optimized by the manner of
BPTT with gradient descent.

Moreover, we update the parameters in a layer-wise man-
ner, which divides the parameter updating process into several
steps. The total number of steps is consistent with the number of
targets (K). At the s-th step (1 ≤ s ≤ K), the parameters be-
fore the s-th layer are updated by maximizing the weighted log-
likelihood function of the layers before the s-th layer, namely
using Eq. (5) with the replacement of K by s.

3. Experiments
3.1. Experimental conditions

Four noise types (BUS, CAF, PED, STR) in the CHiME-4 chal-
lenge were selected as our noise database. 7138 utterances
came from the WSJ0 corpus [26] were used as the clean speech,
which were corrupted with the above-mentioned noise types at
three levels of SNRs (-5dB, 0dB, 5dB) to build 36-hour noisy
speech training set. 500 utterances randomly selected from the
training set were used to construct the cross-validation set.

Two types of test sets, simulated and real, were used in our
experiments. The simulation test set was constructed by mixing
330 clean speech utterances from the CHiME-4 simulation test
set with 15 unseen noise types from the NOISEX-92 [27] corpus
at three SNR levels (-5dB, 0dB, 5dB). The experiments on the
simulation test set were designed to evaluate the intelligibility
and quality of enhanced speech by objective metrics including
perceptual evaluation of speech quality (PESQ) [28] and short-
time objective intelligibility (STOI) [29]. The real test set was
offered by the CHiME-4 challenge, and we used it to evaluate
the recognition performance of different enhancement methods
in real-world scenarios.

The waveforms were sampled at 16kHz. We set the frame
length to 512 samples and the frame shift to 256 samples. The
257-dimensional LPS features normalized by mean and vari-
ance were used to train neural networks. The configurations of
the basic PL framework were fixed at 3 target layers and 1048
cells for each LSTM layer. The SNR gain between the target
layers was set to 10dB, and the last target was clean speech.
The training process was divided into three steps and each step
contained 10 epochs. The total number of epochs was 30. The
learning rate for fine-tuning was set to 0.001 and declined at a
rate of 80% when the epoch was 6, 12, 16, 24 with the batch
size of 8. The shape factors of ML-PL-LSTM were initialized
from the well-trained MMSE-PL-LSTM and updated for each
epoch. The weighting factor of each target layer was set to 1.
The ASR system was provided in [30]. The acoustic model is
a DNN-HMM discriminatively trained with the sMBR criterion
[31]. The language models are 5-gram with Kneser-Ney (KN)
smoothing [32] for the first-pass decoding and the simple RNN-
based language model [33, 34, 35] for rescoring.

3.2. Evaluations on speech enhancement

Table 1 lists the average PESQ and STOI results of different
systems across the unseen noise types at -5dB, 0dB, 5dB. “T1”,
“T2”, and “T3” denote using the outputs of target layer 1, 2,
and 3 for enhancement, respectively. “PP” refers to the en-
hancement results after post-processing, which is to average the
estimations of multiple targets [21]. Compared with MMSE-
PL-LSTM, the results of ML-PL-LSTM can achieve remark-
able improvements on all target layers, especially in STOI. For
instance, the STOI increases from 0.737 to 0.776 at target layer
3 and from 0.771 to 0.792 at target layer 2 in average. If we take
all SNR conditions into consideration, we can observe a more
significant improvement in low SNR environments.

Another interesting observation is for both MMSE-PL-
LSTM and ML-PL-LSTM, T1 and T2 usually generate better
results than T3. The reason is that in low SNR environments,
aggressive denoising (e.g., T3) can lead to large speech distor-
tions, especially for unseen noise types. By using the ML-PL-
LSTM, we decrease the performance gap among T1, T2, and
T3 for both STOI and PESQ metrics, e.g., the STOI gap of
0.034 between MMSE-PL-LSTM-T3 and MMSE-PL-LSTM-

2703



T2, while the STOI gap of 0.016 between ML-PL-LSTM-T3
and ML-PL-LSTM-T2 in average.

Moreover, post-processing is used in the testing stage to
make full use of the information of different learning targets
when there are multiple targets in the PL framework. Under
our experiment configurations that the basic PL framework was
fixed at 3 target layers, the superiority of post-processing meth-
ods can not be reflected in the MMSE-PL-LSTM. However,
when using the ML-PL-LSTM, the post-processing can achieve
comparable or better results than any single target layer output,
which implies there exists a stronger complementarity among
different targets in ML framework.

Fig. 3 shows the spectrogram comparison between MMSE-
PL-LSTM and ML-PL-LSTM with different target outputs.
Compared with ML-PL-LSTM, there exist large speech distor-
tions and even removal of some speech segments in MMSE-
PL-LSTM as shown in the blue box areas of Fig. 3, which il-
lustrates that the ML-PL-LSTM method can alleviate the over-
smoothing problem caused by the inability to balance the dif-
ferences among multiple layers in MMSE-PL-LSTM.

Table 1: The average PESQ and STOI results of different sys-
tems across the unseen noise types at -5dB, 0dB, 5dB.

STOI

SNR -5 0 5 AVE
Noisy 0.648 0.752 0.846 0.749

MMSE-PL-LSTM

T1 0.686 0.791 0.871 0.783
T2 0.67 0.781 0.861 0.771
T3 0.613 0.75 0.848 0.737
PP 0.665 0.784 0.87 0.773

ML-PL-LSTM

T1 0.696 0.801 0.879 0.792
T2 0.693 0.804 0.878 0.792
T3 0.659 0.792 0.876 0.776
PP 0.693 0.81 0.888 0.797

PESQ

SNR -5 0 5 AVE
Noisy 1.448 1.744 2.073 1.755

MMSE-PL-LSTM

T1 1.673 2.039 2.407 2.040
T2 1.834 2.265 2.636 2.245
T3 1.545 2.016 2.487 2.016
PP 1.8 2.231 2.624 2.218

ML-PL-LSTM

T1 1.696 2.07 2.434 2.067
T2 1.883 2.319 2.683 2.295
T3 1.698 2.219 2.653 2.190
PP 1.869 2.317 2.689 2.292

3.3. Evaluations on speech recognition after enhancement

In Section 3.2, we only evaluated our framework on the simu-
lation test set by using objective metrics. Considering the su-
periority of the PL framework in ASR, in this section, we con-
ducted the speech recognition experiments on the real test set
to explore the ASR performance of our proposed approach in
realistic scenarios.

Table 2 shows word error rate (WER) comparison between
the ML-PL-LSTM and the MMSE-PL-LSTM on the real test
set across four environments of CHiME-4 test set. First, com-
pared with MMSE-PL-LSTM, the ML-PL-LSTM can achieve
remarkable WER reductions on the outputs of all target layers
in all situations. Second, MMSE-PL-LSTM-T1 and ML-PL-
LSTM-T1, the intermediate target with +10 dB SNR gain, im-
prove the ASR performance comparing to Noisy, and our pro-
posed ML-PL-LSTM can achieve further improvement, e.g., the
relative WER reduction of 4.66% and 11.28% from Noisy to
MMSE-PL-LSTM-T1 and ML-PL-LSTM-T1 in average. Fi-
nally, we observe there is a significant ASR performance differ-
ence among the different target outputs of MMSE-PL-LSTM,
while the ML-PL-LSTM can decrease this gap, which implies

(a) Noisy (b) Clean

(c) MMSE-PL-LSTM-T3 (d) ML-PL-LSTM-T3

(e) MMSE-PL-LSTM-T2 (f) ML-PL-LSTM-T2

(g) MMSE-PL-LSTM-T1 (h) ML-PL-LSTM-T1

Figure 3: The spectrogram comparison between MMSE-PL-
LSTM and ML-PL-LSTM with different target outputs. Test on
speech babble noise at SNR = 5dB.

that our proposed method can effectively alleviate the instability
of different target outputs in ASR performance by controlling
dynamic range of prediction error values.

Table 2: The WER(%) comparison between the ML-PL-LSTM
and the MMSE-PL-LSTM on the real test set.

BUS CAF PED STR AVE
Noisy 36.55 24.73 19.92 14.16 23.84

MMSE-PL-LSTM
T1 39.32 22.51 16.87 12.25 22.73
T2 47.39 30.95 23.73 16.03 29.52
T3 55.39 49.33 37.57 21.24 40.88

ML-PL-LSTM
T1 35.74 20.64 16.33 11.88 21.15
T2 40.49 29.7 22.4 14.05 26.66
T3 46.63 45.95 34.36 19.33 36.56

4. Conclusion
In this paper, we propose an ML-PL-LSTM approach to speech
enhancement by modeling the regression errors of the outputs
at the intermediate target layers in the SNR progressive learn-
ing framework. Compared with MMSE-PL-LSTM, the ML-
PL-LSTM alleviates the problems of randomness in the predic-
tion error and reduces the dynamic range of prediction errors
among multiple target layers. To verify the generalization abil-
ity of the proposed method, we conducted experiments on the
CHiME-4 simulation and real test sets. The experimental re-
sults demonstrate that the proposed ML-PL-LSTM framework
achieves improved speech quality in PESQ and STOI and re-
duces word error rates. In the future, we will explore powerful
deep architectures for ML-PL-LSTM and its joint optimization
with the ASR back-end.
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