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Abstract—This paper proposes a novel segmentation-free ap-
proach using deep neural network based hidden Markov model
(DNN-HMM) for offline handwritten Chinese text recognition.
In the general Bayesian framework, three key issues are com-
prehensively investigated, namely feature extraction, character
modeling, and language modeling. First, as for the feature
extraction on the basis of each frame or sliding window, the
gradient-based features are extracted for the DNN-based clas-
sifier. Second, the text line is sequentially modeled by HMMs
with each representing one character class. Meanwhile the DNN-
based classifier is adopted to calculate the posterior probability
of all HMM states. Finally, the character n-gram language
model is integrated with the DNN-HMM character model for
the Bayesian decision. The experiments on the ICDAR 2013
competition task of CASIA-HWDB database show that the
proposed approach can achieve the best published recognition
results to our knowledge, yielding a character error rate (CER)
of 6.50%, which significantly outperforms the previously best
reported oversegmentation approach (with a CER of 9.25%)
and the segmentation-free approach using multidimensional long-
short term memory recurrent neural network (MDLSTM-RNN)
approach (with a CER of 10.6%).

I. INTRODUCTION

With the new wave of artificial intelligence in the current
mobile internet era, the robust recognition of handwritten
Chinese characters in an unconstraint manner has become one
critical issue in real applications. For the past several decades,
many techniques [1], [2] have been proposed to handle this
challenging problem. In terms of the task complexity, all the
research efforts can be divided into four categories [3], [4],
namely online/offline isolated Chinese character recognition,
and online/offline handwritten Chinese text recognition. Obvi-
ously, due to the lack of ink trajectory information and the free
writing style, the offline handwritten Chinese text recognition
is the most challenging task, which is also the topic of this
study.

To model the handwritten Chinese character, the prototype
[5] and modified quadratic discriminant function [6] based
classifiers are the conventional off-the-shelf solutions widely
used in many applications. Recently, with the emergence of
deep learning techniques, e.g. deep neural network (DNN) for
speech recognition [7], convolutional neural network (CNN)
for image classification [8], [9], the new milestone is also
created for Chinese handwriting recognition. According to the
ICDAR 2013 competition [4], the best systems of many tasks

adopt the neural network based approaches. For online isolated
character recognition task, the top1 system from University
of Warwick uses the signature features and a CNN classifier
[10]. The system from Fujitsu R&D Center employs multiple
CNNs and yields the best results on the offline isolated
character recognition task [11] while the researchers from
the Dalle Molle Institute for Artificial Intelligence (IDSIA)
claim that their system using multi-column DNNs [12] can
achieve a better performance after the competition. More
recently, several improved CNN approaches [13], [14], [15] are
proposed for the isolated Chinese character recognition tasks.
As for online handwritten Chinese text recognition task, the
systems from Vision Object using character oversegmentation
and neural network based classifier significantly outperform
others. All the abovementioned systems with neural network
based techniques for different tasks can achieve character
error rates (CERs) close to or below 5%. However, only for
offline handwritten Chinese text recognition, above 10% CER
is obtained by the best submitted system from Harbin Institute
of Technology (HIT) and the neural network is not adopted.
This performance gap compared with other tasks is a further
demonstration of its challenge.

Based on the above discussion, the key issue for offline
handwritten Chinese text recognition is how to sequentially
model the text line, which seems more critical than the design
the character classifier. Accordingly, all existing techniques
belong to two broad classes: oversegmentation-based and
segmentation-free approaches. The former one [16], [17], [18],
[19] often builds several modules first including character
oversegmentation, character classification, modeling the lin-
guistic and geometric contexts. Then they are integrated to cal-
culate the score for path search. Among these approaches, the
most effective one in [19] is to integrate multiple contexts for
recognition of handwritten Chinese text line, which achieves
the best recognition performance on the ICDAR 2013 com-
petition task. In contrast to the diversified oversegmentation-
based approaches, there are not many segmentation-free ap-
proaches. One early approach adopts the Gaussian mixture
model based hidden Markov model (GMM-HMM) for the
text line modeling [20]. Another recent approach [21] uses
multidimensional long-short term memory recurrent neural
network (MDLSTM-RNN), which is inspired by well ver-
ified LSTM-RNN approaches [22] for the recognition of
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handwritten western languages with a small set of character
classes. The MDLSTM-RNN approach is quite flexible as
connectionist temporal classification (CTC) technique [23] is
adopted to avoid the explicit segmentation. Furthermore, it can
achieve the comparable recognition accuracy with the best
oversegmentation-based approach [19] on the ICDAR 2013
competition task.

In this study, we propose a novel segmentation-free ap-
proach via DNN-based HMM (DNN-HMM). In the general
Bayesian framework, three main components, namely feature
extraction, character and language modeling, are comprehen-
sively investigated. For feature extraction, on the basis of each
frame represented by a left-to-right sliding window along with
the text line, the gradient-based features are extracted for
the DNN-based classifier. Then the text line is sequentially
modeled by HMMs with each representing one character
class. Meanwhile the DNN is adopted to model the posterior
probability of all HMM states. Finally, the character n-gram
language model (LM) is integrated with the DNN-HMM char-
acter model for the Bayesian decision. In comparison to other
segmentation-free approaches [20], [21], GMM-HMM can be
considered as an initialization model to boost the DNN-HMM.
There are two main differences between DNN-HMM and
MDLSTM-RNN. The first one is only the conventional DNN
is adopted in DNN-HMM rather than the more complicated
architecture with both convolutional and recurrent layers used
in MDLSTM-RNN. The second one is to sequentially model
the text line, HMM is used in DNN-HMM while CTC is
adopted in MDLSTM-RNN. On the ICDAR 2013 competition
task, our proposed approach can significantly outperform
both MDLSTM-RNN and the best oversegmentation-based
approach [19], yielding a relative CER reduction of 29.7%
over the best reported results.

The remainder of the paper is organized as follows. In Sec-
tion II, we first give an overview of the system framework. In
Section III, the feature extraction is elaborated. In Section IV
and V, we describe the character and language modeling in
detail. In Section VI, we report experimental results. Finally
we summarize our findings in Section VII.

II. SYSTEM OVERVIEW

The main principle of our proposed new framework is based
on the Bayesian formula:

Ĉ = argmax
C

p(C | X) = argmax
C

p(X | C)P (C) (1)

where X is the extracted feature sequence of a handwritten text
line and C is the underlying character sequence. p(X | C) is
the conditional probability of X given C, which corresponds
to a sequence of HMMs. Each HMM represents one character
class, which is also named as the character model. Meanwhile
P (C) is the probability of C which is also called the language
model. Finally, Ĉ can be generated according to the Bayesian
decision theory.

As one implementation of this Bayesian framework, the
overall flowchart of our proposed system is illustrated in Fig. 1.

Fig. 1. Overall development flow and architecture.

In the training stage, two HMM systems, namely GMM-
HMM and DNN-HMM, are built. First, the gradient-based
features on a frame basis are extracted, which is followed
by principal component analysis (PCA) transformation to
obtain a lower dimensional feature vector. Then the parameters
of GMM-HMMs for all character classes are learned using
maximum likelihood estimation. With the well-trained GMM-
HMMs, state-level forced-alignment are performed to obtain
the frame-level labels used for the subsequent DNN training.
As for the DNN-HMM system, the DNN model is trained
using the cross-entropy (CE) criterion. To refine the labels
initialized by GMM-HMM system, the DNN-HMM system
can be adopted for the re-alignment in a manner of multi-pass
training. In the recognition stage, after the feature extraction
of the unknown handwritten text line, the final recognition
results can be generated via a weighted finite-state transducer
(WFST) [24], [25] based decoder by integrating both character
model and language model. The details of feature extraction,
character modeling, and language modeling are elaborated in
the following sections.

III. FEATURE EXTRACTION

The procedure of feature extraction, illustrated in Fig. 2, is
described as follows:

• Step1: Text Line Preprocessing
First, the height of the text line will be estimated, fol-
lowed by the size normalization while keeping the aspect
ratio. Then the margin is extended to accommodate the
text area for all the sliding windows in the next step.
Finally, the center line is calculated.
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Fig. 2. The procedure of feature extraction.

• Step2: Framing
Along the centre line, each frame, represented by a 64×
32 sliding window from the left to right, with a frame
shift of 3 pixels, is scanned across the text line.

• Step3: Calculating 8-Directional Gradient Images
In each frame, the gradient features via the Sobel operator
are calculated and 8-directional gradient images can be
generated according to [26], [27].

• Step4: Spatial Sampling and Blurring
Each gradient image is divided uniformly into 8×4 grids
with the corresponding centers treated as locations of
8 × 4 spatial sampling points. Then the blurring via the
Gaussian filters is applied as in [28]. By considering all
8 gradient images, a feature vector with 256 dimensions
is formed.

• Step5: PCA
In the last step, PCA transformation [29] is adopted to
obtain a lower 50-dimensional feature vector fed to the
subsequent character modeling.

IV. CHARACTER MODELING

The offline handwritten Chinese text line is a sequence
of Chinese characters. In this study, we adopt a left-to-
right HMM to model one character class as a basic unit.
Accordingly, the text line is modeled by a sequence of HMMs.
In the following subsections, the details of the HMM and its
output distribution characterized by the DNN are introduced.

A. HMM

As shown in Fig. 3, we list an HMM [30] example for
one handwritten character class with a set of hidden states.
For the feature sequence extracted from one handwritten

Fig. 3. Illustration of an HMM representing one character class.

character sample, each frame is supposed to be assigned to
one underlying state. For each state, an output distribution
describes the statistical property of the observed feature vector.
With HMMs, the p(X | C) in Eq. (1) can be decomposed as:

p(X | C) = ΣS [p(X | S,C)p(S | C)]

= ΣS

[
π(s0)

T∏
t=1

ast−1st

T∏
t=0

p(xt|st)

]
(2)

where π(s0) is the prior probability of the initial state s0 and
ast−1st is the transition probability from state st−1 at the (t−
1)th frame to state st at the tth frame. S = {s0, s1, ..., sT }
is one underlying state sequence of C to represent the X.
The key item in Eq. (2) is p(xt|st) denoting the observation
probability which can be rewritten as:

p(xt|st) =
p(st|xt)p(xt)

p(st)
(3)

where p(st|xt) is the state posterior probability, p(st) is the
prior probability of each state estimated from the training set,
and p(xt) is independent of the character sequence and thus
can be ignored in the optimization of Eq. (1). In the traditional
GMM-HMM system [20], p(xt|st) is directly characterized
by the GMM. However, in our proposed DNN-HMM system,
DNN is adopted to calculate the state posterior probability
p(st|xt), which can be used to estimate p(xt|st) via Eq. (3).

The DNN-HMMs can be trained using the embedded Viterbi
algorithm with the following steps:

• Step1: Building GMM-HMMs
The GMM-HMMs for all character classes are first built
according to the maximum likelihood estimation [31]. By
adopting the expectation-maximization (EM) and Baum-
Welch algorithms, all parameters, including the state
prior probabilities and transition probabilities of HMMs,
and the weight/mean/varaiance parameters of GMMs,
can be effectively estimated in an iterative manner and
the Gaussian mixtures of all character classes can be
progressively learned and increased from scratch.

• Step2: Constructing DNN-HMM Topology
Before touching the hardcore of DNN-HMM system,
the topology of HMM is directly copied from that of
GMM-HMM system. And the corresponding state prior
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Fig. 4. DNN architecture.

probabilities and transition probabilities remain the same
as those of GMM-HMM system.

• Step3: Forced-Alignment
As the role of DNN is to predict the state posterior
probability, the output labels should be prepared before
the DNN training. This set of labels are initially generated
by performing the state-level forced-alignment for all the
training data with the text-level labels.

• Step4: DNN Training
With the input features and the output labels, the param-
eters of DNN can be learned, which is elaborated in the
next subsection.

• Step5: Re-Alignment
To refine the state-level labels, the DNN trained in Step4
is used for the re-alignment of all training data samples.

• Step6: Go to Step4 for several times.

B. DNN Training

A DNN is a feed-forward, artificial neural network with
more than one layer of hidden units between its input and
output [7], as shown in Fig. 4. In this study, DNN aims
to model the posterior probability of the HMM states using
the input feature vector of multiple neighbouring frames. The
activation function of each hidden layer is logistic sigmoid
function. After the random initialization of all the weight
parameters, a supervised fine-tuning of the parameters is
conducted. For this multiclass classification task, output unit j
converts its total input zj into a class probability pj by using

TABLE I
THE INFORMATION OF CASIA-HWDB DATABASES.

# Class Writer Text Line Character Sample
HWDB1.0 3,837 420 - 1,592,978
HWDB1.1 3,834 300 - 1,145,074
HWDB2.0 1,222 419 20,495 540,468
HWDB2.1 2,310 300 17,292 429,926
HWDB2.2 1,331 300 14,443 383,153

the “softmax” non-linearity:

pj =
exp(zj)∑
k exp(zk)

(4)

where k is an index over all classes. Then the objective
function is the cross-entropy between the target probabilities
p̄ and the outputs of the softmax p:

C = −
∑
j

p̄j log pj (5)

where the target probabilities, taking values of one or zero,
are the supervised information provided to train the DNN
classifier. As our task involves large training samples, the ob-
jective function is optimized using back-propagation procedure
with stochastic gradient descent in mini-batch mode. Please
note that the number of the classes (or output layer nodes)
corresponding to the number of states of all character classes,
is much larger (about 20000 in our experiments) than that in
previous work, e.g. 1379 in [21].

V. LANGUAGE MODELING

The language modeling is quite an effective way to im-
prove the recognition accuracy by incorporating more context
information during the decoding. Statistical n-gram LM is
widely used for speech recognition [32] is also adopted here.
In this work, the character n-gram LM is considered rather
than word n-gram LM. The SRILM toolkit [33] is employed to
generate n-gram LM with different orders. Finally, integrated
with character models using Eq. (1), the WFST-based decoder
[24], [25] is implemented to generate the final recognition
results using the Kaldi toolkit [34].

VI. EXPERIMENTS

The experiments are conducted on the public database
released by the Institute of Automation of Chinese Academy
of Sciences (CASIA) [35]. The training set consists of the
data from HWDB1.0, HWDB1.1, HWDB2.0, HWDB2.1, and
HWDB2.2 datasets. HWDB1.0 and HWDB1.1 are offline iso-
lated handwritten Chinese character datasets while HWDB2.0-
HWDB2.2 are offline handwritten Chinese text datasets. Al-
most all the data samples of these datasets are used for
training. The detailed information can refer to Table I. In total,
there are 3,980 classes (Chinese characters, symbols, garbage)
with 4,091,599 samples. Here “garbage” classes represent the
short blank model between characters and the long blank
model at the beginning or end of the text line. As for the
evaluation set, the ICDAR 2013 competition set is adopted
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TABLE II
THE CER (IN %) COMPARISON OF THE PROPOSED DNN-HMM

APPROACHES ON THE EVALUATION SET WITH DIFFERENT MODEL
COMPLEXITIES (NU IS THE NUMBER OF HIDDEN UNITS AND NL IS THE

NUMBER OF HIDDEN LAYERS).

(NU, NL) (512, 6) (1024, 6) (2048, 6) (2048, 5) (2048, 4)
No LM 19.66 17.78 17.01 17.37 17.36
2-gram 9.83 8.80 8.59 8.54 8.72
3-gram 7.68 6.91 6.73 6.78 6.95

TABLE III
THE CER (IN %) COMPARISON OF THE PROPOSED DNN-HMM

APPROACHES WITH DIFFERENT RE-ALIGNMENTS ON THE EVALUATION
SET.

DNN Baseline ReFA-1 ReFA-2 ReFA-3 ReFA-4
No LM 17.01 16.31 16.20 16.11 16.25
2-gram 8.59 8.15 7.80 7.98 8.03
3-gram 6.73 6.37 6.45 6.50 6.48

[4]. The gradient-based feature extracted from one frame of
the text line is a 256-dimensional vector, followed by PCA
to obtain a 50-dimensional feature vector. This feature vector
is directly used for GMM-HMM system while an augmented
version of 7 frames is fed to DNN-HMM system.

For GMM-HMM system, each character class is modeled
by a left-to-right HMM with 5 states. For each state, a
GMM with 40 Gaussian mixtures is used. So there should be
3, 980 ∗ 5 ∗ 40 = 796, 000 Gaussians in all. For DNN-HMM
system, the input size of DNN is 350 while the output size is
3, 980 ∗ 5 = 19, 900 corresponding to the number of states of
all classes. The mini-batch size is 256. The initial step size is
set to 0.008 which is halved after each iteration if the loss of
cross-validation set is reduced. 16 iterations are conducted.

As for the n-gram LM, in addition to the transcriptions in
the CASIA database, other corpora are used as supplementary
sources, including 208MB texts of Guangming Daily between
1994 and 1998, 115MB texts of People’s Daily between 2000
and 2004, 129MB texts of other newspapers, and 93MB
texts of Sina News. For all experiments, the Kaldi tool [34]
is adopted for both training and decoding. The evaluation
measure is the character error rate, which is ratio between
the total number of substitution/insertion/deletion errors and
the total number of character samples in the evaluation set.

First, we list a CER comparison of the proposed DNN-
HMM approaches on the evaluation set with different model
complexities in Table II. With the increase of hidden units,
the CER was significantly reduced, e.g. from 7.68% (NU =
512) to 6.73% (NU = 2048). And the recognition performance
was saturated when using a maximum of 6 hidden layers. All
these observations were consistent for different LMs. For the
following experiments, the configuration of (2048, 6) was used
as default. From Table II, the use of LM was crucial to the
recognition accuracy. A relative CER reduction of 60.4% was
achieved by the system using 3-gram over the system with no
LM under the setting of (2048, 6).

Second, we show a CER comparison of the proposed
DNN-HMM approaches with different re-alignments on the

TABLE IV
THE CER (IN %) COMPARISON OF THE DIFFERENT APPROACHES ON THE

EVALUATION SET.

DNN-HMM MDLSTM-RNN [21] [19]
No LM 16.11 16.5 22.66

With LM 6.50 10.6 9.25

evaluation set in Table III. For different LMs, the re-alignment
could always improve the recognition performance. One in-
teresting observation was that the weak LM tends to need
more passes of re-alignment than the strong LM to achieve the
best performance. For example, three passes of re-alignment
(ReFA-3) were in demand for the system with no LM while
only one pass re-alignment (ReFA-1) was enough for 3-gram
system. This was reasonable as the re-alignment of the frame-
level labels also improved the context information to a certain
extent, which was with a similar role to the use of a strong
LM.

Finally, we give a CER comparison of the different ap-
proaches on the evaluation set in Table IV. We could ob-
serve that without using LM both proposed DNN-HMM and
MDLSTM-RNN approaches significantly outperformed the
approach in [19] , which demonstrated that the segmentation-
free approaches were much more effective than the overseg-
mentation approach especially without using more context
information. Furthermore, our DNN-HMM approach achieved
a comparable recognition performance with MDLSTM-RNN
approach without using LM. This could be explained from
two aspects. From the aspect of modeling units, the state-
level resolution of DNN-HMM was higher than the character-
level resolution of MDLSTM-RNN. From the other aspect of
learning context information, the LSTM architecture with CTC
technique in MDLSTM-RNN approach was superior to the
frame-level optimization using CE criterion in DNN-HMM
approach. So the comparable performances between DNN-
HMM and MDLSTM-RNN should be the trade-offs between
those two aspects. However, after using 3-gram LM, our DNN-
HMM approach yielded a much better result than MDLSTM-
RNN approach, which could be partly due to that MDLSTM-
RNN already considered more context information than DNN-
HMM. Overall, our proposed approach could achieve a relative
CER reduction of 29.7% than the best reported results in [19].

VII. CONCLUSION

In this study, we investigate on the offline handwritten
Chinese text recognition by using DNN-HMMs. With the well
designed feature extraction, character modeling using DNN-
HMM, and language modeling using n-gram, the proposed
approach achieves the best published results on the ICDAR
2013 competition task, which also yields a large performance
gain over the previously best results. As for the future work,
more advanced techniques, e.g. CNN architecture or sequence
training of DNN, will be integrated in the proposed HMM
framework.
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