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Shading-Based Surface Detail Recovery
Under General Unknown lllumination

Di Xu™, Qi Duan, Jianmin Zheng, Juyong Zhang, Jianfei Cai, Senior Member, IEEE, and Tat-Jen Cham

Abstract—Reconstructing the shape of a 3D object from multi-view images under unknown, general illumination is a fundamental
problem in computer vision. High quality reconstruction is usually challenging especially when fine detail is needed and the albedo of
the object is non-uniform. This paper introduces vertex overall illumination vectors to model the illumination effect and presents a total
variation (TV) based approach for recovering surface details using shading and multi-view stereo (MVS). Behind the approach are the
two important observations: (1) the illumination over the surface of an object often appears to be piecewise smooth and (2) the recovery
of surface orientation is not sufficient for reconstructing the surface, which was often overlooked previously. Thus we propose to use
TV to regularize the overall illumination vectors and use visual hull to constrain partial vertices. The reconstruction is formulated as a
constrained TV-minimization problem that simultaneously treats the shape and illumination vectors as unknowns. An augmented
Lagrangian method is proposed to quickly solve the TV-minimization problem. As a result, our approach is robust, stable and is able to
efficiently recover high-quality surface details even when starting with a coarse model obtained using MVS. These advantages are
demonstrated by extensive experiments on the state-of-the-art MVS database, which includes challenging objects with varying albedo.

Index Terms—Shape from shading, 3D reconstruction, shape refinement, general unknown illumination, spatially varying albedo
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HIS paper considers the problem of recovering the
detailed 3D surface shape of an object, which may have
spatially varying albedo, from multi-view images. With
advance and wide availability of various acquisition devi-
ces, 3D shape recovery under general unknown illumina-
tion conditions is of significant interest in practice.
Extensive research has been done in this area and many
techniques have been developed. In particular, multi-view
stereo (MVS) methods [2] compute depth from correspond-
ing views of the same point in multiple images and recon-
struct the overall shape of an object. Shape-from-shading
(5£S) [3] and photometric stereo (PS) methods [4], [5], [6] use
shading information to estimate shapes and recover surface
details. Recently much work aims to combine different tech-
niques to improve the performance of reconstruction [5],
(71, [81, [9], [10], [11], [12], [13], [14], [15], [16], [17], [18].
Although the state-of-the-art methods often work well,
many of them still have various underlying requirements that
limit their application scope in practice. For example, tradi-
tional SfS and PS methods require the surface reflectance
properties to be known in advance or assume varying
controlled lighting conditions (in the studio lighting envi-
ronment) in order to compute the normals of surfaces
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accurately [12], [19]. More often, simple albedo is assumed in
the process of reconstruction [11], [20], [21], [22], which may
not be accurate in practice. Some works [23], [24] relax this
assumption and explicitly estimate the albedo for surface
recovery or other purposes, but their computational complex-
ity is high. To model scenes with complex lighting, spherical
harmonics (SH) are used to parameterize incident illumina-
tion [11], [22], [24], [25] and the visibility of objects has to be
pre-calculated before estimating the SH lighting. In Wu et al.”
s methods [11], [24], multi-view stereo and shading-based
optimization are combined to provide a nice high quality
reconstruction, but the methods assume a good initial MVS
mesh. Usually such a mesh is densely tessellated, e.g., in their
“angel” example, the mesh has 500,000 vertices.

This paper presents a new approach to recover surface
details using shading and multi-view stereo, which over-
comes the above mentioned issues like the assumption of
constant albedo and the requirement of a good initial 3D
mesh. We restrict the reconstruction to a Lambertian object
from multi-view images captured under general, unknown
illumination conditions. Different from previous methods,
we do not assume constant albedo or compute the visibility
explicitly. This makes our approach more widely applica-
ble. Moreover, we aim at producing a high resolution model
with fine surface details from a coarse initial MVS mesh,
which will make our work insensitive to the initial MVS
result as compared to previous methods such as [11]. To
this end, we introduce the concept of overall illumination
vectors where an incident illumination vector is stored at
each vertex, which models the overall illumination effect
including general/unknown lighting conditions, self-shad-
owing, occlusion and albedo. We also propose a total varia-
tion (TV) based formulation to integrate multi-view stereo
and shading cues for surface reconstruction. In particular,
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we observe that the illumination over the surface of an
object often tends to be piecewise smooth, so a TV term is
imposed to the overall illumination map for regularization.

Moreover, we notice that the recovery of surface orienta-
tion is not sufficient for reconstructing the surface of the
object. Even with perfect surface normal recovery, the
geometry might still be wrong. Considering a uniformly
shrunk ball, its surface normal is exactly the same as that of
the original ball. We believe that this is a problem that has
been largely overlooked by the previous shading based
methods, e.g., [11], [20], [21], [22]. Although there is usually
a fidelity term in the existing shading based methods, which
can prevent the recovered mesh from drifting away from
the initial mesh, its significance often limits the capability of
the shading term in surface detail recovery. Thus, in this
paper we propose to use a visual hull reconstruction to con-
strain a small portion of vertices of the initial MVS mesh,
which can avoid the drifting problem without sacrificing
the surface detail recovery.

Our algorithm starts with a coarse initial MVS mesh,
refines it using classic subdivision scheme, and uses the pro-
posed TV-based minimization with visual hull constraint to
optimize the mesh and estimate the illumination as well.
We have validated the algorithm using various models
from the latest MVS dataset [26]. Over five categories of
models including challenging objects with multiple albedos
have been tested and the results confirm that the algorithm
is robust, stable and is able to efficiently recover surface
details even when starting with a coarse MVS mesh. The
major contributions of the paper include:

e We introduce the concept of vertex overall illumina-
tion vectors to simulate the overall illumination
effect which includes lighting, occlusion and albedo.
As a result, our technique is able to handle objects
with spatially varying albedo, general lighting, and
vertex visibility without the need of extra processes,
which greatly facilitates the reconstruction.

e We propose a new formulation of shape optimiza-
tion based on TV-minimization, which enables us to
generate high fidelity 3D models from multi-images
captured under general lighting conditions. Differ-
ent from previous works [11], [21], [23], [24] which
alternate between lighting estimation and geometry
optimization, our formulation estimates both geome-
try and illumination using the same objective func-
tion. This helps speed up the computation and
reduce the chance of converging to a wrong solution
or diverging. Moreover, we propose to use a visual
hull reconstruction to constrain a small portion of
vertices of the initial mesh in order to remove possi-
ble shape ambiguity.

e We develop an augmented Lagrangian solver to
effectively solve the TV-minimization problem.

The paper is organized as follows: Section 2 briefly reviews
some related work. Section 3 introduces the concept of the
vertex overall illumination vector, which plays an important
role in our approach. Then in Section 4 we describe our varia-
tional model for surface recovery using shading and coarse
multi-view-stereo, and in Section 5 we present an Augmented
Lagrangian-based approach for solving the proposed model.

Section 6 provides experimental results on the state-of-the-art
MVS database and Section 7 concludes the paper by summa-
rizing the results and discussing topics for future work.

2 RELATED WORK

An excellent survey on MVS is given in [2] where the state-
of-the-art MVS algorithms are compared and evaluated.
These algorithms are classified into four categories: volu-
metric methods [27], [28], [29], surface evolution meth-
ods [30], [31], depth map fusion methods [32], [33], [34] and
surface region growing methods [35], [36]. One essential
part of MVS methods is to find point matches from multi-
view images and then to calculate depth through triangula-
tion. If good correspondence cannot be found, high-fre-
quency shape detail may not be well recovered. The MVS
evaluation benchmark [2] shows that even the-state-of-the-
art MVS algorithms may miss high-frequency surface
details though they can recover overall shapes well.

In contrast to MVS, SfS estimates surface normals from
shading cues using multiple images taken with a fixed
viewpoint and variable lighting conditions [3]. The shape is
then reconstructed based on the normal field. Since the var-
iances of surface normals intrinsically reflect high-fre-
quency shape changes, SfS can better recover fine surface
details. However, SfS usually imposes some assumptions
on the lighting condition and surface material properties.
For instance, the lighting is assumed to be known as a
prior [3] or distant light sources [37]. The objects to be recon-
structed are assumed to have simple albedo [20], [21], [23],
[24]. Meanwhile, some simplification strategies are adopted
for the ease of computation. For example, the computation
of visibility map for SH lighting is omitted [24] and the
updating of vertices of the reconstructed mesh is performed
only along the surface normal direction [23].

To handle complicated lighting conditions and reflectance
properties, various sophisticated methods have also been
developed. Hertzmann and Seitz proposed an example-
based approach to recovering the geometry of objects with
general reflectance properties in arbitrary distant and
unknown lighting environments [38]. The method assumes
that the camera viewpoint is fixed but the illumination varies
over the input images. Moreover, there must be one or more
examples with similar materials and known geometry that
are captured under the same illumination conditions. Gold-
man et al. proposed a photometric stereo approach for recov-
ering shape and spatially varying BRDF from multiple
images captured at the same viewpoint but with different
illumination [39]. The basic idea of the approach is the
assumption that the materials of most objects can be repre-
sented as a convex combination of a small number of funda-
mental materials. Alldrin et al. proposed a data-driven
approach for simultaneously recovering shape and spatially
varying reflectance of a surface from photometric stereo
images [40]. In [21], Han et al. proposed to combine a global
lighting model and a local lighting model. The global light-
ing model is the quadratic function from [22] describing nat-
ural illumination and the local lighting model considers
photo-consistency and smoothness of local lighting parame-
ters. Recently Richter and Roth proposed a discriminative
learning approach to estimate surface normals from shading
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in uncalibrated illumination, which used a large-scale data-
set for training and analysis [41].

Due to the nature of MVS and SfS, it is of interest to com-
bine them to maximize the strengths of both techniques [5],
[71, [8], [9], [10], [11], [12]. For example, Jin et al. [7], [9] intro-
duced variational frameworks that combine various MVS
and shading constraints to estimate the shape of Lambertian
objects, surface albedo and lighting condition through surface
evolution and variational minimization. Joshi et al. [8] pro-
posed to merge the depth map and surface normal field to
reconstruct objects and Hernandez et al. [5] first recovered the
surface normal and then refined the MVS mesh. Although
these two methods can produce good 3D reconstruction, they
require a very large number of sample images in different
viewpoints and vary lighting conditions in each viewpoint.
Moreover, they both assume a single point light source in a
dark room and cannot handle general lighting environments.
Yoshiyasu et al. [12] introduced a topology adaptive mesh
evolution method by evolving the object model to match MVS
boundary and shading constraints. Compared with [5], [8],
this method reduces the number of required sample images
but still assumes a single light source with known position
and direction in a dark environment. The work most related
to ours is Wu et al.’s method [11] that uses spherical harmon-
ics to model general lighting conditions and refines the geo-
metric model through shading. The method can efficiently
recover surface details of constant albedo objects. While our
method jointly estimates the geometry and lighting and just
requires a coarse initial MVS mesh, their method performs
the lighting estimation and geometry refinement separately
and assumes a good initial guess of the geometry to ensure
convergence of the iterations.

3 VERTEX OVERALL ILLUMINATION VECTORS

For a Lambertian surface, the image formation can be
approximately described by the Lambertian reflectance
model [42]

I,(v) = / p(v);(v,w)max(w - n(v),0)V (v, w)dw, (1)
Q)

where [, (v) is the reflected radiance of the object at vertex v,
p(v) is the albedo or an approximation of the bidirectional
reflectance distribution function (BRDF), w is the incident
direction, I;(v,w) is the incident radiance along w, n(v) is
the unit surface normal at v, )(v) represents a hemisphere
of incident directions at v, and V (v, w) stands for a binary
visibility function of vertex v to direction . This is the fun-
damental model used by most SfS methods. While many
SfS methods attempt to recover both geometry and lighting,
the task involves the estimation of underlying lighting con-
ditions, visibility functions, and surface albedo, which is
very difficult in general as shown in formula (1). Even
though the use of spherical harmonics can simplify the for-
mulation of incident illumination [25], it still requires the
computation of visibility map and the estimation of albedo,
which actually take a considerable amount of time espe-
cially for a dense mesh [11]. Taking the bunny model with
30,000 vertices as an example, rendering the visibility map
takes 33 minutes, which is around 25 percent of the whole
processing time.

Fig. 1. At each point v; on the surface, the vertex overall illumination vec-
tor L(v;) represents the overall effect of all incident lights such as
l1,ls, ..., 1, from different directions and n(v;) represents the normal of
the surface at v;.

Our goal is to recover geometry. There is no need to esti-
mate the exact lighting conditions. In fact, we let Q'(v)
denote the subset of Q for which w-n(v) > 0 and
V (v, w) = 1. Then model (1) can be rewritten as

I,(v) = (/Q/(,,> p(v) (v, a))a)da)) -n(v). (2)
Let

L(v) = /Q’(v) p(0); (v, w)wdw. 3)

We call L(v) the vertex overall illumination vector at v. It repre-
sents the overall effect of all incident lights at v (see Fig. 1
for an illustration). If L(v) is known, the reflected radiance
at v can be easily computed: I,(v) = L(v) - n(v). Thatis, shad-
ing cues only depend on the surface normals and the overall
illumination vectors. This implies that as long as the overall
illumination vectors are sufficiently accurate, whether
underlying lighting conditions can be recovered or not is not
important. Therefore instead of estimating individual inci-
dent lights and computing the visibility maps of each vertex
to each possible incident light direction, we propose to esti-
mate the overall illumination vector for each vertex in our
shading-based surface recovery process. In this way, con-
cave surfaces and self-occlusion can be automatically han-
dled in estimating the overall illumination vectors. There is
no need to compute visibility maps explicitly, which greatly
simplifies the surface reconstruction process. Moreover, note
that the overall illumination vector has implicitly included
the albedo and each vertex has such a vector. Hence no mat-
ter whether an object has constant albedo or spatially varying
albedo, the formula for computing the reflected radiance is
the same. This enables us to handle objects with constant
albedo or spatially varying albedo in the same manner.

It can be seen from (3) that the vertex overall illumination
vector L(v) depends on surface normal n(v), visibility func-
tion V (v, w), albedo p(v) and the lighting condition. In most
practical scenarios, the surface of the object is (piecewise)
smooth, p(v) is constant or continuous globally or locally,
and the lighting condition varies smoothly. Then L(v) is
likely to be piecewise constant or piecewise smooth over the
surface of the object.

We validate this piecewise smoothness property by com-
puting the distribution of L(v) on two triangular mesh
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models (bunny and budda) under general and natural light-
ing conditions using light probe images of [43]. The two
models are typical graphics models and have complicated
geometric shapes. A light probe image is an omnidirec-
tional, high dynamic range image that records the incident
illumination conditions at a particular point in space. Such
images are usually captured under general and natural illu-
mination conditions. While in theory we can compute the
overall illumination vectors from the light probe images,
the computation time would be huge if we exhaustively
apply each pixel of the images due to the high resolution of
the images and the huge number of vertices of the meshes.
For efficiency purposes, we adopt the MedianCut method
of [44]. For each light probe image, we generate 32 light
sources to approximate the original global illumination and
then use them to illuminate the two models. As shown
in [44], the MedianCut result gives a very good approxima-
tion to the global illumination. After L(v) at each vertex is
computed, we map the values of three Cartesian compo-
nents of L(v) to RGB channels and use the RGB color to ren-
der the models. Fig. 2 shows the visualization of L(v) under
four different lighting conditions. The visualization indi-
cates that the distribution of L(v) is piecewise smooth over
the surfaces in both indoor and outdoor scenes.

4 TV-BASED FORMULATION

This section describes a variational formulation for our sur-
face reconstruction algorithm. The input to the algorithm is
a set of multiple images captured at different viewpoints
under general, unknown illumination, and the output is a
triangular mesh for the reconstructed surface. The algo-
rithm consists of two stages. The first stage is to create an
MVS mesh. We just use existing MVS methods to generate a
coarse mesh. The camera parameters are also recovered
using the existing MVS methods if they are unknown. The
mapping between the mesh and the multi-view images is
then established so that for each mesh vertex, its corre-
sponding intensity value captured in each of multi-view
images can be found. It is worth pointing out that while a
dense MVS mesh with a good guess of the geometry is usu-
ally needed for previous work such as [11], a coarse MVS
mesh is sufficient for our method. This makes our method
simple and fast in building the initial MVS mesh. Once we
obtain a coarse initial mesh, we use classic mesh subdivision
schemes such as the Butterfly subdivision to refine the
mesh [45], generating a dense mesh.

The second stage is our contribution that uses the shad-
ing cues from the multi-view images to optimize the posi-
tion of the mesh vertices in order to deliver a high-
resolution triangular mesh that recovers high-frequency
surface details in addition to the overall geometry shape.
This is done by iteratively minimizing a TV-based objective
function formulated using the geometry and overall illumi-
nation vectors (see Section 4.1). Specifically, the total varia-
tion is applied to constrain the overall illumination vectors.
The optimal geometry is obtained by solving the minimiza-
tion problem with visual hull constraint (see Section 4.2),
which enables the constructed surface details to reflect the
shading variations in the multi-view images. The rest of this
section elaborates the formulation of the constrained opti-
mization problem and in Section 5 we present an

augmented Lagrangian method for effectively solving the
minimization problem.

4.1 [lterative TV-Minimization

Assume that the obtained initial MVS mesh is composed of
N vertices {v!"} and a set of triangles. Denote by n!" the nor-
mal of the mesh at v/". We fix the connectivity of the mesh,
but move vertices v to new positions v; such that the new
mesh better matches the intensity captured in the multi-view
images. Our basic approach is to treat vertices v; and their
respective overall illumination vectors L(v;) as variables and
find them as a solution to the minimization problem

|
mln{—Ef + EES;L + U

D) B 2 Elap + Etv}a (4)

where «, g and 7 are weights. Unless the difference between
new positions v; and vj" is within a prescribed threshold,
we replace v" by v; and repeat solving the minimization
problem. The objective function of (4) consists of four terms
accounting for position, shading, smoothness and lighting

constraints, which are explained below.

(1)  Fidelity term:

N
Er =Y (i — "I + In(v;) — 0" [%).
i=1

This term is introduced to prevent the refined verti-
ces v; and their normals n(v;) from deviating from
their counterparts of the initial MVS mesh too much.
The normal n(v;) is calculated as the area-weighted
average of the normals of the neighboring triangle
faces surrounding v;. If the vertices on the one-ring
neighbors of v; are v; 1,v;2, ..., V;,, it can be verified
that the normal can be computed by

N(v;) = v;1 % Vio + Vio X Vi3 + -+ Vg X Vi1,

and n(v;) = % Ey is a function of vertices v;.

(2)  Shading term:

N
B =3 IL@) - n(v) — > +
i=1 ?

— L(vj) - n(vy)) — (i — )|,

where FE is the set of all edges of the mesh and ¢; is
the average of the intensity values in all the multi-
view images corresponding to vertex v;. The first
term of Ey, is the intensity error measuring the dif-
ference between the computed reflected radiance
and the average of the captured intensities, which is
the key of SfS. The second term of E,y, is the gradient
error measuring the difference between the gra-
dients of the computed reflected radiance and the
average of the captured intensities. As pointed out in
[11], the gradient error term imposes another con-
straint on the normal changes that reflect the high
frequency surface details, which the conventional
MVS methods have difficulty to recover, and intro-
ducing the gradient error makes the computation
more stable than just using the intensity error. Ej), is
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(a) beach (b) campus

(d) stperters

(c) kitchen

Fig. 2. Visualization of L(v), which is mapped to RGB, over the 3D models lit by different light probes. First row: the original light probe map from [43].
Second row: the distribution of light sources in the cube map, where each green box indicates the location of one light source. Third and fourth rows:
bunny and budda models with color mapped L(v).

3)

a function of both vertices v; and vertex overall illu-
mination vectors L(v;).

Laplacian term: Ej,, = Z;l ||v; — @HQ where ; is the
average of all the 1-ring neighboring vertices v; ; of
vi, j=1,...,a, and thus v; — v; = %2?21(7),1 —wv;;) is
the Laplacian of v;. This term is computed as the
squared sum of the Laplacian of all vertices. The

Laplacian is used to regularize the mesh to produce

4)

smooth model and help avoid generating singular or
invalid triangles in the mesh updating process [46].

TV term: Ey, = Zf\:1 IVL(v;)|| where V is the discrete
operator of the intrinsic gradient on the triangular
mesh. The computation of V can refer to [47]. £, is a
total variation regulation term applied to the overall
illumination vectors, which enables non-smoothness
preservation while removing noise [48]. It has been
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(a) Ground truth  (b) Lighting condition (c) Initial mesh

Fig. 3. Reconstruction with and without visual hull constraints.

observed that the overall illumination vectors tend to
be piecewise constant or piecewise smooth. The TV
term E}, is introduced to constrain the overall illumi-
nation vectors and preserve this property in the opti-
mization process.

4.2 Visual Hull Constraint
In the proposed TV-minimization, the purpose of the TV term
is to regularize the lighting and the purpose of the shading
term is to constrain the interaction of the lighting and the sur-
face normal. Like all the existing shading methods, our
approach aims at recovering better surface normal maps.
However, it is pointed out in [11] that generating 3D geometry
from recovered normal fields for general surfaces is non-triv-
ial. In fact, the situation is even worse than that. Sometimes it
is impossible to uniquely determine the geometry from the
normal fields. For example, for two Lambertian surface
meshes lit by directional light sources, if one is a scaled ver-
sion of the other, they could have the same normal fields and
the same intensities. This observation implies that the formu-
lation only relying on shading cues in SfS methods is likely
under-constrained for 3D geometry. Thus it may produce arti-
facts of prick-shapes in reconstructed geometry or it may not
deliver accurate vertex positions even if the recovered normal
field is correct. Fig. 3 shows such an example, where (a) is a
ground truth, (b) depicts the lighting condition, (c) is a mesh
obtained by perturbing the ground truth and is used as the
initial mesh for reconstruction, and (d) is the reconstruction
result using the TV-minimization. Note that in this case the
objective function has actually reached its minimum value 0
which suggests that Fig. 3d is an optimal solution, but obvi-
ously the shape in Fig. 3d is different from the ground truth.
The above example implies that we need to add further
constraints in the minimization process in order to precisely
recover the surface shape. Here we propose a heuristic
approach based on visual hull. The visual hull is created by
the intersection of silhouette cones and it contains the recon-
structed object. We compare the initial MVS mesh with the
visual hull and identify those vertices of the MVS mesh,
which are close to locally convex regions of the visual hull
and at which the MVS mesh is approximately tangential to
the visual hull. The blue region in Fig. 3e shows such vertices.
These vertices are likely on the true surface and we thus fix
them during the optimization. In this way, the TV-minimiza-
tion problem becomes a constrained one and the variables are
the overall illumination vectors and a subset of vertices, which
usually makes the minimization problem converge to the cor-
rect solution and avoids producing artifacts of prick-shapes.
Fig. 3f is the reconstruction result with those vertices in the

(e) Constrained
candidates (in blue)

(d) Output mesh
without constraints

(f) Output mesh with
constraints

blue region being fixed, which reproduces the ground truth.
Note that visual hull constraints have been used to help MVS
based 3D reconstruction in [49], [50], [51], [52]. Here, we use it
to constrain our shading based surface detail recovery.

5 AUGMENTED LAGRANGIAN-BASED SOLVER

Due to the non-differentiability of the total variation term and
the non-linearity of the unit normal vectors, solving the mini-
mization problem (4) is difficult. In this section we propose an
augmented Lagrangian (ALM)-based method to solve (4).
Augmented Lagrangian methods are known as an effective
alternative to penalty methods for solving constrained optimi-
zation problems in that they replace a constrained optimiza-
tion problem by a series of unconstrained problems.

Let V = [v1,vq,...,0n], L =[L(v1),..., L(vy)] and denote
[VL(v1),...,VL(vy)] by VL. We introduce a new variable

P =[Py, Ps,...,Px] and reformulate the TV-based minimi-
zation problem (4) to the following constrained problem
min{gEf + gE; + gElup + R(P)}

st. P =VL(v),

where R(P) = 3%, || .
To eliminate the constraint, we define the augmented
Lagrangian functional

B
2
+X-(P= VL) +2 [P - VLI,

g(V7 ‘Ca Pv )‘) = gEf + Esh + gElap + R(P)

(5)

where X = [A,...,\y] are Lagrange multipliers, r is the
penalty coefficient which is a positive constant, and
2|P — VL|? is the augmented term. Consider the following
saddle-point problem: finding (V*, £, P*; X*) such that

GV, L PS5 A) <GV LY, PHAY) <GV, L, P XY,

for all (V, L, P; A). According to [53], the saddle-point prob-
lem has at least one solution and all the saddle-points
(V*, L%, P*; \*) have the same V* and £* which are the solu-
tion to the original problem (4). Thus we solve (5) by itera-
tively solving two subproblems: the VL-subproblem and the
‘P-subproblem, and updating the Lagrange multipliers.

)

e V[-subproblem: Given P, solve

(*)
& (P(’“) + AT) -vL

min{%Ef +=FEg +E r

Elap + 5

V.L 2 2
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for V and £ where £ is the previous iteration number.
This problem refines both the vertices and the vertex
overall illumination vectors. It is a non-linear least
squares optimization problem. To solve the non-linear
least squares problem, we use the Levenberg-Mar-
quardt algorithm, which is one of the most widely
used nonlinear optimization methods [54], [55].

To describe the LM algorithm, we rewrite the objec-
tive function as

o B n r ®) A 2
—E+ZEg +—~Ejgp+ = AN
5 Br +5 B+ zp+2|\<7> += VL|
=> &W.0),

i=1

where §;(V, £) are some functionsin V and L. The algo-
rithm works in an iterative way. Starting from an initial
guess for (V, L), each iteration step replaces the current
(V,L) by a new estimate (V, L)+ (AV,AL), where
(AV, AL) are the solution to a sparse linear system

07+ nainel5"1) (37 ) = -1E.0),

with the Jacobian matrix

ay aL
J=1: |

by 08y

aV aL

the diagonal matrix diag(J7J) consisting of the diago-
nal elements of J7J, the dam ing factor p and
FV,L)=(66(V,L),...,8,(V,L))". The damping fac-
tor is adjusted at each iteration. If the reduction of
the objective function is rapid, a smaller value is
used for u; Otherwise, if an iteration gives insuffi-
cient reduction, i is increased. This damping strat-
egy makes the iterative procedure converge quickly
from a wider range of initial guesses.
e P-subproblem: Given V and £, solve
i W.pLlyp v
min{ R(P) +A® - P+ 2 |[P - v |},
for P. This problem is decomposable and thus can be
solved for each P; independently. That is, for each i,
we solve
i . (k) "ip — R
min{ [P + A" - P+ ZIP = VL)),
By a simple geometric analysis, it can be found that
the above problem has a closed form solution

1
P = max(071 — 7)11),
r{|w||

where w, = VL(v;) — Af;k)/r.
The ) is updated along the direction of P+ — v£Kk+D
in order to increase G(V**V £*+V P, \) The whole

augmented Lagrangian-based solver is outlined in

Algorithm 1.

Algorithm 1. Augmented Lagrangian-Based Solver

Input: Initial MVS mesh {v{* € R*|i = 1,..., N} and the aver-
age intensity {c; € Rl|i = 1,.. .,N};r7 €

Output: Optimal {v; € R?’\i =1,...,N} and overall illumina-
tion vector {Lguz € ]R li=1,. N}'

1: initialization: v =" L0 = 0 P

2: repeat

3: Solve VL-subproblem:

0, \9 =0;

B n r

e ® AR
I)I){l[gl EEf+§Esh+§Elap+— (P +T)—VL‘,

2}
4: Solve P-subproblem:
i ® . py P vk 2
mﬁn{R(P)—i-)\ P+3lP— Lty }
5: Update Lagrange multipliers A:

/\(k+1) — )\(k) + T(P (k+1) V£ (k+1) )

6 until SV, ol — o7 < €

6 EXPERIMENTS

In this section we test our algorithm on several datasets
including the latest MVS dataset (DTU Robot Image Data
Sets [26]), models from [11], synthetic models, and Middle-
bury [56] as well. The algorithm is run on a PC of a 3.20
GHz Intel(R) Core(TM) i7 processor with 16 GB memory.
The algorithm has a few parameters: penalty coefficient r,
threshold ¢, and three weights «, g and 7. r and € are set to
0.5 and 1.0e — 10 for all examples. The weights «, 8 and 7
are empirically set to 1.0, 0.01, 0.01 for DTU Robot Image
Data Sets, 1.0e + 6, 5.0e + 5, 100 for the angel model from
[11], 1.0e+5, 1.0e +5, 100 for the synthetic models, and
1.0e + 6, 1.0e + 5, 100 for Middlebury data sets. Note that
the values of the parameters for the DTU data sets is quite
different from others. This is because the vertex coordinates
in the DTU data sets are of large values. The experiments
are conducted to evaluate the algorithm and compare it
with the spherical harmonics lighting based reconstruc-
tion [11] in several aspects: recovering surface details on
DTU data sets which contain objects with uniform or non-
uniform albedos, the requirement of the initial MVS mesh,
and the effect of visual hull constraints. The computational
cost and limitations of the algorithm are also discussed.

Recovering Surface Details on DTU Data Sets. DTU Robot
Image Data Sets [26] include various types of models such
as groceries, vegetables, building material and stuffed ani-
mals. We use DTU Data Sets to evaluate and compare our
methods with the spherical harmonics lighting based
approach [11] which is a representative shading based
method for 3D reconstruction under general unknown illu-
mination. since a publicly available implementation of [11]
is unavailable, we re-implement their method by replacing
our overall illumination model by the 4th order SH formula-
tion for the incident illumination. The lighting estimation
and the geometry refinement are performed alternately. The
visibility maps are computed before optimization. Unless
specified, the results of [11] shown in this paper are based
on our implementation.
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(a) Ground truth generated by (b) MVS results of [57] (c) Results of [11] (d) Our results
structured light scanning

Fig. 4. Reconstruction of four objects (bird, hands, owl and budda) with uniform albedo.
First we choose four models from DTU data sets, which  to generate the initial MVS mesh as the input to our optimi-

have uniform albedo. For each model, the MVS method [57]  zation procedure. The reconstructed results by our method
is used to generate a coarse mesh, which is then subdivided and [11] are shown in Fig. 4.
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&

(a) Ground truth generated by  (b) MVS results from [57]

structured light scanning

g4

ll

(c) Results of [11] d) Our results

Fig. 5. Reconstruction of four objects (pilot, elephant, bunny, vegetables) with non-uniform albedo.

Second, we choose four models which have non-uniform
albedos. We run our algorithm without any prior knowl-
edge about the lighting conditions and surface albedos. The
visual results are given in Fig. 5.

The leftmost columns of Figs. 4 and 5 show point cloud
models provided by DTU Robot Image Data Sets and

generated by structured light scanning. These point clouds
can serve as the ground truth for us to perform quantitative
evaluation. We project each point in the point clouds to the
nearest face of the reconstructed mesh and compute the dis-
tance of the point to the face. The mean of the distances of
all points to the mesh is defined to be the reconstruction
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TABLE 1
Reconstruction Errors for the Input Meshes Generated by [57],
the Reconstruction Meshes of [11], and Our Optimized Meshes

Reconstruction pilot elephant bunny veg bird hands owl budda
error (%o)

input meshes  4.16 3.38 589 243 565 6.17 6.09 5.89
results of [11]  3.91 2.96 5.63 245 472 549 468 5.14
our results 2.93 2.54 4.68 1.75 4.29 4.96 4.43 4.07

The errors are normalized by the bounding box dimension of the meshes.

error. Table 1 reports the errors for the meshes generated
by [57], [11] and our approach. It can be seen that our opti-
mized meshes have much higher accuracy.

From Figs. 4 and 5, it can be seen that our overall illumi-
nation vectors based TV-minimization performs better than
the SH lighting based shape refinement method [11]. Note
that [11] is not meant to be applied on non-uniform albedo
objects. Therefore some of the quantitative results are even
worse than the input MVS models as shown in Table 1.

Requirement of the Initial MVS Mesh. While some previous
methods such as [11] require a good initial MVS mesh, our
method can accept a modest mesh as input. To test this, we
generate the synthetic multi-view images by rendering a 3D
model from 24 viewpoints. The MVS method of [57] and the
subdivision are used to generate an initial model. Then we
purposely perturb the initial model by giving random ver-
tex displacement with magnitude up to 0.5 percent of the
bounding box dimension (see Fig. 6b). The perturbed mesh

(b) Input with 0.5%
distortion

(a) MVS model

(h) Our result from 1%
distorted input

(f) Ground truth (g) Our result from 0.5%

distorted input

is used as the input to our algorithm. The output and the
ground truth are shown in Figs. 6g and 6f.

Furthermore, we increase perturbation ratios from 1 to 5
percent. As shown in Figs. 6c, 6d, and 6e, the quality of the
input meshes decreases with higher perturbation ratio, but
our method is still able to produce the reconstruction results
Figs. 6h, 6i, and 6j with reasonable amount of surface
details. Our experiment also shows that with 1 percent per-
turbation, the results of Wu et al.’s method [11] have already
become poor.

Effect of Visual Hull Constraints. Fig. 7 shows two exam-
ples comparing the reconstruction without and with the
visual hull constraints. Without the visual hull constraints,
the reconstructed meshes on the left of Fig. 7 contain the
artifacts of some prick-shape vertices. This is caused by the
fact that the reconstruction system is partially under-con-
strained. With the help of visual hull constraints, the prob-
lem can be overcome and the artifacts disappear, as shown
in Fig. 7(right).

Note that Wu et al.’s method [11] does not have visual
hull constraints. It is not surprising that it sometimes suffers
from the artifacts of prick-shape vertices, too. Fig. 8(left)
shows such artifacts in a reconstructed model that is pro-
vided by one author of [11]. Using the visual hull con-
straints, with the same input our method can produce the
reconstruction result that does not have such artifaces as
shown in Fig. 8(right).

Test on Middlebury Data Sets. We also test our algorithm on
datasets from [56]. We compare our results with those

(c) Input with 1% distortion (d) Input with 3% distortion (e) Input with 5% distortion

(i) Our result from 3%
distorted input

(j) Our result from 5%
distorted input

Fig. 6. Reconstruction of synthetic budda model using heavily distorted initial meshes.
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(c) Results without visual hull
constraints

(d) Results with visual
hull constraints

Fig. 7. The reconstructions without (left) and with (right) visual hull
constraints.

generated from the volumetric MVS algorithm [29], which is
one of the high-performance MVS methods. We use the MVS
method of [57] and the subdivision to generate an initial
MVS meshes and then optimize them using our variational
procedure. We seek the standard Middlebury MVS evalua-
tion and obtain the accuracy scores of 0.62 and 0.44 mm and
the completeness scores of 98.1 and 99.3 percent for templeR-
ing and dinoRing, respectively. These scores are reasonable
but not at the top. We argue that the standard Middlebury
MVS evaluation criteria are less in favor of recovering sur-
face details, but focus more on the density of meshes. Note
that our reconstructed models have much lower density
than those produced by high score MVS methods, which is
the main reason that we cannot obtain a higher completeness
score in Middlebury benchmark.

Recovering Vertex Overall Illumination Vectors. Given the
light probe images [43] and the synthetic models “Bunny”
and “Budda”, we can compute the ground truth vertex
overall illumination vectors L(v), as illustrated in Fig. 2.
From the compute surface intensity values, we then recover
the corresponding vertex overall illumination vectors L(v)
using the proposed framework. Table 2 shows the

Fig. 8. Left: the reconstruction result of [11] without visual hull con-
straints; Right: the reconstruction result of our method with visual hull
constraints.

TABLE 2
Quantitative Evaluation of Our Recovered L(v) for the
Two Synthetic Models Under the Four Light Probe
Images Against the Ground Truth

Bunny Budda
angle (deg.) mag. (%) angle(deg) mag. (%)
beach 16.79 7.71 13.43 4.66
campus 15.98 6.86 12.04 6.05
kitchen 19.19 9.70 15.11 5.85
stpeters 17.14 3.89 13.99 3.39

First column: mean angle errors of L(v) in degree. Second column: mean
magnitude errors of L(v).

quantitative results of the recovered L(v), compared with
the ground truth. It can be seen that our method can recover
L(v) at a certain degree of accuracy in terms of angles and
magnitudes.

Computational Cost. In Algorithm 1, the vertices and their
overall illumination vectors are optimized iteratively until
convergence. In each iteration, the computational cost is
mainly for the VL-sub problem while the 7P-subproblem and
the A updating can be solved very quickly. The Levenberg-
Marquardt algorithm is used to solve the V.L-subproblem,
which takes about 5 ~ 6 minutes for the bunny dataset. The
iteration is usually repeated about 2 ~ 3 times. Thus, the time
needed to solve the entire minimization problem is around 45
minutes to 2 hours with our unoptimized code. The runtime
for DTU Robot Image Data Sets is listed in Table 3.

Limitations. Since our method treats the vertices and over-
all illumination vectors as variables at the same time, the
memory cost is very high, which limits the number of verti-
ces we can process. Another cause of high memory cost is
due to the nonlinear representation of surface normal by ver-
tices, which makes the Jacobian matrix for solving the non-
linear least squares problem huge. In our current setup, our
unoptimized code can only handle meshes up to 300,000 ver-
tices. One way to overcome the limitation is to use mesh
face-based representation instead of the current vertex-based
representation, where we can treat surface normals as
unknowns directly, instead of converting them into a nonlin-
ear combination of neighboring vertices. Another possible
solution is to use a hierarchical approach with the divide-
and-conquer strategy. These new approaches are worth fur-
ther investigation.

7 CONCLUSIONS

This paper has presented a new algorithm for recovering
surface details of an object from multi-view images

TABLE 3
Statistics of DTU Robot Image Data Sets in the Experiments:
Model Sizes, Percentage of the Constrained Vertices from
Visual Hull, and Runtime

# of vertices pilot elephant bunny veg bird hands owl budda
coarse model 26 K 28K 50K 40K 50K 40K 50K 40K
refined model 90K 100 K 70K 120K 160K 120K 160K 140K
VH constraint 8% 8% 6% 7% 5% 7% 5% 6%
runtime 50 min 1h 45min  1h 2h 2h 2h  2h
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captured under general unknown illuminations. The algo-
rithm is based on a TV-minimization formulation which
integrates MVS, shading cues and visual hull. The shape
refinement and the overall illumination estimation are
obtained simultaneously by solving the minimization prob-
lem using the proposed augmented Lagrangian method. It
is shown that the algorithm can efficiently reconstruct geo-
metric models with high-frequency surface details. Com-
pared to the existing methods, our algorithm has less
requirement on the initial MVS mesh, lighting conditions
and object material properties such as albedos.

This work also suggests a few problems for future
research. First, the paper introduces the concept of overall
illumination vectors and has shown its advantage in SfS. It
would be interesting to explore applications of this concept
in other tasks. Second, in this paper the overall illumination
vectors are regularized by total variation, which is not a
strong regularizer. We would like to investigate how to
impose further constraints on the overall illumination vec-
tors to further enhance the reconstruction quality and
speed. Finally, this paper just considers the reconstruction
of Lambertian surfaces. It would be interesting to extend
the proposed variational approach to handle objects with
specular reflection, texture, etc., which are more common in
practice [58], [59].
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