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Abstract. Hand pose estimation from single depth image has achieved
great progress in recent years, however, up-to-data methods are still not
satisfying the application requirements like in human-computer interac-
tion. One possible reason is that existing methods try to learn a gen-
eral regression function for all types of hand depth images. To handle
this problem, we propose a novel “divide-and-conquer” method, which
includes a classification step and a regression step. At first, a convolu-
tional neural network classifier is used to classify the input hand depth
image into different types. Then, an effective and efficient multiway cas-
caded random forest regressor is used to estimate the hand joints’ 3D
positions. Experiments demonstrate that the proposed method achieves
state-of-the-art performance on challenging dataset. Moreover, the pro-
posed method can be easily combined with other regression method.

1 Introduction

In recent years, the problem of pose estimation of 3D articulated objects such as
human body [1–3] and hand [4–11] from markerless visual observations has been
widely studied due to their wide applications on human-computer interaction,
Augmented Reality (AR), motion sensing game, robotic control, etc. In the ear-
lier period, researchers estimated gestures from the 2D RGB images [12–14] or
videos [15]. Along with the development of hardware technology, in particular,
low-cost commodity depth cameras like MicroSoft Kinect, PrimeSense and Intel
RealSense have emerged in recent years. Human body and hand pose estimation
from RGB-D data [7, 16–26] have noticeably progressed after the introduction
of depth sensors.

Since human hand has large viewpoint variance, self-occlusion and similarity
between fingers, hand pose estimation based on markerless visual observations
is still a challenging task. Although it is an extremely difficult problem, a lot of
literatures about hand pose estimation have been proposed in recent years. In
the survey [27], vision-based markerless hand tracking algorithms were roughly
classified into two types, model-based and appearance-based approaches.

Model-based methods often fit a hand template to the input data to estimate
hand poses. Pose estimation can be formulated as a optimization problem[4, 16]
or nearest-neighbor search problem [28]. Recently, Sridhar et al. [29, 30] proposed
an accurate model-based hand tracking method in a multiple camera setup, with
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the purpose of resolving serious self-occlusions. Although multiple camera set-
up can achieve more precise pose recovery, the complex acquisition setup and
manual calibration is less suitable for the consumer-level applications. In [4, 16,
31, 32], the 3D hand poses were reconstructed via inverse kinematics techniques,
which optimize a nonlinear energy function that is extremely difficult to find
global minimum. The numerical optimization algorithms of above methods usu-
ally are complex, time-consuming and easy to trap into local minima. Therefore,
it limits their usages in real-time and accurate applications.

On the other hand, appearance-based approaches use direct mapping tech-
niques which try to learn a direct mapping from the input image space to the
output pose space. During the past few years, numerous appearance-based meth-
ods based on nearest neighbor search [20, 28], decision forest [5, 6, 8, 18, 33, 34]
or convolutional networks [21, 23, 26, 35] have been developed for hand pose es-
timation. In [5], Keskin et al. introduced a multi-layered randomized decision
forest framework. They divided a whole classification task into two classification
stages, which only focus on different learning task and make the whole learning
task more efficient and accurate. Recently, Sun et al. [33] presented a cascaded
hierarchical regression approach with 3D pose-indexed features. Although the
3D pose-indexed features achieve approximatively strict 3D invariance and cas-
caded framework reinforces learning ability. It is extremely difficult to handle
complicated hand poses estimation by only one regression model. Therefore, it
is a good choice to improve the whole learning ability by introducing multiway
regression models.

In this paper we propose a novel “divide-and-conquer” classification-guided
regression learning framework to estimate hand pose from single depth image.
At first, in order to reduce the search space of regression, a convolutional net-
work based classifier is introduced to predict the hand gesture type. Cascaded
random forest regressors for different hand gesture types are trained on disjoint
part of training dataset. Then based on the predicted class of classifier, a cor-
responding regressor is selected to estimate the final hand pose. It means that
the classifier divides the learning task and the regressors conquer their own task.
The algorithm pipeline is shown in Fig. 1.

Our main contributions are as follow: a new classification-guided hand pose
regression framework is developed. Based on the training dataset of regression,
we train a classifier to partition a complex and difficult regression learning
task into several more easier subproblems. Then each regressor only focuses
on a part of training data so that it is more professional and accurate. The
classification-guided regression approach outperforms the state-of-the-art meth-
ods. More broadly speaking, other discriminative hand pose regression model
can be used as the regressor module in our framework and further improve the
pose estimation accuracy.

This paper is organized as follows: Section 2 describes our proposed frame-
work, which includes the new convolutional networks hand pose classifier and
the cascaded random regression forest. After that, we introduce the experimen-
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Fig. 1. Algorithm pipeline. We integrate a hand pose classifier and several hand pose
estimation regressors into one framework. The hand pose classifier predicts the class of
gesture from the depth image. Based on the predicted class, one of hand pose regressors
is selected to estimate the final hand joints’ 3D locations.

tal details and analyze quantitative and qualitative results of experiments in
Section 3. Finally, we conclude this paper in Section 4.

2 Methodology

2.1 Hand Model and Method Overview

We use a hand skeleton model as illustrated in Fig. 2. The hand pose Θ =
{pi}21i=1, where pi = (xi, yi, zi), represents 21 kinematic joints’ 3D positions.
We divide the hand pose Θ into six parts including the palm Θp (6 joints
of the palm) and five fingers Θf (each 3 joints of the maniphalanx), where
f ∈ F = {1, 2, 3, 4, 5}.

An overview of our pipeline is showed in Fig. 1. We estimate the hand pose
Θ in the form of the 3D locations of its joints from a single depth image I.
And we denoted a training dataset by {(Ii,Θi)}Ni=1, each element of which is a
depth image labeled with its corresponding ground truth joints’ locations. Our
proposed method integrates the hand pose classifier and hand pose regressor into
one framework. In advance, the training dataset of regression is clustered into
K subsets. And based on the clustering result, a hand pose classifier are trained
on the entire dataset, but several hand pose regressors are respectively trained
on each subset. At the testing stage, the hand pose classifier infers the hand
pose class k from the depth image first. Then the hand pose regressor which is
corresponding to k-class estimates the final hand pose Θ.

2.2 Clustering Training Data

To train the hand pose classifier, we utilize the existing dataset {(Ii,Θi)}Ni=1 of
hand pose regression to generate the training dataset {(Ii, Li)}Ni=1 of classifier.
Thus, we cluster the hand joints’ position vector Θi to generate corresponding
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Fig. 2. A 21-joint representing of a canonical hand pose. The palm root (wrist joint)
encodes 6 degrees of freedom (DoF) of the global rotation and translation. Each finger
and its corresponding root point on the palm (4 joints in total) encode 4 degrees of
freedom of finger articulation.

target label Li for depth image Ii. The K-Means clustering algorithm with rigid
alignment is used to cluster the hand poses. Since Θi is related to camera view-
point, the rigid registration is applied to the hand pose to remove the affects
caused by the camera viewpoint. The rigid registration procedure is as follows:

Ti = (Ri, ti) = RigidAlig(Θp
C ,Θ

p
i ), i = 1, 2, ..., N,

where N is the number of the training set, ΘC is a canonical hand pose, which
is arbitrarily chosen from {(Ii,Θi)}Ni=1. RigidAlig is refered as rigid registration
and it is achieved by Iterated Closest Point algorithm [36], which is used to
compute the rigid transformation between the palm joints of canonical hand
pose and each other hand pose. And Ri, ti respectively represent rotation and
translation. The rigid transformation Ti aligns each hand pose Θi of training
dataset to a certain coordinate system that determined by canonical hand pose.
Then we cluster the aligned training data {RiΘi + ti}Ni=1 into K classes by
K-Means clustering. Therefore, the target label Li of depth image Ii equals its
corresponding class of hand pose Θi of K-Means cluster.

2.3 CNN Classifier

Hand pose classifier predicts the hand pose type k for each input depth image
I. As the hand pose registration space and variation of camera viewpoints are
very large and complex, it is difficult to directly classify hand poses based on
depth images which are the only input information. Because of the excellent
performance of Convolutional neural network(CNN) on complex and large-scale
image classification task [37], we adopt CNN method in this work to classify the
hand poses.

In this paper, the hand pose classifier is based on a standard CNN frame-
work (Fig. 3). The CNN, similar to fully-connected neural networks, performs
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Fig. 3. The convolutional network architecture used in our paper. The network contains
five convolutional layers and three fully-connected layers.

end-to-end feature learning and is trained with the back-propagation algorithm.
However, they are different in many respects, most notably local connectivity,
weight sharing, and local pooling. The first two properties significantly reduce
the number of free parameters and the need to learn repeated feature detec-
tors at different locations of the input. The third property makes the learned
representation invariant to small translations of the input [38].

The CNN classifier is illustrated in Fig. 3. In the original depth image, the
proportion of background pixels is much greater than hand pixels. Therefore,
we crop the bounding box of the hand region from original depth image and
resize it according to requirement of input data. The input is then processed
by five stages of convolution and subsampling, which use rectified linear units
(ReLUs) [39] and max-pooling. The convolution kernel stride of the first con-
volution layers is 4, and others are zero. The padding of the five convolution
layers are respectively 0, 2, 1, 1 and 1. Internal pooling layers contribute to re-
duce computational complexity and improve classification tolerance for small
input image translations. Unfortunately, pooling also results in a loss of spatial
precision. Since invariance to input translations can be learned with sufficient
training exemplars, we only choose three stages of pooling where the stride is 2.

Following the five convolution and subsampling layers, the top-level pooled
map is flattened to a vector and processed by three fully connected layers. Each
of these output stages is composed of a linear matrix-vector multiplication with
learned bias, followed by a point-wise non-linearity (ReLU). Dropout[40] is used
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on the input to each of fully-connected linear stages to reduce over-fitting for the
restricted-size training set. There are two dropout layers with dropout ratio 0.5
that behind the first two fully connected layers. The output layer has a K-ways
softmax unit which produces a distribution over K hand pose classes.

2.4 Hand Pose Regression

To estimate the hand pose Θ, we adopt the cascaded random regression forest
method, which is a state-of-the-art hand pose estimation method presented in
[33], as hand pose regressor. The final hand pose ΘT is progressively estimated
via a series of sequent random forest regressors {Rt}, t = 1, 2, ..., T, with pose
indexed features, which depend on the estimated pose Θt−1 from the previous
stage. In order to facilitate understanding, we will give a brief introduction of
this method in the rest of this section.

Cascaded random regression forest needs a depth image I and an initial
hand pose Θ0 as input. In each stage t, it progressively updates the current pose
estimation Θt as

Θt = Θt−1 +Rt(I,Θt−1).

The above formula indicates that the hand pose is updated in the 3D camera
coordinate system of its corresponding depth image I. When the 3D camera
viewpoint is fixed, a specific pose hand model can be used to generate different
depth images towards different 3D rigid transformations (corresponding to 3D
camera coordinate systems). In the training stage, we compute the hand pose
residual δΘ which is irrelevant to 3D camera coordinate system. Therefore, it is
necessary to align the pose Θ to the canonical coordinate system which is deter-
mined by the canonical hand pose ΘC . For a given hand pose Θ, we compute a
3D rigid transformation TΘ between itself and the canonical hand pose ΘC .

In the training stage, the stage regressor Rt is learnt to approximate the
current pose residual δΘi, which is the difference between the ground truth pose
and the previous pose estimation Θt−1

i , over all training samples i(= 1, 2, ..., N).
It’s worth noting that the features of Rt depend on the estimated pose Θt−1

i

from the previous stage. Similar to previous random forest methods for image
processing [1, 5, 6, 8, 34], the pixel difference features, i.e., the difference of two
random pixels, are also used. The 3D pose indexed features are constructed as
follow:

1. In the canonical coordinate system, randomly select a point pair (p1,p2)
within a 3D sphere whose centre is the centroid of hand point cloud and
radius is R, which is related to the size of a real 3D hand model.

2. The point pair (p1,p2) is transformed to camera coordinate system using
the inversed rigid transformation TΘ.

3. Transformed point pair is projected on depth image to get their correspond-
ing pixels (u1,u2), and then the pixel difference feature is computed.

The pose indexed feature is written as

I(u1)− I(u2),
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where ui = CamProj(TΘ(pi)), i = 1, 2.
In this paper, we use holistic regression algorithm as our hand pose regres-

sor which regresses the entire hand pose Θ at each stage. As for hierarchical
regression algorithm of [33], it is completely feasible to directly replace holistic
algorithm in our framework, and the accuracy can be further improved. Al-
though we use the holistic regression algorithm in our framework, our approach
also performs better than the hierarchical regression algorithm without classifi-
cation step. The training algorithm for holistic cascaded regression is shown in
Algorithm 1.

Input: depth image Ii, ground truth pose Θi, and initial pose Θ0
i for all

training samples i
Output: regressors {Rt}Tt=1

1 for t = 1 to T do
2 δΘi = T p

Θ
p,t−1
i

(Θi)− T p

Θ
p,t−1
i

(Θt−1
i );

3 learn Rt to approximate δΘi;

4 Θt
i = Θt−1

i + T p

Θ
p,t−1
i

(Rt(Ii,Θ
t−1
i ));

5 end

Algorithm 1: Training algorithm for holistic cascaded hand pose regres-
sion. Let T represent the inverse of the rigid transformation T .

3 Experiments

In this section we evaluate the proposed method on the MSRA Hand Pose
Dataset [33] that is a real-world depth based dataset. We first describe the im-
plementation details of the classifier and the regressors. Then we introduce the
dataset and the evaluation metrics, and quantitatively and qualitatively evaluate
the proposed method with the state-of-the art methods.

3.1 Implementation Details

The CNN classifier is implemented in CAFFE [41] framework and those parame-
ters are optimized by using error back-propagation. We choose decay parameter
as 0.2 and set batch size to 64, momentum to 0.9 and a weight decay to 0.0005.
The learning rate decays over about 10 epochs and starts with 0.005, and the net-
works are trained for 50 epochs. We choose parameter K as 17 and the classifier
is trained on the GPU mode.

The initial hand pose Θ0 of hand pose regressor is similar to [33]. Each hand
pose regressor consists of 6 cascaded stages and each random regression forest
of hand pose regressor consists of 10 trees. Each split node of tree samples 540
random feature point pairs, and we pick one that gives rise to maximum variance



8 H. Yang et al.

reduction over all dimensions of the pose residual. The tree node splits until the
node includes less than 10 samples.

In this paper, we propose a heuristic and effective left-right hand pose estima-
tion method only based on the right hand training dataset. At first, a left-right
hand binary classifier is used to predict the binary labels of hand. The binary
classifier has a same architecture with the hand pose CNN classifier (in sec-
tion 2.3), except that the output layer is a 2-way softmax unit. The training
dataset for binary classifier is constructed by flipping the right hand image of
regression training dataset to generate the left hand depth image. In the testing
stage, a depth image I is put into the binary classifier to predict left or right
hand. If the predicted class is left hand, the original depth image is flipped hor-
izontally. This means that the point clouds of hand are projected symmetrically
about Y OZ plane, i.e.

flip(p) = flip((x, y, z)) = (−x, y, z), I ′ = flip(I),

where p(x, y, z) is a point in the original point clouds. Then the pseudo-right
depth image I ′ is put into the right hand pose classifier to get predicted hand
pose class k. The k-th cascaded random forest regressor estimates the right hand
joints’ 3D positions Θ. Finally, we can flip back to get the left hand pose, that
is Θ′ = flip(Θ).

3.2 Dataset and Evaluation Metric

There exist some public real-world depth based datasets for hand pose estima-
tion. However, the depth images of the dataset [7] include the forearm that causes
terrible initialization which usually produce large errors in pose estimation, and
the dataset [34] has restricted range of viewpoints and large annotation errors of
ground truth hand poses. The datasets [16, 17, 29] provide too little training data
to train meaningful models. The above datasets are not suitable for our task.
The MSRA Hand Pose Dataset [33] is a large-scale and challenging real-world
benchmark for hand pose estimation. It consists of 76, 500 depth images with
accurate ground truth hand poses. The depth images are captured from 9 sub-
jects, and each subject contains 17 gestures. This dataset has larger viewpoint
variations (yaw nearly spans the full [−90, 90] range and pitch within [−10, 90]
degrees). Thus we select the MSRA Hand Pose Dataset to evaluate our proposed
method.

Although the MSRA Hand Pose Dataset performs well for training hand
pose regressor in [33], it is not sufficient to train a well-behaved CNN model to
classify the complex hand poses that have large variation range of viewpoints.
To avoid overfitting and improve the classification accuracy, data enhancement
is applied to improve the diversity of dataset. In the MSRA Hand Pose Dataset,
each depth image is rotated in +10◦, −10◦, +20◦, −20◦, +30◦, −30◦, +40◦,
−40◦ to generate 8 depth images. Then the dataset is expanded 8 times from
the previous one.

Similar to the previous work [33, 34], there are two accuracy metrics for
hand pose estimation. The first one is the averaged Euclidean distance of entire
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Fig. 4. The confusion matrix of hand pose classifier on the classification training
dataset constructed in Sec 2.2. The average accuracy of leave-one-subject-out cross-
validation is 91.2%.

predicted joints from the ground truth across all the test samples, that is M1 =
1
N

∑N
i=1

∑21
j=1 ‖Θ̂i,j−Θi,j‖, where Θ̂ and Θ are respectively the predicted joints

and the ground truth joints. The second metric is the success rate, i.e., the
percentage of frames where all joints are within a maximum distance threshold
ε, that is M2 = 1

N

∑N
i=1 I(max1≤j≤21 ‖Θ̂i,j −Θi,j‖ ≤ ε) × 100%, where I(·) is

an indicator function. It is obvious that the second metric is more strict than
the first one.

3.3 Quantitative Results

Our proposed method is evaluated by leave-one-subject-out cross-validation. For
left-right hand classifier and hand pose classifier, the average classification ac-
curacy is respectively 95.0% and 91.2%. The average confusion matrix of hand
pose classifiers across all the subjects is shown in Fig. 4.

In order to demonstrate the efficiency of our pipeline, we implement two
baselines. The first baseline directly estimates the hand pose without hand pose
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Fig. 5. Comparison our method with the two baselines. a) Mean error distance. b)
Success rate with max allowed distance threshold ε. Compared to ours w/o clasfer,
our method and the second baseline achieve a considerable improvement in the two
error metrics.

classifier. We refer this baseline as ours w/o clasfer. Our proposed method
largely outperforms the first baseline in both mean error distance and success
rate metrics. But when the max distance threshold ε is larger than 75 mm, the
success rate of our method is slightly less than the first baseline in Fig. 5 (b).
The reason is that the hand pose classifier predicts an incorrect class and thus
results in a poor estimation of the incorrect regressor.

It is well known that a classifier has a receiver operating characteristic curve.
The probability which the classifier predicts a true-positive result is higher, when
the probability of top−1 label is higher. In order to resolve that incorrect pre-
dicted hand pose class results in poor estimation, we propose the second baseline,
a classification-guided regression pipeline with predicted probability judgemen-
t, which means a judgement of predicted probability for hand pose classifier is
added to decide whether to trust the predicted label. We refer this baseline as
ours w prob-judg. If predicted probability is greater than a given probability
threshold ε, we trust the predicted label and use the k-label regressor. Other-
wise, we don’t trust the predicted label and use the regressor trained on entirety
training dataset.

In all the experiments, we choose ε = 99% as the threshold of predicted
probability. The average true-positive ratio for our hand pose classifier is 97.4%.
As shown in Fig. 5, the second baseline has a better performance than our
proposed method on large distance threshold ε ∈ [50, 80]. This is because we only
trust samples that have high predicted probability and do not coercively execute
classification-guided regression method for which has low predicted probability.

We compare our pipeline with state-of-the-art methods [10, 33, 26] on MSRA
Hand Pose Dataset. As shown in Fig. 6, our method entirely and substantial-
ly performs great better than Cascaded Hierarchical Regression [33]. This
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Fig. 6. Quantitative evaluation of hand pose estimation. The figure shows that the
proportion of frames where all joints are within max allowed distance threshold ε.
We compare our proposed approach to the second baseline and three state-of-the-art
methods [33, 10, 26].

is because the hand pose classifier divides the overall complicated and diffi-
cult learning task into several relatively easy-to-learn tasks, which are suited to
random forest regressor. For Collaborative Filtering [10], we achieve superior
accuracy predictions on most threshold interval, especially when distance thresh-
old ε is within 50 mm. When the distance threshold ε is greater than 55 mm, the
performance of our method get worse than [10]. This is because that our method
suffers from poor hand pose estimation caused by the incorrect predicted label.
Compared with Multi-view CNNs [26], our method performs better in almost
all distance threshold interval, especially in the highest and lowest threshold in-
terval. We just use a holistic hand pose regressor to achieve the state-of-the-art
performance on accuracy. Furthermore, it will achieve better performance than
[26] by replacing regressor with Multi-view CNNs in our framework.

We also compare the mean error distance metric over different viewpoint an-
gles of our proposed method and two methods [26, 33] in Fig. 7. Our proposed
method has smaller average errors than those of Cascaded Hierarchical Re-
gression over all yaw and pitch viewpoint angles, and performs better than
Multi-view CNNs over most yaw viewpoint angles and partial pitch view-
point angles.
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Fig. 7. Quantitative evaluation of hand pose estimation. We compare our approach and
two state-of-the-art methods [26, 33] with respect to the mean error distance metric.
Left: the mean joint errors distributed over all yaw viewpoint angles. Right: the mean
joint errors distributed over all pitch viewpoint angles.

3.4 Qualitative Results

Some qualitative results of the proposed method and the two baselines on several
challenging examples are shown in Fig. 8 to further illustrate the superiority of
our method over the other two baselines. And more qualitative examples are
demonstrated in the accompanying supplementary demo videos.

Our proposed algorithm is tested on Intel i5 3.3GHz with NVIDIA GTX980
GPU running Ubuntu 14.04. The overall hand pose estimation pipeline runs on
a single thread on CPU, except that the left-right hand classifier and hand pose
classifier are tested on the GPU mode. The left-right hand classifier and hand
pose classifier cost 7.1 ms in all, and the hand pose estimation regressor costs
0.7 ms. Therefore, the overall computation time of our method is around 8 ms.
Such high performance is sufficient for real-time applications. In terms of method
efficiency, the proposed algorithm is faster than most existing methods [5, 7, 8,
10, 17, 26, 29].

4 Conclusions

In this paper, a classification-guided regression learning framework is presented
to estimate hand joints’ 3D locations from single depth image. In order to simpli-
fy the challenging task, a well-trained CNN classifier is applied to identify hand
gesture types. Based on the predicted class of classifier, an accurate and efficient
cascaded random forest regressor is used to estimate the final hand joints’ posi-
tions. Our classifier reduces the search space of regression and speeds up hand
pose estimation. Experiments demonstrate that the proposed method achieves
state-of-the-art performance on challenging dataset. Our proposed method is
effective and has strong extensibility that is easy to integrate classifier and re-
gressor into single pipeline. More broadly speaking, any discriminative hand pose
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Fig. 8. Qualitative results for dataset in [33] of three approaches. a) The ground truth
hand poses. b) Regression without classifier. c) Our classification-guided regression
method. d) Classification-guided regression method with predicted probability judge-
ment.

regression model can be used as the regressor module in our framework. Like-
wise, our classifier unit can be substituted by any kind of efficient classification
models.
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