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Figure 1: Reconstruction of the Merlion model by our proposed method and state-of-the-art: SP [Kazhdan and Hoppe 2013], APSS [Guennebaud and Gross 2007], RIMLS [¨Oztireli et al. 2009], and SC [Dey and Wang 2013]. It can be seen that our reconstruction can recover different levels of details better.

Abstract

Surface reconstruction from point cloud is of great practical importance in computer graphics. Existing methods often realize reconstruction via a few phases with respective goals, whose integration may not give an optimal solution. In this paper, to avoid the inherent limitations of multi-phase processing in the prior art, we propose a unified framework that treats geometry and connectivity construction as one joint optimization problem. The framework is based on dictionary learning in which the dictionary consists of the vertices of the reconstructed triangular mesh and the sparse coding matrix encodes the connectivity of the mesh. The dictionary learning is formulated as a constrained $\ell_{2,q}$-optimization ($0 < q < 1$), aiming to find the vertex position and triangulation that minimize an energy function composed of point-to-mesh metric and regularization. Our formulation takes many factors into account within the same framework, including distance metric, noise/outlier resilience, sharp feature preservation, no need to estimate normal, etc., thus providing a global and robust algorithm that is able to efficiently recover a piecewise smooth surface from dense data points with imperfections. Extensive experiments using synthetic models, real world models, and publicly available benchmark show that our method outperforms the state-of-the-art in terms of accuracy, robustness to noise and outliers, geometric feature and detail preservation, and mesh connectivity.
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1 Introduction

This paper considers the problem of surface reconstruction that takes as input a set of dense, unorganized points sampled from a subjacent, piecewise smooth surface and outputs a triangular mesh to approximate the surface. It is by nature an inverse problem, which is often ill-posed without prior assumptions. The input points usually have artifacts such as noise, outliers or missing data, which are inherent in acquisition process. The normal at points may be absent and the point sampling may not be uniform. This type of input and output is common in practice [Berger et al. 2013]. The co-existence of sharp features such as crease edges and corners and data artifacts makes the problem very challenging.
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Over the past two decades extensive work has been done on surface reconstruction [Berger et al. 2014]. Existing methods can roughly be classified into combinatorial approaches and implicit approaches. Both involve a few separate phases. For example, while combinatorial approaches may require denoising, vertex subset determination, feature detection, and triangulation, implicit approaches require normal estimation, level set function construction and iso-surfacing. However, some of these phases such as normal estimation are themselves challenging tasks. They are designed for their respective goals. As a result, the integration of them may not achieve the best performance, especially when the input data have imperfections.

Observing the inherent limitation of such multi-phase processing in the prior art, in this paper we advocate a totally different path that is to work directly on the ultimate goal of surface reconstruction, which is to find the geometry and connectivity of the reconstructed mesh best fitting the input point cloud. We propose a unified framework to jointly optimize geometry and connectivity for surface reconstruction. Specifically, the framework is based on sparse dictionary learning in which the vertices of the reconstructed triangular mesh are treated as the dictionary elements and the connectivity of the mesh is encoded in the sparse coding matrix. A key observation here is that the point cloud contains redundancy in terms of shape and each point in it can be sparsely encoded as a convex combination of triangle vertices. This sparse representation conveys connectivity information of the mesh if we impose constraints on the coding. Dictionary learning has been successfully used in sparse signal representation and reconstruction [Aharon et al. 2006; Wright et al. 2010], where signals are represented as a linear combination of only a few elements that form a dictionary.

Our dictionary learning is formulated as a constrained optimization problem that minimizes an energy function composed of point-to-mesh metric and regularization. The constraints are introduced to induce the dictionary sparsity and the mesh manifoldness. While many combinatorial methods use the distance between the reconstructed mesh vertices and the sampling points, we propose to use the distance of the sampling points to the reconstructed mesh, which is more accurate to describe the deviation of the mesh from the distance of the sampling points to the reconstructed mesh, which may induce the dictionary sparsity and the mesh manifoldness. While combinatorial approaches may require denoising, vertex subset determination, feature detection, and triangulation, implicit approaches require normal estimation, level set function construction and iso-surfacing. However, some of these phases such as normal estimation are themselves challenging tasks. They are designed for their respective goals. As a result, the integration of them may not achieve the best performance, especially when the input data have imperfections.

While combinatorial approaches may require denoising, vertex subset determination, feature detection, and triangulation, implicit approaches require normal estimation, level set function construction and iso-surfacing. However, some of these phases such as normal estimation are themselves challenging tasks. They are designed for their respective goals. As a result, the integration of them may not achieve the best performance, especially when the input data have imperfections.

2 Related Work

Combinatorial surface reconstruction methods. The methods in this class typically generate a triangular mesh by interpolating a subset of the input points as vertices. Classic combinatorial algorithms such as Delaunay triangulation [Kolluri et al. 2004] and alpha shapes [Edelsbrunner and Mücke 1994] are often employed for this purpose. The well-known algorithms are Cocone [Dey and Giesen 2001; Amenta et al. 2002], which takes the point cloud in 3D as input and outputs a piecewise linear approximation using Delaunay triangles, and its various extensions such as [Dey and Wang 2013]. A good survey can be found in [Cazals and Giesen 2006; Dey 2007]. The scale-space meshing method in [Digne et al. 2011] proposes to filter the sample point cloud first via mean curvature motion and then interpolate the filtered subset of the original points. Due to interpolation, these methods likely produce jaggy surfaces in the presence of noise. Post-processes are needed to improve the smoothness. If the input points are non-uniformly distributed or incomplete, they do not work well either. While our method can be considered as a combinatorial method, it optimizes the location of the mesh vertices and thus is resilient to noise and outliers.

Implicit surface reconstruction methods. Implicit methods construct implicit functions or indicator functions for the underlying surface the point cloud is sampled from, and perform iso-surfacing to generate a mesh. They are more suitable for data that are noisy, incomplete or non-uniformly distributed. [Hoppe et al. 1992] proposes to estimate the tangent plane at each point using some local methods and then computes signed distance field that defines the implicit function. The implicit function can also be defined globally, as the sum of radial basis functions centered at the points [Carr et al. 2001] or piecewise polynomial functions [Ohtake et al. 2005; Nagai et al. 2009]. Voronoi-based variational reconstruction first estimates a tensor field whose principal axes represent the normal vector and then computes an implicit function by solving a generalized eigenvalue problem such that its gradient is aligned with the normal [Alliez et al. 2007]. The Poisson surface reconstruction [Kazhdan et al. 2006] takes as input a set of oriented points and constructs an indicator function as the implicit function, which is solved using a Laplacian system discretized over a multiresolution B-spline basis. In general, implicit methods require the points to be equipped with oriented normals. However, normal estimation itself is not a trivial task in geometry processing and is very sensitive to noise [Mitra et al. 2004]. Moreover, computing a consistent normal orientation requires additional work [Mullen et al. 2010], which turns out to be surprisingly difficult [Hoppe et al. 1992; Mello et al. 2003]. By contrast, the normal information is not compulsory in our reconstruction.

Point cloud consolidation. When the input data contain a considerable level of imperfection, in general the point cloud should be consolidated before reconstruction. Various point cloud denoising
or filtering methods have been proposed [Adams et al. 2009; Roman et al. 2013; Schall et al. 2007]. Deriving a new point set from a given point cloud has also been considered in the context of defining point set surfaces. Well-known approaches include moving least squares (MLS) [Alexa et al. 2003] and extremal surfaces [Amenta and Kil 2004]. To improve the stability and performance of MLS especially in handling sparse sampling and sharp features, algebraic point set surfaces [Guennebaud and Gross 2007], implicit MLS (IMLS) combined with local kernel regression [Öztireli et al. 2009], and non-local point set surfaces [Guillet et al. 2012] were proposed. To better deal with outliers and delicate surface structures, Lipman et al. [2007] develop an effective, parameterization-free projection operator (LOP). Huang et al. [2009] improve the LOP to better deal with outliers and delicate surface structures, except for [Gal et al. 2007; Sharf et al. 2004] that ever, there has been no work on learning dictionaries for surface reconstruction, the imperfect input data points are automatically sized point clouds [Guillemot et al. 2012]. In our proposed mesh reconstruction, the imperfect input data points are automatically handled in the dictionary learning based $l_{2,q}$-optimization and there is no need to introduce a preprocessor to consolodate them.

**Sparse dictionary learning.** A dictionary is a collection of elements that capture the signal structure and span the signal space. A signal can be represented by a linear combination of the dictionary elements. A sparse representation is the one that is dependent of only a few dictionary elements. Sparse representation has proven to be a very powerful tool in computer vision and signal processing, and recently it also achieves success in geometric processing, for example, in [Avron et al. 2010; He and Schaefer 2013; Wang et al. 2014]. Dictionary learning for sparse representation, which uses a dictionary of primitive elements learned from the signal and decomposes the signal into these primitive elements, has become an extremely active area of research in recent years [Wright et al. 2010; Aharon et al. 2006; Elad and Aharon 2006]. The process basically involves two steps: learning the dictionary and computing (sparse) coefficients for representing the signal using the dictionary elements. Dictionary learning has been applied in many contexts, for example, in signal classification and image de-noising. However, there has been no work on learning dictionaries for surface reconstruction except for [Gal et al. 2007; Sharf et al. 2004] that uses dictionary based learning for surface completion.

### 3 Formulation

#### 3.1 Surface Reconstruction

**Problem.** Our problem can be stated as follows: given the point set $P = \{p_1, p_2, \ldots, p_n\}$ sampled from a piecewise smooth surface $S$, we want to find a manifold triangular mesh $M = \{V, F\}$ with vertex set $V = \{v_1, v_2, \ldots, v_m\}$ and triangle set $F = \{f(v_i, v_j, v_k) | v_i, v_j, v_k \in V, i \neq j, i \neq k, j \neq k\}$ to approximate the underlying surface $S$ so that the approximation error is as small as possible.

**Approximation error.** As $S$ is unknown, it is impossible to measure the approximation error of mesh $M$ to surface $S$ directly. Considering the fact that point set $P$ is sampled from $S$, point set $P$ can be used to replace surface $S$ to estimate the approximation error $d(S, M)$. We define the distance between point $p_i$ and mesh $M$ as $d(p_i, M) = \min_{f \in F} d(p_i, f)$ where $d(p_i, f)$ is the distance from point $p_i$ to triangle $f$ formed by three vertices $v_r, v_s$ and $v_t$ from $V$, i.e.,

$$d(p_i, f) = \|p_i - p'_i\| = \min_{\alpha, \beta, \gamma \geq 0} \|p_i - (\alpha v_r + \beta v_s + \gamma v_t)\| (1)$$

where $p'_i = \alpha^* v_r + \beta^* v_s + \gamma^* v_t$, with barycentric coordinates $(\alpha^*, \beta^*, \gamma^*)$ with respect to triangle $f$, is the point on triangle $f$ that is closest to $p_i$.

#### 3.2 Dictionary Learning Formulation

**Sparse representation.** For sample point $p_i$, if $f = f(v_r, v_s, v_t)$ is the triangle closest to it over mesh $M$, we say $p_i$ corresponds to $f$, and we can further find a point $p'_i = b_1^* v_r + b_2^* v_s + b_3^* v_t$ on $f$, which is the closest point of $f$ to $p_i$. Denoting $V = \{v_1, v_2, \ldots, v_m\} \in \mathbb{R}^{3 \times m}$ as the vertex position matrix of mesh $M$, we can write $p'_i$ as $p'_i = V b_i$, where $b_i$ is an $m \times 1$ vector with at most three non-zero elements $b_1^*, b_2^*$ and $b_3^*$ corresponding to vertices $v_r, v_s$ and $v_t$. Denote the displacement from $p'_i$ to $p_i$ by $z_i = p_i - p'_i$. Then $z_i = p_i - V b_i$.

Let $P = [p_1, p_2, \ldots, p_n] \in \mathbb{R}^{3 \times n}$, $B = [b_1, b_2, \ldots, b_n] \in \mathbb{R}^{3 \times n}$ and $Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{3 \times n}$. We have $P = VB + Z$ with a sparse coefficient matrix $B$ whose column vector contains at most three non-zero elements. This gives a sparse representation of the point cloud using the vertices in $V$. From the dictionary learning perspective [Aharon et al. 2006], $P$ is the given signal, $V$ is the dictionary, $B$ is the sparse coding matrix and $Z$ is the global approximation error matrix. As shown in Fig. 2, all the points sampled from the region approximated by a triangle can be represented as a convex combination of the same three vertices.
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**$l_{2,q}$-optimization.** Given sample point position matrix $P$, surface reconstruction is to find the vertices and connectivity of the reconstructed mesh $M$ best fitting the sample points, which corresponds to finding dictionary $V$ and sparse coding matrix $B$. Therefore we formulate the surface reconstruction as a dictionary learning problem, which is achieved by performing a constrained minimization...
over $V$ and $B$:

$$
\min_{V, B} E = E_{\text{app}} + E_{\text{reg}} \\
\text{s.t.} \quad \|b_i\|_0 \leq 3, \quad \|b_i\|_1 = 1, \quad b_i \geq 0, \quad \forall i \in V, B \in \mathcal{M}
$$

where

$$
E_{\text{app}} = \frac{1}{n} \|Z_{i,q} - \frac{1}{n} (p - VB)\|_2^2 = \frac{1}{n} \sum_{i=1}^n \|p_i - VB\|_2^2
$$

measures the distance from the point set to the reconstructed mesh in $L_2,q$-norm; $E_{\text{reg}}$ is a regularization term that will be described in Section 3.3. $\|b_i\|_0 \leq 3$ means that the number of nonzero elements in vector $b_i$ is no greater than 3, encoding the corresponding triangle in $\mathbb{F}$; and $\|b_i\|_1 = 1$ is the requirement of barycentric coordinates; $b_i \geq 0$ stands for element-wise nonnegativity; and $\mathcal{M}$ is a subset of $\mathbb{R}^{m \times n}$ consisting of elements whose columns correspond to triangles that can form a manifold mesh. A mesh is a manifold if each edge of the mesh is incident to only one or two faces and the faces incident to a vertex form a closed or an open fan.

**Remark 1.** The objective function in Eq. (3) is specifically designed to be in $L_2,q$-norm. To avoid the excessive influence of large residuals caused by noise and outliers contained in the point cloud, we choose a small $q \in (0, 1)$ value. Though the sparse $L_2,q$-norm leads to a nonconvex problem, it is known that $l_q, q \in (0, 1)$ outperforms $l_2$ and even $l_1$ in presence of noise, outlines and sharp features [Avron et al. 2010; Bouaziz et al. 2013]. In addition, by using $L_2,q$-norm, we are not solving for simple element sparsity, but instead for group sparsity [Eldar et al. 2010] where all components of a residual vector $z_i$ vanish simultaneously. As shown in Fig. 3, choosing $q \in (0, 1)$ significantly improves the resilience of the method to large amount of noise and outliers. With the decreasing $q$ value, the reconstruction gets less affected by the noise and outliers contained in the input point cloud and delivers better results.

**Remark 2.** The sparse coding matrix $B$ encodes the connectivity information of mesh $M$. Each column $b_i$ has at most three nonzero elements $b_i^1, b_i^2$ and $b_i^3$ indicating the sparsity of the dictionary, which also implies that point $p_i$ corresponds to the triangle formed by vertices $v_1, v_2$, and $v_3$. In this way, each sampling point $p_i$ introduces one triangle, and point set $\mathbb{P}$ introduces at most $n$ triangles as different sample points may correspond to the same triangle.

According to Euler-Poincaré formula, the number of triangles in a triangular mesh with $m$ vertices is about $2m$, which suggests that we choose $m \leq n/2$. It is also worth pointing out that our approach is different from classic sparse coding since in our approach sparseness itself is not an optimization objective and the number of basis elements is fixed to be three.

### 3.3 Regularization

The regularization term $E_{\text{reg}}$ is to regularize the reconstructed mesh $M$ to produce good mesh quality.

While the reconstructed mesh should cover the whole region spanned by the sample point set, we would like the mesh vertices to be distributed relatively evenly in space. Observing that over all the triangles of the same area, the one with the shortest perimeter is equilateral, we introduce the following edge length term to the regularization term:

$$
E_{\text{edge}} = \frac{1}{7} \sum \|e_i\|_2^2,
$$

where $l$ is the number of edges and $e_i$ represents the vector of an edge of mesh $M$. If the two end vertices of the edge are $v_i$ and $v_j$, then $e_i = v_j - v_i$. Thus the edge length term is quadratic in $V$.

Moreover, in case reliable normals at points are supplied with the point set, such prior information can still be incorporated into our optimization model to guide the reconstruction. Specifically, consider point $p_i$ with normal vector $n_{p_i}$. If $p_i$ corresponds to triangle $f$, we align the normal of triangle $f$ with $n_{p_i}$ by enforcing $n_{p_i} \cdot e_j = 0$ for three edges $e_j$ of triangle $f$. Thus a normal regularization term is defined:

$$
E_{\text{normal}} = \frac{1}{3n} \sum \sum (n_{p_i} \cdot e_j)^2,
$$

which is also quadratic in $V$.

**Overall regularization term.** By integrating both terms together, we obtain the overall regularization term: $E_{\text{reg}} = \omega_E E_{\text{edge}} + \omega_n E_{\text{normal}}$, where $\omega_E$ and $\omega_n$ are nonnegative tradeoff weights. Here we want to emphasize that the normal regularization is not necessarily required in our formulation, and if the input data do not supply reliable normal information, $\omega_n$ is simply set to zero. In our experiments, all examples except the surface reconstruction benchmark tests are computed without the normal regularization term.

### 4 Numerical Optimization

We have converted the problem of constructing mesh $M$ from $\mathbb{P}$ into solving a constrained optimization problem (2), which could be very hard (NP-hard) [Vavasis 2009]. This section describes an efficient alternating direction optimization approach to solve the problem, which involves three steps: initialization, sparse coding and dictionary update. The initialization step is to initialize the dictionary $V$ and sparse coding matrix $B$. While sparse coding is to fix $V$ and update $B$, dictionary update is to fix $B$ and update $V$. This type of alternating directions optimization strategy is quite common and empirically successful in dictionary learning and matrix factorization [Mairal et al. 2010; Jain et al. 2013]. When the iteration converges, we can obtain a triangular mesh $M$ in that dictionary $V$ represents the positions of vertices and sparse coding matrix $B$ encodes its triangulation. The whole algorithm is outlined in Alg. 1, followed by the detailed description of the three steps.
Algorithm 1: Dictionary Learning Based Surface Reconstruction.

Input:
- Point cloud: \( P = \{p_1, \cdots, p_n\} \in \mathbb{R}^{3 \times n} \).
1: Initialize dictionary \( V \) and sparse coding matrix \( B \) from \( P \); 
2: repeat
3: Update matrix \( B \) (Sparse Coding);
4: Update \( V \) (Dictionary Update);
5: until convergence 
6: return Mesh \( M(V, F) \);

4.1 Initialization

First, we sample \( m \) points from point set \( P \) by applying Poisson-disk Sampling algorithm [Corsini et al. 2012], which gives the initial positions of the reconstructed mesh vertices.

Second, we construct the initial sparse coding matrix \( B \) which gives the connectivity of the mesh. We start with an empty mesh and progressively update it by checking each input point. For point \( p_i \), we select its \( k \)-nearest points in \( V \) to construct a triangle set \( T(p_i) \), which has at most \( \binom{k}{3} \) triangles. The triangle to which point \( p_i \) corresponds is chosen from triangle set \( T(p_i) \) according to the following two criteria and it is then added into the current mesh. Our goal is to find the triangle that helps minimize the objective function of Eq. (2) and updates the current mesh without violating the manifold property. Once the triangle is selected, column vector \( B_i \) is then initialized by solving Eq. (1).

**Projection energy.** We define a projection energy \( E(p_i, f) \) for point \( p_i \) and triangle \( f \in T(p_i) \):

\[
E(p_i, f) = E_{\text{appr}}(p_i, f) + \omega_E E_{\text{edge}}(f) + \omega_E E_{\text{normal}}(p_i, f) \tag{6}
\]

where \( E_{\text{appr}}(p_i, f) = |d(p_i, f)|^s \), \( E_{\text{edge}}(f) = \frac{1}{3} \sum_{e \in f} ||e||^2 \), and \( E_{\text{normal}}(p_i, f) = \frac{1}{3} \sum_{e \in f} (e_i \cdot n_{p_i})^2 \). Eq. (6) can be considered as a special case of Eq. (2) for point \( p_i \) and triangle \( f \). We compute the projection energy for each triangle in \( T(p_i) \).

**Manifold constraint.** Note that in the optimization model of Eq. (2), the manifold constraint \( B \in \mathbb{M}^T \) is a hard constraint. Thus we search for the triangle in \( T(p_i) \) with the smallest energy value and check whether adding it to the current mesh still forms a manifold mesh. If not, we remove the triangle. This process is repeated until there is no triangle left or we meet a triangle that makes the updated mesh still a manifold when it is added to the current mesh. Then this triangle is selected.

It can be seen that this initialization process depends on the order of processing the input points. The generated initial mesh is typically not of high quality in terms of both geometry and topology. However, it provides an initial manifold mesh. The vertex positions and connectivity will be improved later by the proposed sparse coding and dictionary update which minimize Eq. (2).

4.2 Sparse Coding

In sparse coding, the dictionary \( V \) is fixed and the challenge of the optimization problem lies in identifying which three dictionary elements \( v_r, v_s, v_t \) should be chosen for each point \( p_i \) such that the \( E_{\text{appr}} + E_{\text{edge}} \) value is the smallest among all possible dictionary element combinations. Once the three optimal elements are determined, the coefficient update becomes a simple least squares problem (Eq. (1)). A greedy strategy like matching pursuit [Mallat and Zhang 1993] can be used to identify the optimal dictionary elements. However, it requires \( O(m) \) operations per sample point, and \( O(mm) \) operations for updating all the coefficients. Here, we propose an edge-based sparse coding method that is found to be very efficient in practice.

**Edge-based sparse coding** Since we have already had a manifold mesh after the initialization, the basic idea here is to update connectivity of the current mesh rather than start from scratch. The updating process basically involves edge swap that adjusts the connectivity of four vertices to improve the triangulation (i.e., minimize the objective function in our problem), edge insertion in the boundary that will cause insertion of triangles into the mesh and thus extend the mesh so as to probably fill in an unwanted hole or gap, and triangle removal in the region where the surface does have a hole. While these are local operations, we use a recursive strategy to achieve a certain level of global effects. The first two operations are based on edges, which are outlined in Alg. 3. The whole sparse coding algorithm is to iterate the edge-based operations and after the edge-based update is done, the third process of triangle removal is performed, as illustrated in Alg. 2.

Specifically, to implement the edge-based sparse coding, a priority queue \( Q \) (in the descending order of \( E(e_i) \)) with paired elements \((e_i, E(e_i))\) is initialized by adding all the edges from \( M \). \( E(e_i) \) is defined as the sum of the projection energy of all sample points corresponding to the triangles containing edge \( e_i \):

\[
E(e_i) = \sum_{j=1}^{n_1} \sum_{k=1}^{n_2} E(p_k, f_j), \tag{7}
\]

where \( s \) is the number of triangles that contain \( e_i \) and \( n_j \) is the number of sample points which correspond to triangle \( f_j \).

In each iteration, the first element \((e_i, E(e_i))\) of queue \( Q \) that has the largest projection energy is likely to be updated is fetched from the set. A recursive edge-update process (Alg. 3) is then applied for \( e_i \) according to its edge type:

- **\( e_i \) is an inner edge.** \( e_i \) will be swapped as shown in Fig. 4 if its opposing edge initially does not exist in mesh \( M \) and its projection energy \( E(e_i) \) decreases after edge swap operation. The opposing edge of \( e_i \) is the one that would replace \( e_i \) after the edge swap. If initially the opposing edge is already in the mesh, swapping \( e_i \) would result in a non-manifold edge [Dyer et al. 2007], which is thus not allowed.

- **\( e_i \) is a boundary edge.** We join \( e_i \) with its two adjacent boundary edges and obtain two virtual triangles (Fig. 5). If the sample points corresponding to the triangle containing \( e_i \) can be changed to corresponding any of the new virtual triangles with less energy, the new triangle with less projection energy is added into mesh \( M \), and the new generated edge is added to set \( Q \).

- If \( E(e_i) \) decreases, the projection energy of corresponding sample points, edges, and triangles are updated, and the neighbor edges of \( e_i \) (the edges except \( e_i \) in triangle \( f_1 \) and \( f_2 \) in Fig. 4(left) and Fig. 5(left)) are then updated similarly following the descending order of the newly updated projection energy.

It can be seen that these edge-based operations will decrease the objective energy and the local operations are propagated to other areas via the recursive strategy.

When set \( Q \) is empty, it means that the edges in set \( Q \) have not been updated in this sparse coding stage. The algorithm will con-
Figure 4: Inner edge. Left: Inner edge $e_i$(red solid line) with large projection energy $E(e_i)$ before edge-swap. Right: projection energy $E(e_i)$ decreases significantly after edge-swap.

Figure 5: Boundary edge. Left: triangle $f_2$ is added to $M$ if some sample points initially corresponding to triangle $f_1$ are projected to $f_2$ with less projection energy. Right: if no sample point corresponding to triangle $f_1$ is changed to corresponding to any of the two virtual triangles, the virtual triangles will not be added.

Figure 6: Sparse coding on a cube model. Left: two-face patch with large projection energy along the edge of cube. Middle: the edge of the cube is recovered accurately with the decreased energy after edge-swap. Right: energy monotonously decreases with the increase of the iterations.

Properties of sparse coding. The proposed edge-based sparse coding algorithm has the following properties:

- **Manifoldness.** The mesh updated by the sparse coding process is still manifold. This is because edge swap and boundary triangle insertion in the sparse coding do not affect the manifold property of the input mesh.

- **Energy decreasing.** The total energy Eq. (2) would monotonously decrease with iterations. This is because the operations of sparse coding decrease the projection energy of sample points corresponding to triangles containing $e_i$ with the projection energy of other sample points unchanged. As shown in the cube model in Fig. 6, the total energy monotonously decreases with the increase of the iterations, and the triangulation of the mesh after sparse coding gets better.

- **Computational efficiency.** The proposed sparse coding algorithm can efficiently optimize the coefficient weights compared to the matching pursuit method [Mallat and Zhang 1993]. Our algorithm is designed based on the observation that if the projection energy of sample points corresponding to triangle $f$ decreases, the projection energy of these sample points may further decrease if they are projected to the neighboring triangles of $f$ and it is unlikely to decrease the projection energy if they are projected to triangles that are far away from $f$. As a result, the algorithm tends to have linear running time in practice. For example, we have tested six models on the ratios of the number of EdgeUpdate operations to the edge number under different sampling rates and found that the change of the ratios is quite small, as shown in Fig. 7.

![Algorithm 2 SparseCoding($M(V, F)$).](image)

1. Add $(e_i, E(e_i))$ of all edges $e_i$ from $M$ into queue $Q$.
2. while $Q \neq \emptyset$ do
3. Select the element with highest $E(e_i)$ value from $Q$.
4. Call EdgeUpdate($e_i, E(e_i)$).
5. endwhile
6. Check and Delete triangles that have no corresponding sample points.
7. return $M(V, F)$;

![Algorithm 3 EdgeUpdate($e_i, E(e_i)$).](image)

![Figure 7: The ratios of the number of EdgeUpdate operations to the edge number under various sampling rates of $m/n$ (5%, 10%, ..., 45%) tested on six models.](image)
4.3 Dictionary Update

Dictionary update is to optimize the vertex positions $V$ with the connectivity fixed, which is equivalent to solving

$$\min_V E_{\text{app}} + E_{\text{reg}}. \tag{8}$$

However, it is hard to optimize Eq. (8) directly as the $E_{\text{app}}$ term contains an $\ell_2$ norm that is non-convex and non-differentiable. Based on variable splitting [Eckstein 1989], we use matrix $Z$ to replace $P = VB$ in term $E_{\text{app}}$. The dictionary update becomes

$$\min_{V,Z} F(V,Z) \quad \text{s.t.} \quad h(V,Z) = 0, \tag{9}$$

where $F(V,Z) = E_{\text{app}} + E_{\text{reg}}$ and $h(V,Z) = Z - P + VB$. The augmented Langrangian function of Eq. (9) is

$$L(V,Z,D) = F(V,Z) + \frac{\gamma}{2} (\|h(V,Z) + D\|^2 - \|D\|^2),$$

with the Lagrangian multiplier $D$. The above problem can be solved by Alternating Direction Method of Multipliers (ADMM) [Boyd et al. 2011], which is efficient for sparse optimization problems with a separable objective function and linear constraints. The algorithm is given in Alg. 4 and the $Z$-subproblem and $V$-subproblem are explained in detail below.

**Algorithm 4** Dictionary update.

<table>
<thead>
<tr>
<th>ADMM $\min_{V,Z} F(V,Z)$ s.t. $h(V,Z) = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primal update $\langle V,Z \rangle = \arg\min_{V,Z} L(V,Z,D;\gamma)$</td>
</tr>
<tr>
<td>$Z$-subproblem: fix $V$, update $Z$</td>
</tr>
<tr>
<td>$V$-subproblem: fix $Z$, update $V$</td>
</tr>
<tr>
<td>Dual update $D = D + \gamma h(V,Z)$</td>
</tr>
<tr>
<td>Primal weight $\gamma$ update</td>
</tr>
</tbody>
</table>

**Z-subproblem.** The subproblem for $Z$ is

$$\min_{z_i} \sum_{i=1}^n \left( \|z_i\|^2_2 + \frac{n\gamma}{2} \|z_i - x_i\|^2 \right), \tag{10}$$

where $z_i$ is the $i^{th}$ column of $Z$ and $x_i$ is the $i^{th}$ column of $(P - VB - D)$. As Eq. (10) can be decomposed into $n$ small problems and the optimal $z_i^*$ is in the form of $z_i^* = \alpha_i x_i$ (see [Wu et al. 2011]), each sub-problem of Eq. (10) can be simplified into a scalar problem:

$$\min_{\alpha_i} \|\alpha_i x_i\|^2_2 + \frac{n\gamma}{2} \|\alpha_i x_i - x_i\|^2_2.$$

The optimal $\alpha_i^*$ can be solved by a few iterations [Marjanovic and Solo 2012].

**V-subproblem.** The subproblem for $V$ is

$$\min_{V} \frac{\omega_v}{m} \sum_{l=1}^f \|e_l\|^2_2 + \frac{\omega_h}{3n} \sum_{i=1}^n \sum_{j \in f} (n_{p_i} \cdot e_j)^2 + \frac{\gamma}{2} \|Z - P + VB + D\|^2_2,$$

which is a quadratic problem in $V$ whose solution can be obtained by solving a linear system. The preconditioned conjugate gradient method with incomplete Cholesky factorization is used in our work to solve the linear system.

In summary, the proposed alternating direction optimization approach iteratively optimizes the triangulation and vertex positions of the reconstructed mesh. Fig. 8 shows an example where the triangulation in the region of the “eye” gets better and better as iterations increase and small holes are filled in the final iterations due to the sparse coding algorithm.

![Figure 8: Both the vertex positions and connectivity are improved (from left to right) as iterations increase.](image)

5 Experimental Results

In this section, we demonstrate the superior performance of the proposed reconstruction method by comparing it with state-of-the-art methods, including Screened Poisson reconstruction (SP) [Kazhdan and Hoppe 2013], Algebraic Point Set Surfaces (APSS) [Guennebaud and Gross 2007], RIMLS [Oztireli et al. 2009], and Singular Cocone reconstruction(SC) [Dey and Wang 2013]. Note that unless specified, state-of-the-art resampling method called EAR [Huang et al. 2013] is used as a pre-processing to re-sample the input point cloud of size $n$ into a set of points with size $m$ and estimate their corresponding normal information, which are needed for SP, APSS and RIMLS methods. Although the SC method does not require normal information, it stills needs EAR for preprocessing since SC cannot deal with noisy input. By contrast, our method does not need normal information and is robust to noise, and thus we only use the simple Poisson-disk sampling, instead of the advanced and complex EAR algorithm, as the preprocessing for our method to generate an initial dictionary.

For our reconstruction method, we fix the neighborhood size for each point $p_i$ to be 10 for KNN search. Typically, larger $m$ leads to smaller approximation error between the reconstructed mesh $M$ and the ground truth surface $S$, as shown in Fig. 9. Considering that the input point cloud $P$ is often over-dense with noise and large $m$ will also increase computational cost, we empirically set $m = 0.4 \times n$, i.e. 40% of the input point cloud set size, for all the tested examples. For parameter $q$ in the $l_{2,q}$ norm in (3), Fig. 3 shows the reconstructed results and the Hausdorff distance $\varepsilon$ between the reconstructed mesh $M$ and the ground truth surface $S$. We can see that when $q$ decreases, the reconstructed mesh gets better and the Hausdorff distance $\varepsilon$ gets smaller. As smaller $q$ will need more iterations and computation time in Dictionary update and make the problem become more non-convex and prone to local minima, we set $q = 0.3$ in our model to have a good trade-off between performance and computation time. The input point cloud is normalized before processing, and the trade-off parameters $\omega_v$ and $\omega_h$ are chosen in the range of $[1, 3]$, and we empirically set $\omega_v = 2.5$ and $\omega_h = 1.6$ for all the experiments. All the tests are run on a
5.1 Visual Comparisons

Here, we give visual comparisons of the reconstruction results between our proposed method and state-of-the-art approaches in the following aspects. Note that, similar to other implicit methods, the SP, APSS and RIMLS methods require sufficient grid resolution in order to well preserve surface details. We experimentally find that a resolution of $350^3$ provides sufficient resolution for the APSS and RIMLS methods. For the SP method, we empirically set its octree depth to $10$, which achieves good reconstruction performance.

Surface detail recovering and sharp feature preserving. As described in Section 3.1, our method is to minimize the distance metric between the input points $P$ and the reconstructed mesh $M$, which is better than the conventional explicit approaches that use the distance between $P$ and the reconstructed mesh vertices $V$. Besides, in many existing methods, sparsity regularization is applied to the normal difference of adjacent points from the reconstructed mesh or resampled points, which may cause the staircase effects. The $\ell_{2,q}$-norm is applied to the position residues, and thus help avoid the staircase effects. Our unified framework together with the point-to-mesh distance metric and sparse $\ell_{2,q}$ norm usually delivers higher reconstruction accuracy and better preserves surface details and geometric features. As shown in Fig. 1 where the model contains various geometric features such as sharp and semi-sharp features and different levels of surface details, our method can successfully recover them. In Fig. 10, the over-sharpened effect can be observed for SP, which is caused by the normal estimation with the EAR method. In Fig. 11, the use of least square for normal difference in SP smooths out the sharp features.

Robust to noise & outliers. Fig. 10 shows the reconstruction results with different levels of noise and outliers applied to different regions of the input point cloud. Our method performs well for such a heavily corrupted input, while the SP method over EAR produces over-sharpened edges. Fig. 11 gives another example, where the comparative methods generate over-smoothed geometric details and sharp features, while our method preserves them well. One major reason for the limited performance of the implicit methods is that the preprocessing of the EAR algorithm cannot generate accurate normals at the sharp edges in the presence of severe noise (see the 2nd column of Fig. 11). By contrast, our proposed joint optimization framework does not need a step of normal estimation at all and the $\ell_{2,q}$, $q \in (0,1)$ norm used in our objective function defined in (3) also makes our method robust to noise and outliers.

High triangle quality. In our optimization model (2), we introduce the $E_{\text{edge}}$ term to encourage vertices on the reconstructed mesh to be uniformly distributed, which leads to better triangle quality. A reconstructed mesh with high triangle quality means more equilateral triangles or more $60^\circ$ angles. Fig. 12 gives the angle distributions of the reconstructed Merlion meshes by SC and our methods displayed in Fig. 1. It can be seen that the angle distribution of our reconstructed mesh concentrates around $60^\circ$, better than that of the SC method.
Figure 11: Zoom-in results of the cube model with 4% noise using different reconstruction methods. The EAR algorithm is used to resample the input point cloud for the four comparative methods. The second column visualizes the normal produced by EAR.

Figure 13: Various reconstruction results of the chair model. The point cloud is scanned by Kinect. The EAR algorithm is used to resample the noisy input into a clean point set with reliable normals.

Figure 14: Various reconstruction results of the FIFA model. The point cloud is scanned by a laser scanner. Note that here we use locally weighted PCA instead of EAR to estimate normals for the comparative methods. This is to demonstrate that the inferior performance of the comparative methods is not due to the inaccurate normal estimation of a particular preprocessing method.

Figure 15: Surface reconstruction accuracy measured through the benchmark tests. For each of the 5 data sets, the two plots in each column show the mean position distance (top) and the mean normal angle distance (bottom) normalized by the corresponding results of the Poisson reconstruction algorithm. The horizontal axis indicates the number of point samples in the reconstructed surfaces for quality measurement. “Ours” and “Ours(n)” refer to our methods without and with using the normal information provided by the benchmark.
illustration). Note that in Fig. 13 and Fig. 14, we use different methods for normal estimation to show the inferior performance of the comparative methods is not due to the inaccurate normal estimation of a particular preprocessing method.

5.2 Validation on Benchmark

For quantitative evaluation, we use the surface reconstruction benchmark [Berger et al. 2013], which contains multiple virtual scans of five implicit surface models: Anchor, Dancing Children, Daratech, Gargoyle, and Quasimodo. Different virtual scans simulate different scanner artifacts including nonuniform sampling, noise, and misalignment. The surface reconstruction accuracy is measured via computing the mean position distance and the mean normal angle distance between the ground truth surface and the reconstructed surface. For their mathematical definitions, please refer to the paper [Berger et al. 2013]. The mean position distance reflects the overall closeness between the reconstructed surface and the ground truth while the mean normal angle distance describes the quality of the surface details.

Since the benchmark data sets provide points and the normal information, we do not employ the preprocess of EAR here for the comparative methods, which directly use the provided points and normal information as the input. Fig. 15 shows the reconstruction accuracy results of the benchmark evaluation under different number of point samples in the reconstructed surfaces for quality measurement. Note that all the results are normalized by the corresponding results of the original Poisson reconstruction [Kazhdan et al. 2006]. Thus, values less than one in the figure indicate improved accuracy over Poisson reconstruction, and smaller values represent better performance.

We can see from Fig. 15 that our method, “Ours” - the one without using the normal information provided by the benchmark, achieves overall best mean position distance results and competitive results for mean normal angle distance. If we incorporate the normal information by activating the $E_{\text{normal}}$ term in (2), the proposed method, i.e., “Ours(n)”, is able to further improve the mean normal angle distance results at the cost of slightly reducing the position distance performance, as shown in Fig. 15. Fig. 16 illustrates the average reconstruction errors over the 16 noisy registered scans of the benchmark Gargoyle model, where the comparisons among the reconstruction errors by color-coding clearly demonstrate the superior performance of our method. Note that for the benchmark dataset, we have also compared our method with the four comparative methods using EAR for preprocessing and the corresponding quantitative results are provided in the supplementary document, from which similar conclusion can be made.

To evaluate the topology performance, we run the benchmark topology tests on the reconstructed surfaces of different algorithms. Table 1 summarizes the benchmark topology test results in terms of the number of connected components, the total length of boundary components, manifold, and the deviation from the true genus, averaged over all the benchmark point clouds. It can be seen that for the benchmark models SP achieves the best topology test performance and our method is in the second place. However, the SP method is designed for watertight models and it is not suitable for open mesh models. As shown in Table 1, for the non-benchmark Face model with genus three (displayed in Fig. 8), our method significantly outperforms the SP method in the topology tests. Note that for the non-benchmark Face model, since there is no normal information, the EAR algorithm is applied as preprocessing for the four comparative methods. Table 2 gives the running time performance, for which our method is comparable with the other methods. Here the time for normal computation (and denoising) is not included in the running time for other methods. In addition, Table 2 also shows that the number of vertices of the reconstructed meshes by our method is the smallest compared to other methods, which implies that our method produces better reconstruction quality with the same or even lower resolution.

5.3 Limitations

First, our optimization model is nonconvex, which makes it difficult for the solver to theoretically guarantee convergence, and the local minimum is not guaranteed even the algorithm converges. Second, if the point cloud has large holes caused by missing data, our method may fail to fill them since we do not have corresponding sampling points in the hole regions. Fig. 17 gives examples of such failure cases. For these cases, additional hole filling process such as [Sharf et al. 2004] is needed.

![Figure 17: Examples of the failure cases with holes existing in the reconstruction. Left: input point set of the ball model with zoom-in of the missing data regions. Right: our reconstruction.](image_url)

6 Conclusion

We have presented a unified framework using dictionary learning for reconstructing a triangular surface mesh from a dense point cloud. The core of the framework is a constrained $l_2,q$-optimization. The algorithm jointly optimizes both geometry and connectivity of the reconstructed mesh in one phase, which overcomes the inherent
limitations of multi-phase process in the prior art. The presented algorithm has several nice properties: (i) it does not require normal information from point cloud and works for both watertight models and open models in the same way; (ii) it produces high quality reconstruction in terms of both geometric accuracy and mesh connectivity and thus able to recover various levels of surface details and preserve sharp features; and (iii) it is consistently robust to outliers and noise with different scales.
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