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Abstract

This article presents our work proposing in-net-
work caching in IP-based networks by adding 
a content identifier into a newly defined IPv6 
extension header, where the new architecture is 
named CAIP. CAIP abandons the complicated 
name-based forwarding table in ICN, and instead 
integrates IP routing lookup with cache index 
lookup, which is compatible with the IP network 
and also inherits the proven advantages of ICN. 
Cache index exchanging and cooperative caching 
are implemented between one-hop CAIP enabled 
neighboring routers, which is simple but efficient. 
Moreover, for per-chunk caching, as an extension, 
bitmap is introduced to merge multiple request 
packets into one. Performance analysis shows that 
CAIP gains significant performance improvement 
in terms of access delay and traffic load.

Introduction
Recently, Internet access from mobile devices has 
grown dramatically in popularity, and according 
to Cisco’s VNI report [1], 80 percent of all IP traf-
fic will be represented by video traffic in 2019. 
Hence, content retrieval applications will contrib-
ute to most Internet traffic. However, while the 
demand for multimedia contents has increased 
tremendously in recent years, the capacity growth 
of the wireless link, mobile radio network, and 
mobile core network cannot practically cope 
with the explosively growing bandwidth demand. 
Moreover, the IP network is designed and treated 
as dump pipes, which makes the network carry a 
large number of duplicate data.

In fact, consumers are usually interested in the 
contents themselves rather than where they are 
located. Meanwhile, in the current Internet, a sig-
nificant proportion of the tremendous increas-
ing network traffic is from duplicate requested 
contents. Therefore, a feasible method should be 
integrating content cache and delivery as a legacy 
network feature, which means the contents can 
be cached by any network entities equipped with 
high-performance storage. By means of some new 
network technologies, such as software defined 
networking (SDN) and locator/identifier separa-
tion, some research work has introduced in-net-
work caching into the architecture design, such 
as [2, 3]. However, these schemes usually require 
centralized servers to dynamically maintain the 

mapping of cached contents and the correspond-
ing locations, which will lead to the scalability 
issue. Based on the consideration of fully distribut-
ed processing, a number of innovative new Inter-
net infrastructures shifting from the current 
host-to-host communication model to a receiv-
er-driven content retrieval model have been pro-
posed. These innovative network design schemes 
for the future Internet architecture are uniformly 
called information-centric networking (ICN)[4], 
which is currently being investigated and devel-
oped in several projects, such as Named Data 
Network (NDN) [5] and Data-Oriented Network 
Architecture (DONA) [6]. In spite of some dis-
tinctive differences between them (e.g., content 
naming, security mechanisms, routing strategies, 
cache management), they share a common prop-
erty of a receiver-driven data exchange model 
based on content names (or identifiers). The pri-
mary goal of ICN is to facilitate in-network cach-
ing for universal content caching in every internal 
network node, and it enables routers to cache 
passing-by data to satisfy subsequent requests. It 
can effectively reduce the distance between the 
consumers and the content data, and the caching 
policy can adapt to any dynamic traffic without 
any specific deployment.

However, this type of clean-slate approach has 
created a trajectory that is to replace the current 
IP-based Internet. ICN comes with some signif-
icant drawbacks and is complicated to execute 
[7]. For instance, replacing IP by ICN as the main 
Internet protocol comes with burdens of not 
only tedious standardization procedures, but also 
agreements among many stakeholders involved in 
the current Internet, such as operators, vendors, 
and policymakers. Moreover, although the idea 
of hierarchical name structure is introduced in 
NDN, the huge volume of contents in the Inter-
net still requires a huge number of content prefix-
es, which can result in the size of the forwarding 
information base (FIB) in NDN usually being sev-
eral orders of magnitude larger than that of the IP 
routing table in the current Internet. Meanwhile, 
routers in NDN need to handle routing updating 
due to content publishing or deletion, and cach-
ing update as well as caching policy, which results 
in the FIB being updated much more frequently 
than the traditional IP routing table.

Furthermore, some aspects of ICN have not 
yet been recognized and still require practical 

A Withered Tree Comes to Life Again: 
Enabling In-Network Caching in the 

Traditional IP Network
Kaiping Xue, Tingting Hu, Xiang Zhang, Peilin Hong, David S.L. Wei, and Feng Wu 

Accepted from Open Call

The authors propose 
in-network caching in 
IP-based networks by 
adding a content identifier 
into a newly defined IPv6 
extension header, where 
the new architecture is 
named CAIP. CAIP aban-
dons the complicated 
name-based forwarding 
table in ICN, and instead 
integrates IP routing look-
up with cache index look-
up, which is compatible 
with the IP network and 
also inherits the proven 
advantages of ICN.

Kaiping Xue, Tingting Hu, Xiang Zhang, Peilin Hong, and Feng Wu are with the University of Science and Technology of China; David Wei is with Fordham University.
Digital Object Identifier:
10.1109/MCOM.2017.1600487



IEEE Communications Magazine • November 2017 187

solutions, such as content name resolution, and 
efficient name-based forwarding table mainte-
nance and lookup (e.g., the longest prefix match-
ing of a variable-length hierarchical name). In 
addition, it is worth mentioning that a certain per-
centage of traffic (about 30 percent now, and it 
takes up a higher proportion of the session num-
ber) is still generated by end-to-end sessions and 
relies on host addresses (e.g., voice calls, emails, 
instant messages), in which involved contents are 
not repeated or requested by multiple customers. 
For these end-to-end sessions, compared to the IP 
network, ICN has no any advantages.

Therefore, an awkward situation arises. On 
one hand, with the progress of technologies, 
core network devices can have strong comput-
ing power and large enough storage capacity, in 
addition to transmitting capacity, but not be well 
utilized to reduce redundancy. How to lever-
age core network elements’ growing computing 
and storage capacity to reduce redundancy is a 
pressing issue that demands prompt solutions. 
On the other hand, the future Internet architec-
ture aims to replace the current network, but it 
is still debating, and more research is ongoing. 
Thus, no one else can completely replace the 
existing network architecture within a predict-
able time.

Therefore, the appropriate approach is to 
gradually improve and evolve the current IP net-
work architecture, which requires the features of 
optional in-network caching, supporting legacy 
TCP/IP-based applications, and being capable of 
processing traditional IP packets. We define an 
IPv6 extension header to make legacy IP packets 
content-aware. Also, we still use traditional IP 
routing and use longest prefix match (LPM) for 
IP forwarding. Recently, Detti et al. [8] defined 
an IP option to make IP packets content-aware; 
their work is named CONET. They do a measure-
ment to show that the added IP option handling 
is not a critical performance bottleneck. Howev-
er, it is essentially still an ICN scheme over an IP 
network, which has complicated name-based for-
warding tables, and a source routing mechanism 
is introduced to guarantee bidirectional commu-
nications to traverse the same routers. The main 
purpose of CONET is to achieve the coexistence 
of traditional IP and ICN, and finally transit the 
network architecture from IP to ICN. However, 
the goal of our scheme is to enable traditional 
IP to have in-network caching with no need for 
complicated name-based forwarding. Like the 
Network Address Translation (NAT) technolo-
gy, CAIP can make traditional IP to come to life 
again.

Our contributions in this article can be summa-
rized as follows: 

•We define a new IPv6 extension header to
carry the content identifier, which can make lega-
cy IP packets content-aware and enable the rout-
ers to have the capacity of in-network caching 
and content retrieval. For routers in the network, 
the processing of the extension header is option-
al, which means that it does not require all routers 
to support this newly designed extension header 
and the corresponding function processing. The 
existing legacy routers can still work well and just 
treat the IP packets with the new extension head-
er as the legacy ones so that the new network 

architecture can be deployed step by step. The 
more CAIP enabled routers, the better the perfor-
mance of the system. 

•We enable each CAIP enabled router to
implement local lookup in a cache index table 
and legacy IP-based routing with no need for 
complicated name-based routing and forwarding. 
This way, it can still deal with in-network caching 
and fast forwarding. The cache index exchang-
ing and cooperative caching are implemented 
between one-hop neighboring CAIP-enabled rout-
ers, which can increase the local cache hit ratio 
without much interaction complexity.

•Aiming to reduce the number of request
packets, we introduce the bitmap structure into 
the newly defined IPv6 extension header.

The rest of this article is organized as follows. 
We state our motivation and describe the pro-
posed CAIP framework in the following section. 
Then operations in a router are described. Neigh-
boring CAIP router discovery and cooperative 
caching policy are given. Moreover, for per-chunk 
caching, an extension of introducing bitmap in 
CAIP is proposed to reduce the number of 
requested packets. Then performance evaluation 
is shown, and the final section draws conclusions 
about our work.

Our Proposed CAIP Framework

The Main Design Motivation

CAIP is a new architecture to achieve in-network 
caching in the current IP network, which needs 
no change of the current host-to-host communi-
cation model; also, it is content-aware for content 
retrieving services. On one hand, because CAIP 
is intrinsically supported by the underlying IP 
routing, such end-to-end communication sessions 
could continue to be supported, and CAIP can 
achieve fast IP forwarding. On the other hand, 
CAIP facilitates in-network caching in core net-
work so as to ensure that the content services 
such as video streaming can be fetched much 
more closely and quickly.

Basic Components of CAIP
For achieving in-network caching in the current 
IP network, a content identifier is carried in the 
extension header of an IPv6 packet, which makes 
the IP packet content-aware, so routers can quick-
ly process the packet without deep packet inspec-
tion to fetch the content message. In addition, 
CAIP enabled routers can handle the processing 
of the new defined extension header in IP pack-
ets, manage content record entries, and have the 
capability of caching. Figure 1 shows the process 
of establishing a service session in CAIP, and also 
gives the format of the novel IP extension header. 
Such an architecture enables the following three 
main functionalities related to the life cycle of a 
session with the newly defined IPv6 extension 
header support.

IPv6 Extension Header Pre-Process (Box1): 
A consumer can send out one of two types of 
request messages: a legacy IP packet without the 
newly defined IPv6 extension header support, or 
an IP packet with the newly defined IPv6 exten-
sion header support. Whether it has the IPv6 
extension header with the content identifier or 
not is determined by the type of service (e.g., for 
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video service, this extension header is required, 
while for email service, it is not).

Request Resolution (Box2): For a packet with 
IP extension header support, the CAIP enabled 
router checks whether it has the requested con-
tent related to the identifier in the new defined 
extension header of the IP packet. If not, it will 
then determine the next hop toward the desti-
nation server based on IP routing. The request 
routing decision is then carried out hop by hop 
at each CAIP router until the content is reached.

Delivery (Box3): Content delivery is along the 
reverse of the request path based on forward-
ing states created during the associated request 
phase. In order to realize reliable transmission 
hop by hop, the packets should be reassembled 
first as in ICN. For sake of simplicity, in this article, 
we consider a packet carrying a small chunk with-
out fragments.

Harnessing the content identifier in a novel 
IPv6 extension header can help the current IP 
network be content-aware, which would benefit 
from an ICN-specific in-network caching policy. 
This approach can be implemented with good 
support of the current IP network without mak-
ing substantial changes. For data transmission of 
multimedia services, we define the IPv6 extension 
header format as shown in Fig. 1. The Type field 
indicates whether the IP packet is upstream (a 
request packet) or downstream (a content data 
packet),which should be further allocated by the 
Internet Assigned Numbers Authority (IANA). The 
Length field gives the variable length of the IP 
extension header in bytes. The CID field specifies 
the content identifier to identify the carried or 
requested content data.

Routers in CAIP can be classified as legacy 
routers, which do not support CAIP handling, and 
CAIP routers, which support CAIP handling. The 
deployment of CAIP routers is managed by the 
infrastructure providers (e.g., network operators) 
according to the consumers’ geographical distri-

bution, historical traffic load statistics, operators’ 
will, and so on. From the perspective of perfor-
mance effect, for consumer-concentrated areas 
and aggregated traffic areas, the more CAIP rout-
ers are deployed, the better the performance.

Each CAIP router contains three more con-
tent management related components than the 
legacy ones: a request integration table (RIT), a 
content index (CI), and a content store (CS). The 
forwarding model of a CAIP router is the same 
as the legacy IP router, which is based on the IP 
routing table and forwarding table. The CS is a 
temporary cache of chunks in accordance with 
cache strategies. In order to facilitate querying the 
presence of the requested content in the CS, we 
consider using a CI, which maps the chunk iden-
tifier to the cache position that points to the local 
CS. The RIT contains forwarding state information 
for each unacknowledged Interest packet, that 
is, maintaining the addresses of the former-hop 
neighbor routers from which each individual 
request comes, thereby ensuring that the data can 
be responded to correctly. A CAIP router basi-
cally receives one or more requests for the same 
content identifier forwarded from its neighboring 
routers, and the router only needs to forward it 
once so as to avoid duplication of the request for-
warding. In other words, if the requested content 
identifier exists in the RIT, forwarding the subse-
quent request for the same content would be no 
longer performed in a CAIP router, and just one 
copy of content traverses the reverse path to this 
CAIP router, which in turn significantly reduces 
the traffic load.

Operations
The corresponding process that is required to be 
implemented within each CAIP router is best illus-
trated by the example in Fig. 2. The retrieval of 
content data involves a sequence of packet pro-
cessing phases, in which the upstream and down-
stream processes are discussed separately.

Figure 1. CAIP framework.
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Upstream Process: A consumer requests the 
service by issuing a request, which includes the 
content ID in the IP extension header. Meanwhile, 
the consumer should know the destination IP of 
the service and include it in the IP header. Legacy 
routers treat these types of request packets and 
legacy packets the same, and just forwards pack-
ets to the next hop according to the IP routing. 
For a CAIP router, each packet will experience a 
series of the following processes. The CAIP rout-
er first confirms whether there is a new defined 
extension header in the packet. For a request 
packet without the extension header, the router 
will simply forward it based on IP routing. Oth-
erwise, the router will implement the following 
steps to reflect the benefit of in-network caching 
in CAIP. First, the CAIP router checks the CI for 
matching data. If there is an entry for the given 
content ID, the router will return the content data 
to the former CAIP router, whose IP address is 
recorded in the fourth field in the IP option of the 
received request packet. Otherwise, the router 
checks whether the content ID exists in its RIT. 
If a matching entry exists, it only needs to add 
the IP address of the former CAIP router in the 
matched RIT entry. If there is no matched entry, 
the router will add a new record in the RIT entry, 
which includes the previous CAIP router address. 
Then the CAIP router forwards the request to the 
next hop based on the IP routing. Moreover, the 
same operation is performed continuously in the 
path to the destination, until a suitable intermedi-
ate caching node is reached that has cached the 
corresponding content, or the destination server 
to retrieve the corresponding content in the worst 
case. The content server in CAIP should also be 
modified to process the IPv6 extension header to 
get the content identifier and then return the cor-
responding content data, which is also carried in 
packets with the new defined extension header.

Downstream Process: When receiving content 
packets with a CID, for a legacy router, it just for-
wards the packet to the next hop based on the IP 
routing. For a CAIP router, it will look up the RIT 
and forward the data packet to all nodes with the 
IP addresses listed in the entry with this content 

ID. As there are several legacy routers between 
the two neighboring CAIP routers, we can use 
an IP-in-IP tunnel mechanism (or other suitable 
means) to achieve direct transmission between 
the two neighboring CAIP routers. Subsequently, 
it wipes the matching RIT entry, and caches the 
content into the CS, and also updates the index 
table in the CI.

Content packets always go through the 
reserve path of a corresponding request packet. 
This means that each content packet can pass in 
reverse the CAIP routers the related request pack-
et has passed. This mechanism ensures the feasi-
bility of request aggregation, and the content data 
delivery can be made only one in some paths and 
separated to multiple ones to the downstream 
nodes according to RIT entries.

Neighboring CAIP Router Discovery and 
Cooperative Caching Policy

An important issue behind our architecture is 
deploying a simple but effective caching policy 
to make the best use of in-network caching and 
reduce redundancy. In this article, we do not 
adopt a complicated cooperative caching mech-
anism in our architecture, but only introduce a 
cache index exchange and one-hop neighbor 
cooperative caching mechanism named NCC.

At first, the CAIP router needs to discover its 
neighboring CAIP routers. In general, if two rout-
ers are at a distance of one hop physically, they 
can be defined as neighboring routers. However, 
there might be some legacy routers lying between 
the two neighboring CAIP routers in our archi-
tecture, as shown in Fig. 1. Thus, we cannot use 
the usual way of broadcasting to discover the 
neighboring router, which may induce large-scale 
network traffic. Hence, we need a simple but 
effective strategy to achieve neighboring router 
discovery.

As previously mentioned, we justify that due 
to the request integration, each content packet 
should reversely pass the CAIP routers through 
which the related request packets have already 
passed. The simple method is that the latter 

Figure 2. Forwarding process at a CAIP router.
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CAIP router maintains IP addresses of the previ-
ous CAIP routers during the upstream process. 
However, there might be some legacy routers 
lying between the two neighboring CAIP routers. 
Therefore, we propose an IP address replacement 
scheme, shown in Fig. 3, to guarantee that con-
tent packets always go through the reverse path 
of the corresponding request packets. We have 
found that in this basic operation mechanism, the 
IP addresses of the previous CAIP routers have 
been recorded during the upstream and down-
stream. Thus, we can also use this mechanism to 
find neighboring routers with no need for much 
more extra overhead.

The IP address replacement scheme works as 
follows. As Fig. 3a shows, when the CAIP router 
R1 cache misses and the RIT in the CAIP rout-
er R1 has no corresponding item, the source IP 
address will be recorded into the RIT. Then R1 
should let the next CAIP router or the content 
server know its IP address due to the request 
integration. Therefore, it replaces the source IP 
address with its own IP address. Then the CAIP 
router R2 that receives this request would know 
about the IP address of R1. Since there are no 
other CAIP routers between these two CAIP 
routers, we can define these two CAIP routers as 
neighbors. For the downstream, as shown in Fig. 
3b, R2 can deliver the content to R1 by means of 
replacing the destination IP address with R1 based 
on RIT. This IP address replacement scheme not 
only guarantees the path symmetrically, but also 

achieves neighboring router discovery simultane-
ously.

When the neighbor relationship is established, 
routers are still not aware of what contents neigh-
boring routers have cached when making cach-
ing decisions. To eliminate this unawareness, 
each CAIP router exchanges its own cache index 
with its neighbors. With neighbors’ cache indi-
ces and their own cache indices, nearby routers 
can implicitly cooperate to serve each other’s 
requests. NCC is a real-time policy. When receiv-
ing a new content object, the router should deter-
mine whether to cache it or not. The router first 
checks its neighbor table. If the new content 
object is already presented in the neighbor table, 
this indicates that at least one of its neighbors has 
cached the content, and the router will not cache 
it again. Otherwise, the router adds the new con-
tent object to its own CS.

Furthermore, other cooperative caching poli-
cies for ICN [9, 10] can also be further considered 
for our proposed architecture. We investigate 
simpler but more effective cooperative caching 
mechanisms and give a detailed performance 
evaluation.

Extension: Per-Chunk Caching
In the vast majority of ICN studies, due to the lim-
itation of the underlying maximum transmission 
unit (MTU), a large chunk must be fragmented to 
several fragments and re-assembled at each rout-
er. For the re-assembling operation, all the frag-

Figure 3. IP address replacement scheme: a) upstream IP address replacement; b) downstream IP address 
replacement.
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ments must be gathered, which leads to spending 
much time on gathering. Small size chunks can 
avoid being fragmented into too many fragments 
and are flexible for being cached in the router, 
but the data consumer has to send Interest pack-
ets frequently, especially for high definition video 
delivery. Therefore, we adopt small chunk size 
for transmission, and group multiple sequential 
chunks as a big chunk (named Content).

Here, we further describe how we use a bit-
map structure in the defined IP extension head-
er to reduce the number of request packets. We 
update the CID field in the request packet to the 
triple <CID, bitmap length, bitmap> and update 
the CID field in the data packet to the triple <CID, 
total number of chunks, Chunk No.>. Each con-
tent consists of multiple sequential chunks, which 
are identified by sequential sequence numbers as 
1, 2, …. Each request packet is embedded with 
a CID with an optional bitmap structure, which 
can be utilized to request all or part of the whole 
content. The bitmap length indicates the num-
ber of chunks in a content that the user wants to 
request. In an n-bit bitmap, each bit represents a 
chunk and sets to 0 or 1, where 1 indicates that 
the chunk with the corresponding sequence num-
ber has been received, and 0 indicates that the 
corresponding chunk has not yet been received 
and is still in request. RIT should also be modi-
fied in such a way. For each CID, there are mul-
tiple entries, where each value of “previous CAIP 
router address” is followed by a corresponding 
bitmap. We also define a new bitmap structure 
named B-M following each CID in RIT, which is 
the result of the bitwise operation of AND on all 
bitmaps corresponding to the same CID.

As shown in Fig. 4, during the upstream pro-
cess, when each CAIP router along the path 
receives a request packet, it first checks wheth-
er it has the chunks corresponding to the bits of 
the bitmap with 0. (If some chunks are confirmed 
to be cached in one of the neighboring CAIP 
routers, it will redirect the request to fetch the 
chunks.)Then this router reversely provides the 
matched chunks and modifies the corresponding 

bits of the bitmap in the request to 1. If the updat-
ed bitmap is not full of 1s, the router stores it 
together with the source IP in the IP header of the 
packet (as the “the previous CAIP router” value) 
in RIT. Then the router further updates the bitmap 
in the packet by implementing the bitwise OR 
operation on the bitmap in the request and the 
result of the NOT operation of the corresponding 
B-M in RIT. The router further forwards the updat-
ed request packet to the next hop if there are still 
one or more 0s in the bitmap. Finally, the router 
updates B-M. During the downstream process, if 
when receiving a content data chunk, the router 
finds all the previous one-hop addresses with the 
specific CID and having 0 in the specific bit of the 
bitmap, it forwards the chunk to all these routers. 
The router then updates 0 to 1 in the above-men-
tioned bits and updates B-M. If there is a bitmap 
full of 1s, the corresponding IP address and bit-
map can be removed from the specific CID.

Performance Evaluation 
The performance of CAIP was evaluated using 
NS3. We use the BRITE topology generation tool 
to generate the test topology [11]. Based on 
Waxman’s probability model [12], the topology 
consists of 100 routers (setting CAIP routers ran-
domly), 20 end hosts, and 20 original servers. The 
data access pattern is Zipf distribution [13], which 
states that the relative probability of a request for 
the ith most popular content is proportional to 
1/ia with the shape parameter a. As our work is 
focused on how to achieve in-network caching 
in an IP network and improve cache utilization, 
we mainly evaluate the performance through two 
metrics:
•	 Cache hit ratio, which is defined as (Na – 

Ns)/Na. Na is total number of requests gener-
ated, and Ns is the number of server hits.

•	 Traffic load, which is calculated by Sall 
requests(RequestContentSize · HopCount). We 
use percentages on the vertical axis for this 
metric, which represents the traffic load ratio 
of one specific scheme to the scheme of no 
caching.

Figure 4. Per-chunk caching.
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As shown in Fig. 5, CAIP makes performance 
remarkably better in cache hit rate and traffic load 
than that of caching in the edge and no caching 
(the case of traditional IP without caching). As 
CAIP achieves in-network cache in which each 
CAIP router can cache any passed content, con-
sumers can retrieve the content from a closer 
router rather than that server. Moreover, with the 
popularity skewness a increasing, more requests 
are associated with the popular contents that 
have been cached already, so CAIP can better 
improve the overall network performance. More-
over, CAIP with neighboring cooperative cache 
policy can reduce the content redundancy and 
improve the utilization of cached contents, so 
it can further decrease the total traffic load, as 
shown in Fig. 5a, and improve the cache hit ratio, 
as shown in Fig. 5b.

Furthermore, we conduct an experiment to 
evaluate the performance of our CAIP’s forward-
ing engine. We have implemented our design of 
the CAIP router’s process engine via program-
ming Linux Kernel 4.4.0-51-generic on a GB-BSi-
7HA-6500 mini-pc platform, which running OS 
Linux 16.04. The platform hardware configurations 
are CPUs with Intel Core i7-6500U and 32 GB 

of DDR4 2133. We first evaluated the CI look-
up throughput by varying CI target sizes from 8K 
to 512K entries. The CI is implemented using a 
chained hash table of size 512K. The size of a que-
ried content label is about 20–60 bytes. Table 1a 
shows the lookup throughput by increasing the CI 
size. Then we compare our CAIP IPv6 forwarding 
engine with the NDN forwarding engine. Accord-
ing to the BGP Routing Table Analysis Report 
(https://bgp.potaroo.net/, accessed Mar. 25, 
2017), we collect several real IPv6 Border Gateway 
Protocol (BGP) tables of different sizes. The exper-
imental results of IPv6 lookup speed on the real-
life BGP tables are shown in Table 1b. The NDN 
forwarding engine is implemented by deploying 
an NDN Forwarding Daemon (NFD) [14] based 
on the same platform as CAIP’s. We generate 
an NDN FIB (around 1 million) from a URL data-
set named URLblacklist (http://urlblacklist.com/, 
accessed Mar. 25, 2017). Name traces are gener-
ated to mimic the content labels by appending ran-
domly generated directory paths to name prefixes 
in the FIB as the method in [15]. Table 1c shows 
the lookup speed as FIB size grows.

To put the numbers in context, the line rate of 
forwarding translates to 1.488 Mpackets/s with 
64-byte frames on a 1 Gb/s link. We can see that 
the CI lookup speed is 14.5 MSPS (million search-
es per second) when the load factor (size of insert-
ed CI/size of hash table) is 1. The CI search has 
only a little effect on the overall forwarding engine. 
According to the BGP Routing Table Analysis 
Report, the size of BGP forwarding table entries 
is about 35,000 in 2017. According to our IPv6 
routing lookup experiment, the lookup through-
put is about 3.63 MSPS when the size is about 
35,000. Thus, the IPv6 routing lookup can satisfy 
the requirement of the line rate. But for the NDN 
FIB lookup, the lookup throughput is far lower than 
the IPv6 routing lookup, and the real size of FIB is 
far larger according to our experiment.

Conclusion
Along with the development of mobile Internet, 
the current network can hardly bear an explo-
sive increase of global multimedia traffic. In order 

Figure 5. Performance evaluation of CAIP with neighboring cooperative cache, CAIP without neighboring cooperative cache, and 
cache in the edge: a) traffic load (the ratio of the experimental results to the results of using traditional IP without caching); b) 
cache hit ratio.
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Table 1. Performance evaluation of content index lookup, IPv6 RIB lookup, 
and NDN FIB lookup.

(a) Performance for content index lookup

Size of content index (K) 8 16 32 64 128 256 512

Lookup throughput (MSPS) 55.6 47.6 38.5 32.2 26.3 20.4 14.5

(b) Performance for IPv6 RIB lookup

IPv6 RIB size (1*1000) 5 10 15 20 25 30 35

Lookup throughput (MSPS) 3.87 3.84 3.78 3.72 3.68 3.66 3.63

(c) Performance for NDN FIB lookup

NDN FIB size (1*100000) 1 2 3 4 5 6 7

Lookup throughput (MSPS) 1.06 0.96 0.93 0.80 0.69 0.66 0.65 
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to improve network resource utilization, content 
distribution and duplicated data utilization in IP 
networks are regarded as important issues. For 
the new proposed ICN, just as “far hydrolyze, not 
close thirsty,” there is still a long way to go. In this 
article, based on the consideration of the forward 
compatibility, we propose a novel content-aware 
IP-based architecture, named CAIP, which can not 
only draw the advantage of in-network caching 
from ICN, but also guarantee the simplicity of the 
end-to-end model. CAIP enables the traditional IP 
network to have better vitality, and in turn results 
in a significant impact on network development.
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