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Abstract
Multipath TCP (MPTCP) proxy is a way to pro-

vide multipath transmissions for current Internet 
hosts. However, previous works on MPTCP main-
ly focus on the scenario where one end of the 
connection is MPTCP-capable, which is not the 
case in current networks. In this article, we pro-
pose a transparent MPTCP (T-MPTCP) transmission 
scheme to achieve MPTCP transmission for TCP 
hosts at both ends. Specifically, T-MPTCP contains 
two components in the network: an aggregation 
box at the user side acting as an implicit proxy, 
and an aggregation server at the server side acting 
as an explicit proxy. The aggregation server can 
be deployed in different places of the network for 
optimized performance, and we thus propose a 
Proxy Location Selected (PLS) algorithm to deter-
mine the best aggregation server placement. To 
validate our design, T-MPTCP is deployed in a real 
network for experiments, whose results exhibit 
higher network throughput under T-MPTCP and 
further improvement with the PLS algorithm.

Introduction
Nowadays, network heterogeneity presents both 
challenges and opportunities to the current Inter-
net. For instance, one communication device could 
be equipped with multiple network interfaces (e.g., 
a mobile phone with 3G/4G and WiFi interfaces), 
which makes it possible to use multiple paths for 
transmission at the same time. Clearly, multipath 
transmission not only aggregates multiple paths’ 
capacity but also increases robustness and reliabil-
ity of the connection. However, multipath trans-
mission cannot be supported by the legacy TCP 
[1]. In light of this, some multipath transmission 
protocols have been proposed and MPTCP is one 
of the most promising protocols due to its good 
compatibility with the application layer [2].

As an extension to TCP, MPTCP has attracted 
much attention due to its support for concurrent 
use of multiple interfaces and compatibility with 
TCP. Technically, MPTCP splits data to concur-
rent transmissions through multiple interfaces, and 
each path between one pair of interfaces of two 
MPTCP hosts (client and server) is defined as a 
subflow. The MPTCP layer is added above TCP, 
which divides data of a connection into several 
portions and schedules them on parallel TCP sub-
flows. In the MPTCP layer, many algorithms are 

proposed to enhance its performance. For exam-
ple, path management algorithms determine how 
to initiate and control different subflows. Schedul-
ing algorithms [3] distribute packets among differ-
ent paths to keep in-order delivery. Furthermore, 
several congestion control algorithms have also 
been proposed to aggregate bandwidth, improve 
robustness and provide load balancing, while 
being friendly with traditional TCP [4]. The imple-
mentation of MPTCP only requires the modifica-
tion of the transport layer while preserving the 
use of legacy TCP sockets on end hosts, which is 
transparent to the upper and lower layer stacks.

Although significant research efforts in MPTCP 
have been devoted to reduce the modification on 
host sides and provide transparency to upper-layer 
applications [5], the real deployment of MPTCP is 
still in its infancy. The most challenging part is to 
make all the end hosts support MPTCP, but due 
to a large amount of different devices, deploying 
MPTCP is a huge task. A natural question to ask is 
how we can modify the implementation of MPTCP 
so that the hosts can benefit from MPTCP without 
introducing huge burdens to them.

A promising idea to address this problem is to 
utilize a MPTCP proxy, which resides in the net-
work and provides MPTCP support for MPTCP-in-
capable hosts. For example, a mobile phone 
equipped with 4G and WiFi interfaces and sup-
ports MPTCP could not gain benefit for a serv-
er which does not support MPTCP. But using a 
MPTCP proxy between them can help to make 
conversion of MPTCP and TCP, and provide band-
width aggregation for MPTCP-incapable hosts. In 
[6], the first idea of MPTCP implicit proxy and 
explicit proxy is proposed. Thereafter, several 
other works focused on the design of different 
types of MPTCP proxies [7–11] and some of 
their performances are theoretically analyzed and 
experimentally tested in [12, 13].

However, these previous MPTCP proxy 
schemes only consider the situation where only 
one side of the connection is MPTCP-incapable 
but the other side should support MPTCP, as 
shown in Figs. 1a and 1b. They ignore the scenar-
io where both end hosts are MPTCP-incapable, 
which is more common in current TCP/IP net-
works. Therefore, a novel solution is needed to 
achieve transparent multipath transmission in the 
general MPTCP-incapable network. In our previous 
work, we proposed TMPP [14] to provide mul-
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tipath transmission for two MPTCP-incapable hosts, 
which utilizes two implicit proxies. However, both 
implicit proxies should be deployed on the original 
path from the user to the server, which is not ideal 
for the fl exibility of server-side proxies. Otherwise, 
TMPP needs to modify the original MPTCP proto-
col, which is too complicated to be realized.

In this article, we propose a simple but prac-
tical solution, Transparent MPTCP transmission 
(T-MPTCP), which targets the scenario of dou-
ble MPTCP-incapable hosts, as shown in Fig. 1c. 
T-MPTCP adopts a double proxies scheme and 
takes advantage of both the implicit proxy and 
explicit proxy into account. It is compatible with 
the existing network architecture and all the 
MPTCP-incapable hosts do not need any changes. 
As shown in Fig. 1, T-MPTCP contains two devices 
in the network: the aggregation box and the aggre-
gation server. The aggregation box is used at the 
user side, which can replace the user’s traditional 
home router. It uses the modified Linux MPTCP 
kernel and acts as an implicit MPTCP proxy to con-
vert TCP fl ow to MPTCP fl ow. Aggregation servers 
are used at the server side, which can be deployed 
in diff erent rented cloud platforms. The deployed 
aggregation server acts as an explicit MPTCP 
proxy, which converts MPTCP to TCP for the con-
tent server through a universal explicit proxy proto-
col SOCKS and provides rate-up services.

The explicit proxy mode is more flexible for 
choosing a suitable aggregation server, which 
cannot only be deployed on the original transmis-
sion path, but also on other locations in the net-
work. When the original path suff ers from heavy 
traffic load or limited bandwidth, choosing the 
aggregation server with a suitable location will 
directly improve the transmission performance. 
For this reason, we further provide a Proxy Loca-
tion Selection (PLS) algorithm as a supplement 
to our proposed T-MPTCP architecture, which is 
used to decide which aggregation server should 
be used to provide the best transmission gain 
based on the available path conditions.

Our contributions in this article can be summa-
rized as follows. We introduce and implement a 
double MPTCP proxies solution called T-MPTCP, 
which uses an aggregation box at the user side and 
an aggregation server at the server side, to provide 
multipath transmission between them and improve 
the performance for users. This solution requires no 
changes on the original user and server. T-MPTCP 
includes a set of distributed aggregation servers to 

provide multipath transmission service for users. To 
further improve its performance, we propose a PLS 
algorithm which can optimize to select a suitable 
aggregation server for satisfactory bandwidth aggre-
gation according to measured path conditions of 
each aggregation server. We deploy T-MPTCP in 
a real network to conduct the design verification 
and performance evaluation. The aggregation serv-
ers are deployed in diff erent cloud servers provided 
by multiple cloud service providers. Experimental 
results show that T-MPTCP can effi  ciently aggregate 
the bandwidth of diff erent paths between an aggre-
gation box and an aggregation server, and achieve 
performance gains such up to 40 percent and 180 
percent increased throughput compared with only 
using 4G telecom and 4G mobile, respectively.

The rest of the article is organized as follows. 
In the following section, we introduce some previ-
ous works of the MPTCP proxy. Then we present 
the overall architecture of our proposed system 
and the operation procedures. The details of the 
MPTCP proxy selection design are given following 
that. We then evaluate the proposed scheme via 
experiments. Finally, we present a discussion and 
draw a conclusion.

oVErVIEW oF tHE MPtcP ProXY
In the original defi nition, MPTCP needs to be sup-
ported on both end hosts to achieve all its ben-
efi ts. However, most of the current hosts do not 
support MPTCP. In light of this, several research-
ers have proposed and implemented different 
types of MPTCP proxies to provide MPTCP sup-
port for the MPTCP-incapable hosts.

The basic idea of the MPTCP proxy was fi rst put 
forward in the initial IETF draft [6], where Klein et 
al. defined two types of proxies, implicit proxy and 
explicit proxy. An implicit proxy resides on the direct 
routing path between two hosts and is transparent 
to them. This allows hosts to establish the connec-
tion directly with each other, while the proxy can 
obtain all information via packet inspection, insert 
and modify packets as necessary and thereby cre-
ate the MPTCP-TCP split connection. In contrast, an 
explicit proxy does not reside on the path used for 
connection initiation; explicit signaling is required to 
introduce the proxy to the connection. Subsequent 
studies are mainly based on this work, and more 
detailed designs are made for diff erent kinds of proxy.

Some works are focused on implicit proxies. 
In [7], Detal et al. developed an MPTCP-TCP pro-
tocol converter. The converter acts like an implic-

FIGURE 1. Diff erent kinds of MPTCP proxies: a) user is MPTCP-incapable and the MPTCP proxy is used at the 
user side; b) server is MPTCP-incapable and the MPTCP proxy is used at the server side; c) both user 
and server are MPTCP-incapable and the MPTCP proxy is used at the both sides.
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it proxy and requires a new MPTCP option to be 
introduced, which will allow hosts to announce the 
destination server’s address to the proxy. A more 
general splitter/combiner proxy architecture for 
regular TCP was reported in [8]. However, these 
two mechanisms are diffi  cult to extend and deploy 
because they need to largely modify the kernel. 
Another line of work is focused on explicit proxy. 
The work in [10] lets the MPTCP-capable users (e.g., 
mobile devices) contact with MPTCP-incapable serv-
ers (e.g., application services) through MPTCP. The 
authors proposed a framework based on an explicit 
proxy to observe real smartphone applications over 
MPTCP. In this framework, a MPTCP-capable smart-
phone downloaded data from the traditional server 
through a MPTCP-enabled SOCKS proxy. In [12], 
the method of MPTCP proxy was theoretically ana-
lyzed and its practicality was tested.

In these schemes, only one proxy is placed 
close to either the client or the server when one 
of the communication peers is MPTCP-incapable. 
However, there may be a situation where both of 
the communication peers are MPTCP-incapable. 
We have fi rst proposed TMPP for both of the two 
MPTCP-incapable hosts in [14]. TMPP uses two 
proxies at both the user and server side, and both 
the proxies need to modify the received packets 
and transmit them again. Nevertheless, TMPP is 
difficult to implement as it makes many changes 
to the kernel and both the proxies need to be on 
the path from the user to the content server. In 
[15], Olivier et al. also provided a two proxies solu-
tion which can be created within a single round-
trip time. However, both the solutions use implicit 
proxies, which can only be deployed on the orig-
inal routing path and have less flexibility to gain 
extra benefi t from diff erent proxy locations.

FrAMEWorK oF t-MPtcP
tHE MAIn dEsIGn MotIVAtIon

T-MPTCP is a new multipath deployment 
scheme to achieve the advantages of MPTCP for 
MPTCP-incapable hosts. It requires no changes on 

the existing users or content servers, so it is easy 
to implement and deploy. Besides, T-MPTCP pro-
vides transparent multipath transmission between 
two TCP hosts. In this case, a TCP/MPTCP 
conversion is provided in the network so the 
MPTCP-incapable host can also enjoy the benefi ts 
of multipath transmission.

sYstEM coMPonEnts
As shown in Fig. 2, the proposed system has two 
main components in the network: the aggrega-
tion box and the aggregation server. The aggrega-
tion box at the user side acts as an implicit proxy, 
capturing packets and modifying their header to 
transparently convert TCP flow to MPTCP flow. 
The aggregation server at the server side acts as 
an explicit proxy. Through the universal explicit 
proxy protocol SOCKS, it splits the transmission 
flow into two parts: a MPTCP flow before the 
aggregation server and a TCP fl ow after it. In this 
way, multipath transmission is ultimately achieved 
for the path between user and server. While there 
is no bottleneck on the user and server side, the 
multipath transmission in the middle of the path 
can accelerate the overall transmission.

The aggregation box is a lightweight device, 
which can be easily deployed at the user’s gate-
way to serve local users. Due to the diversity of 
devices, it is difficult to have MPTCP supported 
for all of them, but the aggregation box at the 
gateway makes the problem easier. Specifi cally, it 
is equipped with several types of network interfac-
es and provides bandwidth aggregation for users. 
It is placed on the way between the users and 
the network and can modify packets that pass 
through it and send them through diff erent inter-
faces. The aggregation box provides users with 
transparent TCP/MPTCP conversion, thus users 
do not need to make any changes. We use netfi l-
ter for packet handling at the kernel level, which 
has a linear execution speed and does not take 
up too much CPU resource.

The aggregation server is a virtual machine with 
explicit proxy function which can be deployed 

FIGURE 2. Framework of T-MPTCP.
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at rented clouds to provide MPTCP accelerated 
service for diff erent kinds of content servers. The 
explicit MPTCP proxy follows exactly the same 
setup as the one that was launched commercial-
ly by Korean Telecom. The aggregation server is 
usually not on the original transmission path from 
the user to the server. The user can maximize the 
performance of aggregated bandwidth by select-
ing a suitable location of the aggregation server.

Aggregation Box: The aggregation box pro-
vides the implicit proxy function for users. It per-
forms packet capture, analysis, and modifi cation 
to complete the TCP/MPTCP conversion process. 
As shown in Fig. 2, when a packet arrives, the 
aggregation box captures it and analyzes its head-
er. If the user device supports MPTCP, the aggre-
gation box only provides the general forwarding 
service, and the user directly communicates with 
the server using the MPTCP connection. Other-
wise, the aggregation box modifies the packet 
header, converts TCP packets to MPTCP packets, 
and sends them through different interfaces to 
the aggregation server. It establishes and man-
ages subfl ows by joining the MPTCP option and 
token in the TCP header and changes one TCP 
destination address to several MPTCP destination 
addresses. For data transmissions, the aggregation 
box maps between the corresponding sequence 
spaces and rewrites the TCP headers accordingly. 
When the packet is sent from the TCP side to the 
MPTCP side, regular TCP sequence numbers are 
mapped to MPTCP sequence numbers while the 
subflows use independent sequence numbers. 
Conversely, when the packet is sent to the TCP 
side from the MPTCP side, the MPTCP sequence 
numbers are mapped to TCP sequence numbers.

Aggregation Server: The aggregation serv-
er utilizes the SOCKS protocol, which is one of 
the most widely used proxy protocols to pro-

vide MPTCP explicit proxy function for servers. 
It splits the whole connection into two parts: one 
is between the user and the aggregation server, 
and the other is between the aggregation server 
and the content server. The MPTCP fl ow from the 
user modifi ed by the aggregation box is cut down 
at the aggregation server and forms a MPTCP 
connection. Another regular TCP connection is 
established between the aggregation server and 
the content server. In order to ensure the data 
transmission between user and server, data is cop-
ied between the TCP’s buffer and the MPTCP’s 
buffer inside the aggregation server. Note that 
utilizing SOCKS may add extra delay due to the 
three-way handshake at the beginning of connec-
tion establishment, while it incurs little to no delay 
during the transmission. However, T-MPTCP is 
more likely proposed for large data transmission 
with bandwidth aggregation service, so the extra 
delay at the beginning can be ignored.

dEtAILs oF tHE t-MPtcP ProtocoL
The communication process of T-MPTCP, which 
provides MPTCP transport service for two 
MPTCP-incapable hosts, is shown in Fig. 3. The 
whole process mainly includes two phases: con-
nection establishment and data transmission. 
The user makes the request first to establish an 
MPTCP connection between the user and server 
through two MPTCP proxies. Then, the server can 
transfer data using multiple paths in the network 
simultaneously.

connEctIon EstAbLIsHMEnt
As shown in Fig. 3, the connection establishment 
process consists of four main steps: 
• The client sends a TCP request to the aggre-

gation server. It fi rst sends a TCP SYN packet 
to the aggregation server. Then it will receive 

FIGURE 3. Illustration of T-MPTCP protocol.
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a TCP SYN/ACK packet and send back a 
TCP ACK packet. After three-way hand-
shakes, for the client, it establishes a TCP 
connection.

• The aggregation box modifies the TCP 
request to a MPTCP proxy request by rewrit-
ing the TCP header and sending it to the 
aggregation server. After three-way hand-
shakes, for the aggregation server, it estab-
lishes a MPTCP connection.

• The aggregation server sends a TCP request 
to the content server and establishes a reg-
ular TCP connection between them after 
three-way handshakes. 

• The aggregation box initiates a request to 
the Aggregation Server for adding subflow. 
Through the information remaining at the 
aggregation box, it sends MPTCP SYN packets 
with the MP_JOIN option to the aggregation 
server. After three-way handshakes, a new sub-
fl ow is added to the MPTCP connection.
In so doing, multiple subfl ows are established 

between the aggregation box and the aggrega-
tion server to aggregate bandwidth for users.

dAtA trAnsMIssIon
After the connection is established, the server will 
transmit data to the user. In fact, the aggregation 
server splits the whole connection into two single 
connections. It fi rst receives data from the server 
and stores them, then sends them to the client. 
Thus, the data transmission consists of two stages:
• Data is first sent to the aggregation server 

through a complete TCP connection. The 
aggregation server receives the data and 
sends ACK back to the server, as with con-
ventional TCP.

• After data arrives at the aggregation server, the 
aggregation server copies data through TCP to 
the MPTCP connection and transmits it from 
multiple interfaces to the aggregation box. The 
aggregation box captures the packet and mod-
ifies its header. Different destination address-
es will be changed into one single address of 
the user, and the MPTCP sequence number 
(which includes DSN and SSN) will be mapped 
into a TCP sequence (which only includes 
DSN). The aggregation box will record this 
mapping information for returning ACKs sub-
sequently. When the client receives packets, it 
returns ACKs to the aggregation server, which 
will pass through the aggregation box. When 
ACKs arrive at the aggregation box, the aggre-
gation box captures them and modifies their 
headers. The TCP sequence number will be 
mapped into a MPTCP sequence, and one 
destination address will be modified into dif-
ferent destination addresses according to the 
mapping information that the aggregation box 
reserved. Then the aggregation box forwards 
the packet through the corresponding inter-
face to the aggregation server.

ProXY LocAtIon sELEctIon
In our design of T-MPTCP, aggregation servers use 
the explicit proxy mode and can be deployed in 
a number of diff erent cloud platforms in diff erent 
places. Due to the variation of network environ-
ments and user locations, the choice of an aggre-
gation server can impact the aggregation effect. 

Naive strategies such as random selection likely 
will not give good aggregation performance. The 
reason is that effective throughput experienced 
by the user is affected by the path conditions of 
the aggregation servers. Here, we develop a Proxy 
Location Selection (PLS) mechanism for our pro-
posed T-MPTCP scheme to improve the perfor-
mance. Specifi cally, the PLS algorithm is deployed 
at the aggregation box. It periodically measures the 
available bandwidth and delay of each aggregation 
server, and then chooses the best proxy location 
of the aggregation server. When the aggregation 
box receives a TCP request from a user, it changes 
the TCP request to a MPTCP proxy request and 
sends it to the selected aggregation server. The 
PLS mechanism is simple yet efficient, and it can 
be naturally integrated in our proposed framework.

As shown in Fig. 4, the T-MPTCP architec-
ture includes one aggregation box at the user’s 
home gateway, and several aggregation servers 
running on cloud servers at diff erent places. Each 
aggregation server is a candidate server and its 
information is stored at the aggregation box. An 
aggregation server establishes one TCP flow to 
the content server while sending multiple TCP 
subfl ows to the aggregation box. The paths to dif-
ferent aggregation servers have diff erent available 
bandwidths and delays. The PLS mechanism thus 
runs the following steps to select a suitable aggre-
gation server for the user:
• The aggregation box periodically sends probe 

packets to each aggregation server through 
all available paths between the aggregation 
box and aggregation servers and detects their 
conditions. Assume there are N paths to a 
candidate aggregation server, the aggregation 
box obtains (B1, D1), …, (BN, DN) of each path 
after probing, where Bi and Di are the band-
width and delay of path i, respectively.

• When an aggregation server receives the probe 
packet from the aggregation box, it further 
sends a probe packet to the content server and 
detects the path condition from the aggrega-
tion server to the content server. After that, it 
sends the path condition (Bs, Ds) back to the 
aggregation box, where Bs and Ds are the 
bandwidth and delay of path between aggrega-
tion server and content server, respectively.

• For each candidate aggregation server, the 
aggregation box updates and stores its path 
conditions <(B1, D1), …, (BN, DN), (Bs, Ds)> after 
a periodic probe is completed. When a user 
needs to connect to the server, the aggregation 

FIGURE 4. System model of PLS algorithm.
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box uses the collected information to select 
the best aggregation server. For applications 
such as fi le downloading and video streaming 
that need high throughput, the aggregation 
server that provides the maximum aggregation 
bandwidth should be chosen, which means 
that its aggregation bandwidth of B1, …, BN and 
Bs has the maximum value.
The periodic detection process of PLS is an 

active detection process and the probe interval 
can be set according to the network environ-
ment. When the network environment is relatively 
dynamic, the time interval can be set appropri-
ately smaller. Otherwise, a longer interval can be 
set to reduce the additional overhead of period-
ic detection. In practical applications, users can 
set the time interval according to their needs. In 
addition, the periodic detection function can be 
turned off during idle time, such as at night, to 
reduce energy consumption.

PErForMAncE EVALuAtIon
Our proposed T-MPTCP has two components: the 
aggregation box at the user side and the aggregation 
server at the server side. The aggregation box is a 
lightweight device, which can replace gateway func-
tionality and achieve multipath transmissions. The 
aggregation server is implemented at several clouds 
in different places, such as Ali cloud and Amazon 
EC2. We begin with the evaluation of the eff ective-
ness of bandwidth aggregation of T-MPTCP, and 
then evaluate the performance of the PLS algorithm.

We put an aggregation box in the laboratory, 
which is equipped with 4G telecom and 4G  mobile. 
The test host and aggregation box are connected 
using a wired link, and data from the external net-
work can be obtained simultaneously through the 

two interfaces of the aggregation box. We also rent 
several virtual machines on Ali cloud and Amazon 
EC2 to implement aggregation servers.

In the experiment, we use a Linux machine as 
the user and download the data from a server on a 
Chrome browser. All experiments were completed 
within the same time frame but the network fl uctu-
ation is inevitable. In other words, it cannot guaran-
tee that the network bandwidth is always constant.

EVALuAtIon oF bAndWIdtH AGGrEGAtIon
Figure 5a shows the performance of simultaneous 
data transmissions through multiple interfaces using 
T-MPTCP. The whole data transmission process 
is divided into three phases. In the fi rst phase, we 
activate the function of proxy and transmit data 
through both interfaces simultaneously. In the lat-
ter two phases, we turn off the function of proxy 
and use only one interface of the aggregation box 
to transfer data. We use Wireshark (https://www.
wireshark.org/) to measure the real time through-
put and calculate the average throughput every 
10 seconds. From the figure we can see that the 
simultaneous use of two interfaces can eff ectively 
aggregate the bandwidth of two interfaces, so as 
to obtain better transmission performance. When 
using a single interface, the average transmission 
rate of 4G mobile and 4G telecom are 3.7 MB/s 
and 1.8 MB/s, respectively. When both interfaces 
are used together, although the high data rate path 
(4G mobile) is slowed down to 3.1 MB/s, the over-
all throughput reaches 4.8 Mb/s, which is more 
than only using one path.

Meanwhile, we use two interfaces to download 
content from the same content server using regu-
lar TCP respectively. Then we repeat the same 
measurement using T-MPTCP, which achieves the 
purpose of bandwidth aggregation. In each sit-
uation, we calculate the average throughput of 
diff erent data sizes.

As shown in Fig. 5b, it can be seen that the aver-
age throughput is signifi cantly improved when using 
T-MPTCP. Among them, 4G telecom’s transmis-
sion rate is always stable for data of diff erent sizes, 
while the transmission rate has a little fluctuation 
for diff erent data sizes in 4G mobile. The aggrega-
tion bandwidth also changes with the fluctuation 
of 4G mobile, which indicates that the T-MPTCP 
also has a good polymerization effect on the flow 
of diff erent data rates. The eff ect of aggregate band-
width is not obvious when the download data size is 
too small, because of the overhead in selecting the 
proxy and creating subfl ows. Comparing with only 
using one interface at a time, T-MPTCP aggregates 
bandwidth of diff erent interfaces and provides the 
highest throughput in any case. In our test, T-MPTCP 
increases the throughput up to 40 percent relative 
to only using 4G telecom and up to 180 percent 
relative to only using 4G mobile.

EVALuAtIon oF tHE PLs ALGorItHM
We also rent several virtual machines on Ali cloud 
and Amazon EC2 at diff erent places so as to ver-
ify that the MPTCP PLS algorithm can find the 
optimized proxy thus to improve performance. 
As expected, both the delay and bandwidth of 
each path between the aggregation box and the 
aggregation server, and between the aggregation 
server and the content server, aff ect the aggrega-
tion performance. For each deployed aggrega-

FIGURE 5. Performance evaluation: a) real throughput; b) average throughput.
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tion server, we measure the delay and remaining 
bandwidth of each path in the connection, and 
also the average data rate of downloading a 100 
MB data from the content server through the 
MPTCP proxy in the same time.

Table 1 shows the measurement results by select-
ing diff erent proxy locations. We implement aggre-
gation servers in fi ve diff erent places, and the index 
represents the cloud location. Also, we give the out-
put of the PLS algorithm. Table 1 shows the aggre-
gation eff ect w.r.t. the aggregation servers provided 
by diff erent cloud service providers; the highlighted 
columns represent the selected aggregation serv-
er using the PLS algorithm. Throughput is affected 
by the bandwidth and delay of paths between end 
hosts. Using the PLS algorithm, we can effectively 
select a suitable location of the aggregation server 
and improve the overall performance.

concLusIon
In this article, we proposed T-MPTCP, a deploy-
able MPTCP-based bandwidth aggregation system 
without any modifi cations to the existing network 
architecture. We also designed a MPTCP Proxy 
Location Selection algorithm to choose the opti-
mal placement of aggregation servers in the cloud 
platform. Our design was implemented and evalu-
ated in a testbed, which showed improved perfor-
mance in terms of aggregated throughput.
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TABLE 1. Measurement result of PLS algorithm.
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