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Abstract—Remote entanglement distribution in an efficient
and reliable manner, especially in the context of a large-scale
quantum network with multiple requests, remains an unsolved
challenge. The key difficulties lie in achieving spontaneous and
precise control over the entanglement distribution procedure, as
multiple nodes need to reach a consensus on how to perform it.
From the network aspect, allocating link-layer entangled pairs as
resources to achieve high efficiency is also challenging. To address
these issues, we propose a decentralized Reliable Entanglement
Distribution Protocol (REDP) for large-scale networks. The
protocol operates in a Forward-Backward Propagation (FBP)
manner, where consensus is reached hop-by-hop and disseminated
to all nodes on the path. We further use probabilistic analysis
and quasi-static modeling to seek the fairness and efficiency
of the network based on the above transmission model.
Accordingly, we introduce a Source Window Strategy (SWS) and
an Entanglement Allocation Strategy (EAS) to assign sending
windows and allocate resources for multiple requests, ensuring a
high level of fairness and efficiency from a network perspective.
Through systematic simulations involving both classical and
quantum communication protocols, we demonstrate that REDP
outperforms existing approaches in terms of fairness, throughput,
and fidelity performance.

Index Terms—Entanglement Distribution, Protocol Designing,
Quantum Networks, Resource Allocation

I. INTRODUCTION

Quantum networks [1, 2] represent a cutting-edge network
technology that enables the development of novel quantum
applications, including security key distribution with uncon-
ditional security [3, 4]. These networks can also establish
connections between quantum computers, facilitating multi-
party quantum computations [5, 6], which have the potential
to solve mathematically challenging problems that classical
computers cannot efficiently handle [7]. Additionally, quantum
sensor networks [8] and clock synchronization [9] are also
significant applications of quantum networks.

To enable these applications in quantum networks, a crucial
function is the distribution of remote entangled pairs between
non-neighboring nodes [10]. This process involves creating a
specific quantum state known as a Bell-state entangled pair,

L. Chen, K. Xue, J. Li, Z. Li, N. Yu and Q. Sun are with the School
of Cyber Science and Technology, University of Science and Technology of
China, Hefei, Anhui 230027, China.

R. Li is with the Institute of Science and Engineering, Kanazawa University,
Kakuma, Kanazawa 920-1192, Japan.

J. Lu is with the Department of Electronic Engineering and Information
Science, University of Science and Technology of China, Hefei, Anhui
230027, China.

Corresponding Author: K. Xue, kpxue @ustc.edu.cn.

where one qubit (usually a photon) resides in the source node,
and the other qubit is located in the destination node. When
two nodes are adjacent, it is relatively easier to achieve the
goal by using a quantum link (such as optical fibers [11]
or free space [12]). However, distributing entangled pairs
between remote nodes presents challenges due to quantum
imperfection [13]. To address this, quantum repeaters are
introduced [14]. These repeaters sit between the source node
and the destination node to perform entanglement swapping
[15], which aggregates link-layer entangled pairs into end-
to-end entangled pairs between the source and destination
nodes. The procedure is illustrated in Fig. 1. The entanglement
distribution process comprises three steps: Firstly, adjacent
nodes generate link-layer entangled pairs continuously, which
serve as link resources. Secondly, repeaters use Bell State
Measurement (BSM) to combine link-layer entangled pairs
into end-to-end entangled pairs between non-neighboring
nodes. The BSM results are then sent back to the source node.
Finally, the source node applies Pauli X or Z gates based on
the BSM results to correct the remote entangled pair’s state to
the desired |®T) Bell-state.

However, with many nodes cooperating in distributing
entangled pairs in the network, it becomes crucial to have
a control mechanism that facilitates the coordinated usage
of network resources among all the requests, particularly in
large-scale networks with multiple concurrent requests [16].
This mechanism should allocate link resources properly to
serve multiple simultaneous requests and instruct repeaters
to perform the appropriate quantum operations on specific
qubits. Ultimately, it should enable high network performance,
fairness, and fidelity. Previous approaches [17-21] have
mainly employed a centralized approach, which necessitates
global information and a centralized controller. However,
these approaches are susceptible to single-point failures
and introduce heavy communication overhead, especially
in large-scale networks. Therefore, this paper proposes a
decentralized Reliable Entanglement Distribution Protocol
(REDP) to schedule entanglement distribution spontaneously
among the nodes.

Designing a decentralized mechanism is challenging, mainly
due to the absence of a global view. Firstly, repeaters need
to collaborate to reach a consensus on the distribution of
entangled pairs. In other words, repeaters must determine the
precise qubit on which the operations should be performed.
This consensus must be reached without the involvement of a
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Fig. 1. The remote entanglement distribution procedure in a linear path.

centralized controller. If a node exhibits unintended behavior,
the remote entangled pair may not be distributed correctly.
Secondly, each node independently decides on the allocation
of resources, i.e., the number of link resources assigned to
multiple requests, even though the network should achieve high
throughput and fairness. Currently, link-layer entangled pairs
are scarce due to physical device limitations and can serve
only one request before vanishing. An inappropriate resource
allocation may lead to massive costs in critical scenarios,
such as decentralized quantum computation. Therefore, it
is crucial to allocate resources accurately to achieve the
best overall network performance. Thirdly, entangled pairs
are susceptible to decoherence over time. Hence, this paper
provides a decentralized protocol that can effectively and
reliably complete remote entanglement distribution with a
minor delay. This constraint is essential since upper-layer
applications may require a high quality of distributed entangled
pairs.

In this paper, we address the aforementioned challenges
by presenting our REDP protocol. We first consider a
scenario with a single request and introduce the transmission
model utilized in this paper. It uses a Forward-Backward
Propagation (FBP) protocol to achieve consensus on reliable
entanglement distribution decisions among all nodes on the
path while minimizing communication delays. Subsequently,
we concentrate on providing network fairness and efficiency
properties for the REDP protocol. The efficiency property
necessitates that the network offers optimized overall
throughput in the face of limited network resources. The
fairness property guarantees that no requests are left starving.
To ensure both fairness and efficiency, the quantum nodes
must determine the optimal number of resources to allocate for
multiple requests. Consequently, we design an Entanglement
Allocation Strategy (EAS) for this purpose. We also propose a
Source Window Strategy (SWS), which estimates the expected
bandwidth, i.e., the total number of entangled pairs distributed
in one FBP round, based on probabilistic-based modeling.
The repeaters can utilize the expected bandwidth as global
information to provide better EAS results. All these algorithms
are executed autonomously by the nodes. However, we prove
that the SWS and EAS can be fair and efficient in theory.

We conduct extensive experiments in the systematic
quantum network simulation platform named SimQN [22]. We
construct full-stack evaluations for both quantum and classic
networks and compare REDP with cutting-edge mechanisms.

The results show that REDP provides better throughput,
fairness, and fidelity, especially with multiple requests and an
enormous network scale. The contributions of this paper are
summarized as follows:

e We propose the REDP protocol for addressing the
challenge of reliable quantum entanglement distribution
in quantum networks. The protocol employs forward-
backward propagation and is decentralized, allowing
nodes to function autonomously. The protocol incurs
negligible computation overhead and reduces fidelity
degradation.

o We present a decentralized resource allocation algorithm
that is proven to achieve fair property for multiple
requests through probabilistic and quasi-static modeling.
Furthermore, the resource allocation can be further
optimized by utilizing an evaluated bandwidth to improve
overall throughput efficiency.

o We conduct extensive full-stack network simulations that
compare our proposal with baselines and other cutting-
edge approaches. The results illustrate the advantages of
our decentralized protocols in multiple requests large-
scale situations.

This paper is organized into the following sections. First,
we brief the related work in Sec. II. Next, in Sec. III,
we present the system model and the problem statement.
Then, in Sec. IV, we introduce the design of the REDP
protocol and the corresponding EAS and SWS algorithms to
guarantee efficiency and fairness. In Sec. V, we conduct solid
experiments with the SimQN platform with several typologies,
and finally, we conclude our work in Sec. VL.

II. RELATED WORK

Entanglement-based quantum networks are novel network
structures providing several significant applications, including
distributed cryptography functions, distributed computation,
and sensor networks [23]. As a critical function, the remote
entanglement distribution problem plays a vital role in
these networks [10, 23, 24]. Currently, several physical
experiments have been conducted to illustrate the feasibility
of entanglement distribution [25-27]. Therefore, cutting-edge
research is beginning to consider the effectiveness of remote
entanglement distribution.

Several previous works focused on the efficient entangle-
ment distribution for one request [21, 28, 29] or scheduling in
a specific topology [30, 31]. They mainly consider the detailed
procedure of the entanglement distribution to achieve a better
entanglement distribution rate.

Furthermore, since the network typically serves multiple
requests, other works have studied the scenario of multiple
requests. These works can be classified into two categories,
namely, centralized mechanisms and decentralized protocol
approaches. The first category has received more attention,
and several contributions have been made [17-20]. These
works have proposed centralized mechanisms to manage the
allocation of entanglement resources. For instance, Li et al.
[19] proposed three algorithms, namely Proportional Share



(PS), Progressive Filling (PF), and Propagatory Update (PU),
for handling resource allocation. PS algorithm assigns link
resources locally and in proportion among requests on the
links. PF algorithm adopts the Bertsekas’ algorithm [32] to
guarantee fairness, while the PU algorithm utilizes global
scheduling and assigns allocation in a backward manner to
achieve a higher throughput. Additionally, Li et al. designed
an entanglement distribution algorithm that guarantees fidelity
[33]. However, centralized mechanisms may suffer from
single-point failure and longer signal delay.

Thus, this paper focuses on the second category, designing
a decentralized protocol that can allocate resources effectively
and spontaneously. However, due to their complexity, fewer
mechanisms have been proposed in this category. Yu et al. [34]
proposed a protocol that mainly focuses on transmitting qubits
rather than distributing remote entangled pairs. Similarly,
Kozlowski et al. [35] considered distributing entanglement for
one request. On the other hand, Zhao et al. [36] proposed
Tele-DTP for remote entanglement distribution, which is the
closest work to this paper as it also addresses the issues of
allocating resources to achieve high performance and fairness.
It assigns memories among all nodes on the path and generates
link-layer entangled pairs on demand. However, both [36] and
[35] use a link model that generates link-layer entangled pairs
on demand, which may result in longer waiting times (in link
resources generation) and less fidelity. Therefore, REDP uses
the same link-layer model in [19] that continuously generates
entangled pairs on the links and fine-grained manages these
resources.

III. SYSTEM MODEL

In this section, we describe the network models, the request
model, and the problem statement.

A. Network Models

We represent a quantum network using an undirected graph
G = {V,E,C}, where V. = {n;| i < N} denotes the
set of quantum nodes. Here, n; is i-th node, and N is
the total number of nodes. The set E = {l; ;} denotes a
set of quantum links, where [; ; represents a quantum link
(usually an optical fiber) between n; and n; that can transmit
qubits. Additionally, we consider the limited quantum memory
capacity, where quantum memories can store a qubit for a
while. Two neighboring nodes n; and n; assign C;; € C
memories to the link I; ; so that at most Cj; link-layer
entangled pairs can exist simultaneously. In this paper, we do
not require the topology G to be a global knowledge to all
nodes. Also, it can change over time. However, since quantum
networks are typically connected by optical fibers, the topology
will not undergo sudden and drastic changes.

It is important to note that the quantum network is not
intended to replace the classical network but utilizes it
to transmit control messages. In this paper, the classical
topology is identical to the quantum topology. That is,
if two nodes are connected by a quantum channel, they
can also operate classical communication. Note that it

is not a prerequisite, as the proposed protocol does not
require the classical topology to be identical. Furthermore,
we notice that classical communication can affect the
quality of entanglement distribution. For example, a longer
propagation delay or congestion may reduce the number of
distributed entangled pairs. To evaluate the impact of classical
communication, we introduced a variable single-hop delay ¢
(in a normal distribution) in our experiments, which measures
the completion time of control message transmission between
two neighbor nodes. It evaluates the transmission delay and
congestion in the classical network.

In this paper, the quantum network should serve multiple
requests concurrently to be efficient. A request refers to a
pair of two quantum nodes that aim to distribute entangled
pairs between them. The set of requests, denoted by R =
{r(’“)|k < K}, contains all requests, where r(®) denotes the
k-th request, and K represents the total number of requests.
Specifically, a request r(*) can be represented as r(*) =
(s®) d®) P*)) where s*) denotes the source node, d*)
denotes the destination node, and P*) denotes a specific
routing path that connects s(*) and d(*). In this paper, we
assume a routing algorithm exists to find the path P(¥) for the
two nodes. However, we do not specify a particular routing
algorithm due to decoupling considerations. For instance, the
OSPF [37], adaptive routing algorithm [38], or the Yen’s
multiple-path algorithms [39] can be utilized. Furthermore, the
request set X can be local information, and only the nodes in
P*) are aware of the existence of the request.

B. Link-Layer Entangled Pair Generation Models

In this paper, the entangled pairs between neighbor nodes
are referred to as link-layer entangled pairs and are regarded
as valuable network resources for distributing end-to-end
entangled pairs. The generation of link-layer entangled pairs
is controlled by a link-layer entanglement generation protocol
[40] that runs on each node. These entangled pairs are
generated continuously by an SPDC technology [41], and the
generation rate on link /; ; is denoted by v; ;. It represents the
link can generate at most v; ; entangled pairs per second. To
account for the SPDC inefficiency [41] and signal attenuation
that occurs during generation, we use p;; to represent the
generation success rate:

pij = (1 — i) - 107 #Ps /10, (1)

where pinie is the initial loss rate from the SPDC inefficiency,
D; ; is the link length, and p is the attenuation factor in
db/km. Consequently, during T seconds, the number of
the generated entangled pairs follows a binomial distribution
B(v; ;T,pi ;), and the expected number is v; ;p; ;T. Consid-
ering that the link can hold at most C; ; entangled pairs, the
link-layer protocol continuously generates entangled pairs until
the memory is full.

Fidelity (a value between 0 and 1) is the purity of entangled
pairs compared to the ideal entangled state |®T) = %(|00> +
[11)). Fidelity drops due to transmissions over quantum
links, storage at memories, and operation noise. To mitigate



the fidelity downgrade, entanglement distillation protocols
[42] have been introduced to improve fidelity by combining
multiple entangled pairs into one entangled pair with a success
probability. Similar to [19], we use a layered network structure
and view the link-layer protocol as a black box to provide high-
fidelity link-layer entangled pairs. Therefore, we refer v; ; and
D;,; to its capacity to provide high-fidelity entangled pairs in
the following parts of the paper.

C. Problem Statement

The fundamental purpose of quantum networks in this
paper is to distribute entangled pairs upon multiple requests.
Therefore, we design a REDP protocol to control the
entanglement distribution procedure precisely and efficiently.

To overcome the attenuation of the long-distance trans-
mission, a relay technique named entanglement swapping is
introduced [15]. As mentioned in [43], this procedure has three
steps, as shown in Fig. 1.

Step 1, link-layer entangled pairs are generated by all nodes
on a path P*) continuously with adjacent nodes, following
the instructions of a link-layer protocol [40]. Each link-
layer entangled pair contains two qubits, one stored on the
predecessor node and the other sent to the successor node.
These link-layer entangled pairs are supposed to be assigned to
serve multiple requests as the resource for distributing remote
entangled pairs.

Step 2, Bell State Measurement (BSM) on repeaters. The
repeaters perform a BSM to aggregate link-layer entangled
pairs into one end-to-end entangled pair. After that, repeaters
send the measurement result to s(*). To ensure minimal
delay and achieve high fidelity, all repeaters perform BSMs
concurrently. It is worth noting that BSM operations may
occasionally fail. However, due to the heavy communication
overhead in the decentralized network, handling such failures
is challenging until the next step.

Step 3, state recovery on the source node. If repeaters
perform BSMs successfully, the entangled pair is expected
to collapse into one of the four Bell states, namely, |®T),
|®~), [¥), and |[¥~). The source node will then proceed to
recover the entanglement state into the targeted |®T) state.
Specifically, the source node collects all measurement results
and applies either a Pauli X or Z gate, depending on the
measurement outcome.

The protocol we design aims to facilitate the reliable
distribution of remote entangled pairs by controlling the
aforementioned procedures. To be more specific, the protocol
must efficiently allocate link-layer entangled pairs to serve
multiple requests in Step 1. It should then instruct the repeaters
to perform the BSMs correctly. Finally, the protocol should
guide the source node to recover the entanglement state.
We have identified two remaining challenges, which can be
summarized as follows.

Consistent Consensus: all nodes on a path P(*) must
reach a consensus on entanglement distribution. Since multiple
qubits exist on the nodes, each node should know the
specific operations to be conducted on individual qubits to

ensure the correct distribution of remote entangled pairs and
prevent unexpected quantum states. The main challenge lies
in establishing this consensus among quantum nodes without
the involvement of a controller.

Resource Allocation: The link-layer entangled pairs are
used as network resources to serve multiple requests. The
REDP protocol should allocate the resources for multiple
requests properly. On the one hand, the resources should be
used efficiently to achieve high throughput. On the other hand,
the resources should be allocated fairly to all requests to
avoid the massive costs of starvation in some scenarios like
distributed quantum computation.

IV. REDP ProTOCOL DESIGN
A. Overview

REDP is a reliable entanglement distribution protocol to
control the entanglement distribution procedure for multiple
concurrent requests precisely. Initially, we focused on single-
request scenarios and devised a Forward Backward Protocol
(FBP) to establish a consensus on entanglement distribution
among all nodes along the entire path. Briefly, the forward
phase reserves link-layer resources, and it ensures that all
links reserve the same number of resources. No entanglement
swapping happens in this phase. The backward phase sends
the path-level consensus to all the nodes on the path, and the
repeaters enter the entanglement distribution phase to operate
the actual entanglement distribution operations. This protocol
is discussed in detail in Sec. IV-B.

Next, we present our approach to servicing multiple
requests, which aims at enhancing network efficiency.
Therefore, we design two resource allocation strategies (i.e.,
EAS and SWS) to guarantee the fairness and efficiency
properties in Sec. IV-C and Sec. IV-D, respectively. SWS runs
on the source node to evaluate the expected bandwidth wq(,]z)
as the global information based on our probabilistic modeling.
EAS, on the other hand, is the core resource allocation strategy,
which decides the resource allocation for each request using
the information provided by SWS. EAS guarantees fairness
and efficiency from the network’s aspect. Here, fairness means
that multiple requests should use link-layer entangled pairs
equally, while efficiency requires complete resource utilization
to achieve the best throughput.

B. REDP-FIFO: Entanglement Distribution Protocol on the
Multiple-hop Path

This section demonstrates how REDP operates using
a Forward-Backward Protocol (FBP) in a single-request
scenario. It is imperative for the repeaters to identify the two
qubits to perform BSMs, and for the source node to understand
how to recover the entangled pair’s state. The FBP is devised
to achieve the consensus on the entire path to establish
a reliable entanglement swapping process. It runs in loop
rounds, and each round cycles in three phases: forward phase,
backward phase, and entanglement distribution phase. The
forward and backward phases are intended for assigning link-
layer entangled pairs and achieving consensus on entanglement
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Fig. 2. REDP protocol on a 4-node path.

distribution among all nodes on the path. In the entanglement
distribution phase, the actual entanglement swapping takes
place, with the repeaters performing BSMs and sending the
measurement results to the source node.

First, we use the example of a one-hop link to introduce
the consensus and explain how FBP achieves it. Consider a
one-hop link [; ; that connects node n; and n;. Link-layer
entangled pairs are generated continuously by a link-layer
protocol whenever the quantum memories are not full. Let
us assume the link contains C; ; link entangled pairs. Note
that the entangled pair contains two qubits stored on the
two adjacent nodes. As a result, the two nodes must agree
on resource allocation. The consensus mainly contains two
things: 1) Considering that multiple entangled pairs exist on
the link, the consensus should assign which entangled pairs
to use. 2) Considering multiple requests pass through the
link, the consensus should assign the link resources to one
specific request. A basic FBP can reach this agreement. In
the Forward phase, n; selects w*) number of link entangled
pairs (w*) < C; ;). It then sends the w(*) and the IDs of the
selected entangled pairs to n;. Let the applying set af ; be
the set of the IDs of the selected entangled pairs. Second, 7
checks the set af ;. If an entangled pair in af ; has not been
assigned before and n; agrees to use i, nj will put the ID
of the entangled pair into a permitted set a! .. We denote a”
as the permitted set that contains IDs of the entangled palrs
that both n; and n; agree to use. Otherwise, n; cannot put the
ID in a . Finally, n; sends a i back to n; in the backward
phase, and now n; and n; agree that entangled pairs in a
can be used for the request r(*),

In this way, a consensus can be reached, and no conflict
will exist. The two nodes cannot use different entangled pairs,
and an entangled pair cannot be assigned to multiple requests.
This is because both nodes are permitted to use the entangled
pair. Specifically, n; is permitted to use entangled pairs in a? j
(ap € aj ;) in the forward phase, and n; is permitted to use
entangled pairs in a? ; during the backward phase.

Now, let us present how FBP works when the path consists

of more than one hop and how to control the entanglement
distribution reliably. Similarly, two adjacent nodes decide
the resource allocation on the connected link. During the
forward phase, packets are transmitted hop-by-hop from the
source node to the destination. When the predecessor sends a
forward packet to the successor node, it selects some link-layer
entangled pairs to use based on the EAS strategy mentioned
in the next section. Upon receiving the packet, the successor
node verifies the applying set and approves some entangled
pairs. Now, the link-layer agreement is reached, and the
successor node then allocates resources on the subsequent
link and transmits a new applying set to the following node.
The backward phase starts when the destination node receives
the message. All links have reached a link-layer consensus
about resource assignment by this point. Therefore, during
the backward phase, all the consensus is transmitted back to
all nodes on the path to achieve path-level consensus. In the
entanglement distribution phase, the repeaters execute BSM
based on the consensus and transmit the measurement result to
the source node. The source node then recovers the entangled
pair’s state. Once the remote entangled pairs are distributed, a
new round of FBP can start.

Fig. 2 shows the FBP protocol on an example with a
4-node path. Here, we present the details of each phase.
Consider a request 7(*) = (s(F) ) P*)) it requires to
distribute entangled pairs between the source node s*) and
d®). Moreover, a routing algorithm selects a L-hop path P(¥)
Without loss of generality, the i-th node in the path P*) is
named n; for convenience, i.e., s**) = n; and d*) = np .,
where L is the number of the links in P*). The link liit1
connects n; and n;y;. Furthermore, we use the notation
LR; ;41 to denote the link resources (link-layer entangled
pairs) on the link /; ;4.

In REDP, the link resources have two states: 1) “allocated,”
indicating that the entangled pair has been assigned to a
specific request, and 2) “free,” suggesting that the entangled
pair has not yet been assigned. As a decentralized protocol,
the states are maintained locally by the nodes. Two nodes may
view a single entangled pair in different states. For instance,
if node n; assigns to use an entangled pair, it labels the pair

s “allocated,” but the other node may still label the same
entangled pair as “free” before a consensus is reached.

The forward phase starts from the source node n;, which
utilizes the entanglement allocation strategies (EAS) to select
entangled pairs from the available link resources LR; » which
will be discussed in Sec. IV-C and Sec. IV-D. Let the applying
set af , represent the selected entangled pairs, and w; = |af |
denote the number of applying resources. Subsequently, nq
marks the entangled pairs in af 5 as “allocated” to prevent
other requests from using the same entangled pairs. Finally,
ny sends the forward packet containing af 5 to the next-hop
nsy. The operations on the source node in the forward phase
are described in Algorithm 1.

When node n, receives the forward packet from nq, it
handles two tasks. Firstly, it verifies the applying set af ,
received from n;. Specifically, ny checks if the link-layer



Algorithm 1: The source node’s action in forward
phase
Input: The source node n1; The next-hop node ns;
The path P*) = {n;};
1 LRy 2 <y 2.get_link_layer_resources();
2 a‘fz <— EAS(LRLQ); wy < ‘Cltll72|;
3 msg < {a‘iQ};
4 ni.send(ng, msg);

entangled pair is in a “free” state. If the entangled pair is free,
ng permits the assignment of this entangled pair. However, if
the entangled pair is already “allocated,” a conflict arises, and
ng cannot allow the use of this entangled pair. As a result,
some entangled pairs in af 5 are agreed upon to be used, and
the final permitted set is denoted as a’i2 C af . Then, node
ny applies resources on the next link /5 3 and generates a new
applying set a3 5. Finally, no sends both al o and a3 5 to the
next node ns.

Generally, when a repeater (denoted as n;) receives a
forward packet, it contains two parts. The first part is the
applied resource set a;’_; ; from the last-hop node, n;—1, and
the second part is the permitted set {af ]+1|1 <j<i-1}
on the link from l; 3 to I;_2;_1, where 7 > 2. Similar to ny,
n; performs two tasks: it checks the resource allocation in
ai_y ; to produce a af_lji and applies resources on the next
link as af,; ;. Algorithm 2 presents a formal description of
the repeaters’ actions in the forward phase, which consists of
four steps:

o Step 1, n; checks whether the entangled pairs in a_; ;
are in a “free” state and allows the free ones to be utilized
by the current request (*), thereby forming the permitted
set a;_; ;. Consequently, ;1 and n; both acknowledge
that the entangled pairs within aj_, ; are assigned for the
current request.

o Step 2, it applies link resources to the next link by
utilizing EAS to choose “free” entangled pairs on link
l;,i+1 and placing the IDs of the selected entangled pairs
into a new applying set a;’; ;.

o Step 3, the node guarantees that the newly formed
applying set for the next link and the permitted sets
for the previous links have the same size. Considering
a bottleneck link allocates w link resources, at most w
remote entangled pairs can be distributed, and allocating
more resources than w on other non-bottleneck links will
result in unused and wasted. Therefore, the repeaters
must ensure that all permitted sets a’ ; +1(j <i-—1)
for the previous links and the applying set a;,, for the
next link are truncated to the same sizes. Let wp;, =
min{laf |, [a} o], ., |af_ ;|} be the minimized size
(resource allocated on the bottleneck link). Once a set
has more elements than wpy;,, n; will drop some elements
to shrink the size to wp,. Specifically, for all permitted
sets on the previous links in {a}; ,[j < i — 1}, if
|aj J+1‘ > Wmin, M truncates a” i1 to afjﬂ[' Wrnin]
where [: z] ([—z :]) denotes selectlng the first (last) x

Algorithm 2: The repeater handling in forward phase

Input: The current node n;; The next-hop node n;41;
The path Pplk) = {n;|l1 <j<L+1};
The received forward packet
{af;li <i—1}U{ai ;1
// Step 1: Check allocation on l—1;
2 1,2 {}
for qubzt €aj_, do
if qubit is “ iee” then
‘ af—l,i = a?—l,i U {qubit};
end
end
// Step 2: BApply allocation on lit1
LR; ;11 < i ;41.get_link_layer_resources();
af ;o1 + EAS(LRi41);
// Step 3: Drop the extra entangled pairs
> wnin  mingla? |, [a} o], ... a?
10 if Wy, < [af;, | then
u |

QA U m W N =

L 2

i—1,%

a a . .
Qi1 € ai,¢+1[- Winin]

12 end
13 for j € [1,i— 1] do
14 if wyin < |af ;| then
15 | a0 al [ wminls
16 end
17 end

// Step 4: State update and send forward

message

18 for qubit € {af, ,Ua] ,;} do
19 ‘ mark qubit as “allocated”;
20 end

2 msg < {af ;117 <i}U{ad; 1}
22 n;.send(n;4+1, msg);

entangled pair from a list, respectively. This step ensures
that all links allocate the same number of resources.
Meanwhile, as we will explain in the backward phase,
the truncated resources will be noticed by the repeaters
and thus can be used for further requests.

o Step 4, the repeater marks the entangled pairs in the
new applying set a;’; | as “allocated” and sends the new
forward message {az i1y U{dl ;117 < i} to the next-
hop node n;41.

The backward phase starts immediately after the destination
node np4; receives the forward packet. Similar to its
predecessor repeaters, nzy1 also inspects af ;. ; and permits
to use of “free” entangled pairs in a7 ; ;. Additionally, the
destination node ensures that the size aé-’ 1 U< L) remains
identical, similar to Step 3 of Algorithm 2. At this point, the
path has produced a resource allocation decision in the form of
the permitted sets for all the links on the path {a} ;,,|j < L}.
During the backward phase, nr; sends the entanglement
distribution decision {a] ]H‘J < L} hop-by-hop until the
source node nq, and all nodes on the path are aware of the
link resource allocation, thus forming a path-level resource



allocation consensus. Note that REDP allows the applying set
and the permitted set to be empty, indicating that there are no
resources available at the current time. However, since REDP
runs in multiple rounds and will not finish until it fulfills the
requests, it is possible for the future to have enough resources
to serve them.

The entanglement distribution phase is the last stage of
one FBP round. When a repeater, denoted as n;, receives the
consensus {a’; ,|j < L} in the backward packet, it enters
this phase. It selects one entangled pair from the previous
link’s permitted set aj , ; and another from the next link’s
permitted set aﬁi 41- The repeater then performs BSM using
the selected two entangled pairs. It is noteworthy that all
permitted sets have the same size, guaranteed by Step 3 of
Algorithm 2. Thus, the repeater can use the two entangled
pairs with the same position in a]_, ; and a ;. Let a} ;, , [z]
be the x-th entangled pair in the permitted set aﬁi 41 the
repeater performs BSM using the entangled pairs af_l,i[x] and
aj iq[z] (Vo < wpin). Afterward, the repeater modifies the
state of the unused entangled pairs marked as “free” again.
These unused entangled pairs result from two aspects. Firstly,
the previous node applies to use an entangled pair, but the
following node does not permit it. Secondly, some entangled
pairs are revoked for being used in Step 3 of Algorithm 2
to maintain all permitted sets’ size consistency. Subsequently,
the repeaters send measurement results to the source node.
When a source node collects all measurement results from all
repeaters, it can perform Pauli Z or X gate on the qubit it owns
and forms the targeted |®T) entangled state between n; and
nNr+1.

The correctness and reliability of FBP protocol. We
prove that the FBP protocol is reliable in three aspects:
consistent results, conflict avoidance, and guaranteed fidelity.
1) consistent results, the FBP protocol guarantees consistent
results by ensuring that all nodes on the path reach the same
consensus. It is because the destination node generates the final
path-level entanglement distribution consensus and notifies all
nodes on the path in the backward phase. 2) conflict avoidance,
the FBP protocol ensures conflict avoidance by preventing one
entangled pair from being used by multiple requests. Only
when both adjacent nodes allow an entangled pair to be used
for the current request and be marked “allocated” immediately.
3) guaranteed fidelity, the FBP protocol guarantees fidelity by
minimizing time delay and the number of quantum operations.
When the path’s length is fixed, the fidelity of remote entangled
pairs is influenced by time delay. Since a repeater enters the
entanglement distribution phase once it receives a backward
message, the entanglement distribution and the backward
phases overlap, as shown in Fig. 2. It ensures the REDP
protocol achieves the optimal time delay of 2L - ¢, where at
least L -t is required to form a consensus on an L-hop path
and another L - ¢ is needed for entanglement distribution.

Achieve optimal performance in single-request scenarios
using FBP. In this scenario, we present the first version
of Entanglement Allocation Strategy (EAS) and prove that
the maximum bandwidth (number of remote entangled pairs
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Fig. 3. Examples of fair and efficient link resource allocation (C = 6).

distributed in one round) can be achieved in single-request
scenarios. This version of EAS assigns all available “free”
entangled pair resources on the next-hop link, i.e., a;{i 41 =
LR;;11. When the bottleneck link is [; ;41, i.e., the link
generating the least amount of entangled pairs, the final
throughput is w = w; = |LR;;11]. As LR; ;41 represents
all entangled pair resources on link [; ;41, the bandwidth
upper bound is minongL{|LRj,j+1|} = ‘LRZ‘J‘JAL which
is achievable using the EAS. In the scenario with multiple
requests, the first coming request will apply all resources
and requests will assign resources in a FIFO queue manner.
Therefore, we named it REDP-FIFO.

C. REDP-Fair: Fairness Guarantee in Multiple Request
Scenario

In Sec. IV-B, we design the first version of the REDP
protocol and prove its correctness and performance in a single-
request scenario. However, it cannot provide fairness and
optimal performance when multiple requests exist due to the
lack of a proper resource allocation strategy. Therefore, in this
section, we propose an improvement to provide the fairness
property with a probabilistic quasi-static model. In Sec. IV-D,
we further enhance the resource utilization and throughput
performance.

The fairness property requires that if multiple requests pass
through the same bottleneck link [44, 45], they should equally
use the link-layer entangled pair resources, no matter its path
length. In FBP, the repeater assigns resources whenever it
receives a forward packet. Obviously, REDP-FIFO cannot
guarantee fairness, for the first-come request uses all link-layer
entangled pair resources, and the later requests may starve. We
observe that the resource allocation is affected by the length
of the path. Considering an example of two requests (1) and
) in Fig. 3. Request (1) distributes entangled pairs between
n1 and ns, while #(?) distributes entangled pairs between ns
and ny. Two requests share the same bottleneck link I3 4. r
takes 2 x 3t times on average to finish one FBP round, but r(2
takes roughly 2 x 4¢ times to complete one FBP round. Note
that resource allocation happens whenever the node receives a
forward packet. As a result, (1) has a faster frequency of
applying link resources on link [34, which leads to unfair
resource allocation.

One way to address this issue is to allocate fewer link
resources for requests with fewer path hops. However, this



is challenging in a decentralized network for two primary
reasons. First, nodes have limited information about when
they will receive a forward message and from which request
the message is originating. Second, nodes cannot predict the
number of link-layer entangled pair resources that will be
generated in the future, as it is a stochastic process mentioned
in Sec. III-B.

Despite these challenges, we design a new version of the
REDP protocol, REDP-Fair, and prove its fairness in the long-
term time perspective. The critical task is to achieve fairness.
To this end, a proper EAS is responsible for deciding how
many new resources should be assigned to a request when a
repeater receives a forward packet. In REDP-Fair, the EAS
strategy is to select agalr) |LR; ;| resources, where the fair
factor agfir) is

(k)
Xpir =

L")
T (2)

Z (‘I)eR

where L) is the number of hops for the request 7(*), and
R; ; is the set of all requests that pass through the next-hop
link l,’7j.

Now, we prove that REDP-Fair ensures the fairness property
in a long-term time perspective by utilizing a quasi-static
model. The fundamental concept of the quasi-static model
analysis is to model both the producer aspect (which generates
the link-layer entangled pairs) and the consumer aspect (which
allocates resources). Once the system reaches equilibrium, the
rate of link resource generation equals consumption, enabling
us to evaluate the average resource allocation for each request
in the long term. Subsequently, we prove that when the fair
factor follows Eq. (2), it guarantees the fair utilization of link
resources for all requests.

For a request (9 that passes the link l;;, it takes
approximately 2L(9t time to complete one FBP round, as
demonstrated in Sec. IV-B, and its frequency is f(@ =
ﬁq)t. Considering that the resource allocations happen when
the node receives a forward packet, the frequency of node
n; and mn; allocating link resources for all requests is
Zr(q)eR- . f(q) = ZT‘(‘?)GR- . ﬁ'

.7 7

From the link-layer entangled pair generation aspect, during
the time between each resource allocation, the link I; ;
generates

2tvi 5Di 5
Z (Q)GR 1/L<q)

prod Vi, Pi,j

ZJ Z (’Z)eR

@ @)

link-layer entangled pair resources on average. Remember that
v; ; represents the rate of entangled pair generation, and p; ;
denotes the possibility of successful entanglement generation
between adjacent nodes.

From the resource consumption perspective, we model the
average number of assigned entangled pairs. Assuming that the
link has an average of |LR; ;| entangled pair resources when
the system is stable, the repeater will assign a( ) = afalz |LR; ;|

entangled pairs for the k-th request r(*). Therefore, the
expected number of assigned resources is

?]joc: Z p (k) 4)
T(k)ERL,J
k
p> L() aiy )
1/L%) Q)
= 2 : @ @ | LR
PRVER; 27(‘1)61% 1/L Zy-(LI)eR,i_j L
(6)
_ |Rij||LR: | -
ZT(Q)GRL]. 1/L(q) * ZT(Q)ERL]‘ L(q) ’

where p(*) denotes the possibility that the current request is
),
From a quasi-static model, we assume that the number of

link resources reaches equilibrium, and the consuming rate
prod

equals the producing rate (i.e., aa“j"c = ). Thus, we can

get a stable amount of link-layer entangled palrs from Eq. (3)
and Eq. (7):
2tvi,jPij X op@er, L@

[Ri,;l

|LR: ;| = ®

By substituting the result of Eq. (8) into Eq. (7), we obtain
the expected number of entangled pairs allocated to request
) per second R*) can be expressed as:

1 LK)
R — (k) () _ 9
s = Yrwen,, LY ®
20 ;D Y rwer,, L9 (10)

| Ri;
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- 7&?},']. (11
Z7J

This analysis proves that, on average, all requests are allocated
the same number of link-layer entangled pairs per second,
regardless of the path length. Therefore, it can be concluded
that resources are allocated fairly and independently among all
requests.

For a given request (), EAS allocates a§£2|LRi_j\ link
resources. To further reduce resource conflicts during the
allocation of entangled pairs between two adjacent nodes, we
add an extra rule. The rule requires that the two nodes apply the
entangled pair from two directions with the resource’s ID sort.
Consider two requests, one has a sub-path from n; to n;, and
the other has a sub-path from n; to n;. To avoid bi-directional
conflicts, the extra rule is: if ¢+ < 7, n; allocates resources in
the forward order in LR; ; (using #1, #2, and so on, entangled
pairs), and n; uses resources in the reverse order (#n, #n-1,
and so on, entangled pairs). Note that here, we do not choose
entangled pairs based on their fidelity, since it is still an open
problem on how to select the entangled pairs. One may prefer
to use entangled pairs with higher-fidelity, but this leads to the
low-fidelity entangled pairs being wasted. Or, if we select low-
fidelity entangled pairs, the distributed end-to-end entangled



pairs’ fidelity will also be influenced. In our REDP protocol,
we intend to reduce the fidelity downgrading by optimizing
their waiting time, which will be further discussed in Section
IV-E and proved by the experiments.

Consequently, the EAS algorithm in REDP-Fair is shown in
Algorithm 3. Furthermore, line 2 of Algorithm 3 demonstrates
the extra rule to reduce conflicts.

Algorithm 3: EAS algorithm in REDP-Fair

Input: The current node n;; The request rk,

The next-hop link /; ;; Resources on next-hop link
LR; ;; Requests on next-hop link R; ;;

Output: The applying entanglement resources set a;' ;;

1 w; < Sracn;, |LR1,J

2 if ¢ < j then
3 | af; < LR;;[:w]; // apply w; resources
in ascending order

s

4 else
al; < LR; j[w;:]; // apply w; resources
in descending order

¢ end

7 return ag ;;
;

D. Final Version of REDP: Further Efficiency Improvement

So far, while REDP-Fair guarantees the fairness property,
it does not achieve optimal efficiency. An example is shown
in Fig. 3. 7(® is distributing entanglements between ny
and ng, while ¥ is between n4 and n;. Without loss of
generality, we assume that all links generate the same number
of link resources per second, denoted as C. Since REDP-Fair
guarantees fairness, 7(?), r(®), and (%) applies C'/3 resources,
as they share the same bottleneck link I4 6. For 7(!) and (),
they share the same link, /3 4. Based on REDP-Fair, both r@
and r(® should use no more than C /2 resources. However,
since 7(?) has a bottleneck on l4,6 and cannot use more than
C/3 resources, (1) can actually use up to 2C/3 resources
(larger than the fairness bound of C/2). Consequently, the
unused resources are 2C'/3 — C/2 = 1/6C. This example
demonstrates that the network is not optimal, as repeaters have
no information about other requests. In this case, r() does not
know the expected bandwidth of (%),

Thus, we propose the final version of REDP to investigate
and exploit the unused entangled pair resources. The basic
idea is to evaluate the expected bandwidth for each request
in each FBP round and use this global information for better
decision-making. As a result, optimal throughput performance
can be achieved while ensuring fairness. To this end, we design
an algorithm called the Source Window Strategy (SWS),
which operates on the source node of each request. The SWS
calculates the expected bandwidth wgz), which represents the
expected number of distributed end-to-end entangled pairs in
the current FBP round. The expected bandwidth is also sent
along with the forward packet. Thus, all repeaters on the

path can receive and utilize this global information to make
better resource allocation decisions to balance fairness and
throughput.

To evaluate the expected bandwidth, we adopt a probe-
based approach rather than a statistical one. The statistical
approach, which involves collecting bandwidth data from
previous rounds, is known to suffer from a long convergence
time because the number of existing link resources varies
significantly due to the qubit loss on links, as demonstrated
in the evaluations later in the experiments in Sec. V.

Therefore, we adopt a probe-based approach that comprises
two stages: fair bandwidth evaluation and actual bandwidth
probing. The SWS enters the fair bandwidth evaluation
stage when a new request begins to distribute end-to-end
entangled pairs or when the link status changes. The proof
in the previous section shows that the resources are allocated
fairly, but not all resources are used. Therefore, the evaluated
bandwidth when resources are fairly assigned represents only
the lower bound as it only guarantees fairness but does
not fully utilize the network resources. Subsequently, in the
next FBP round, the SWS enters the actual bandwidth
probing stage. It updates the expected bandwidth based on
the actual bandwidth in the last round. For instance, if the
actual bandwidth reaches the evaluated bandwidth, it means
that the network has enough resources, or there may be
unused resources. Therefore, the expected bandwidth wfrlz)
can be increased in the next FBP round to probe unused
resources. Eventually, we propose an Additive-Increase Reset-
Fair (AIRF) algorithm to probe and leverage the free resources
in the network that other requests cannot use.

We first present the fair bandwidth evaluation stage,
which involves two significant improvements to the FBP
protocol for evaluating the expected bandwidth. Firstly, during
the backward phase, all repeaters report the network states
Si,j = (vij,pij,7i,j) to the source node, which includes v; j,
Dij> and the number of requests currently passing through
the link r; ; = |R; ;|. Secondly, when the new forward phase
begins, the source node calculates the evaluated fair bandwidth
for the current round based on the link status. Let wb(r]ﬁ) be the
source node’s evaluated bandwidth, and wf(‘,ﬁr) be the bandwidth
when resources are allocated fairly. Thus, We use wéfr) as the
lower bound and the initial value of the expected bandwidth
ws(r’z) The source node sends wgfr) along with the forward
packet. This process introduces no additional messages or
delays compared to the original FBP protocol.

f To calculate the fair bandwidth wt(ﬁr) , we need to determine
the distribution of available entangled pair resources for a
given request r(*) with path P*) = {I,;,,]i < L} when
resources are fairly assigned. Specifically, the source node
computes the distribution of available resources fairly assigned
to r(*) for each link. Then, we use the first-order statistics
of these distributions as the expected fair bandwidth of the
whole path, corresponding to the number of distributions of
the bottleneck link.

First, we model the number of entangled pairs to be fairly
assigned to each link for the request 7(*). The number of



Algorithm 4: AIRF in Source Window Strategy (SWS)

Input: The current request r(®). The actual bandwidth
in the last round w®; Network states collected
from backward packet
{(iit1: Piyit1: i) |1 <@ < L

Output: The expected bandwidth ws(rlz);

1 if w® > ﬁws(r]z) and network states does not change
then

// actual bandwidth probing
2 ws(r’i) — wfr’f:) +1;
3 else
// fair bandwidth evaluation
4 | foric[1,L™] do
5 calculate the distribution of usable link
resources on link 1; ;1 1, W(ik);

6 end

7 wgfr) — E[WEZ;], calculated from Eq. (14) ;
8 | wi) —wl;

9 end

k
10 return w §,c);

entangled pairs generated in 7' seconds follows a binomial
distribution |LR; ;41| ~ B(vii+1T,pii+1). However,
computing the binomial distribution can be computationally
expensive when v; ;117 is large. Thus, we use a normal
distribution to approximate the distribution [46], where
|LR;iq1| ~ N(vii41TPiiv1, Viis1Tpiiv1(1 — pijie1)), and
N(+) is the normal distribution. Additionally, we consider that
the limited number of quantum memories restricts the number
of link resources. Therefore, we modify the distribution as
Pr(|LR; 1| =y] =

®(0.5), y=0,
O(y+0.5) = @(y —0.5), ye[l,Ciit), (12)
1-— (I)(y - 0.5)7 Yy = Ci,i-&-l,

where C; ;1 represents the number of quantum memories
on the link /; ;41, and ® represents the Cumulative Distri-
bution Function (CDF) of N<Ui7i+1Tpi,i+1, Ui,i+1Tpi,i+1(1 —
Dii+1)). We truncate the distribution when y < 0 or y >
Ci,i+1. Eq. (12) provides an approximation of the total number
of entangled pairs on the link [;;4;. We then calculate
the number of entangled pairs that can be fairly assigned
to (), which follows the constraints PT[IUZ(?H =y =
Pr[LR; ;41 = |Ri ;| - y]. We denote the new distribution of
the fair bandwidth of one request as Wz k)"

Finally, we can predict the expected path-level fair
bandwidth, which is equivalent to the bottleneck link’s
resource. The path-level fair bandwidth equals the first-order

statistic of all links Wz I

c®

min

Z Z PriWi, =y (13

k 0)
wiy, = E[W()]

HPT

J=1,j#1

(k) >yl (14)

The computational overhead is O(Cﬁfﬁ L") 4 Céfg : L(k)2),
where C[(mz = min{C; ;4+1|1 < i < L} represents the size of
the smallest memory on the links. The first part involves pre-
computing WZ(Z)+1 for each link, and the second part comes
from calculating Eq. (14).

We now discuss the actual bandwidth probing phase,
which describes how the expected bandwidth is updated in the
following FBP rounds. As previously mentioned, we evaluate
wéﬁr) as the lower bound and initial value of ws(rc). Then,
in actual bandwidth probing, we use AIRF to probe the
unused network bandwidth. Unlike TCP and Tele-DTP [36],
we do not adopt a Slow Start period because wgir can
already be calculated as bandwidth lower bound when all
resources are allocated fairly. In the following rounds, if the
actual bandwidth w®) > Bwﬂ?, there is no network resource
congestion, and there may be free resources that can be used.
Consequently, the expected bandwidth increases by 1 in the
next round. Otherwise, if w(*) < Bwﬁr]‘;) or the network state
changes (e.g., when a new request arrives), we recalculate
wf(ﬁr) and reset the expected bandwidth w® to it. The SWS
algorithm is shown in Algorithm 4.

We enhance the EAS algorithm by incorporating the
expected bandwidth evaluated from SWS to improve the
efficiency property. The modified EAS algorithm has two
factors. The first factor is the fairness factor agfir), introduced
in Eq. (2) to ensure fairness property. The second factor is the
efficiency factor afff), which is in proportion to wg(rlz) for all
requests:

(k) _ wSrc)

Do e (1s)
¢ ZT(‘?)GRi,j we(gc)

Since the source node sends w;’? in the forward packet, the
repeaters can calculate ai?f). With the two factors, repeaters can
make a better decision to be both fair and efficient by usin,

the larger value of aiff) and ozt(kr) as the enabling factor. If at(»fir

is larger, it implies that at least afair) -|LR;_ ;| resources must be
reserved for one request to ensure fairness. On the other hand,
if aéff) is larger, it suggests that some resources may remain
unused, and the request can utilize up to ozeff |LR; ;| resources
to fully utilize the free link resources. The final version of the
EAS algorithm is presented in Algorithm 5.

In summary, REDP utilizes a probing-based approach to
estimate the available bandwidth for each request in the SWS.
This expected bandwidth is a useful metric to identify potential
unused resources. The EAS algorithm then adapts the fairness

factor discussed in Sec. IV-C and the evaluated bandwidth in



Algorithm 5: Entanglement Allocation Strategy (EAS)

Input: The current node n;; The request r(*);

The next-hop link /; ;; Resources on next-hop link
LR; j; Requests on next-hop link R; ;;

Output: Applying resources set aj ; on the link [; ;;

(k) L®
1 ag = ;
fa (k) >
k W .
2 Qg = ﬁ s
raer,; ; Wsre
k (k) (k)y.
3 Oé( ) <~ max{afair’aeff }’
4 wW; < a(k) . |LRZ] )
5 if © >=j then
6 ‘ aﬁj — LRi)j[Z wi} 5
7 else
8 ‘ a;{j — LRi,j[—wi Z] 5
9 end

a .
10 return ag ;s

the SWS to allocate appropriate link resources. It ensures both
network-layer fairness and efficiency.

E. Discussion

In this section, we discuss the efficiency of the proposed
REDP protocol and compare it to centralized schemes.

In the proposed REDP protocol, it takes about 2¢ - L time
to finish one FBP for a L-hop path. It could be slow in a
large network. However, we show that this delay is optimized
and necessary whenever we consider the communication delay.
For centralized schemes[17-20], they usually run in periods.
In each period, the controller needs to collect information from
all nodes in the network. Thus, it takes about 2t - L, time
to collect information and deliver decisions, where L.y is the
distance between the controller and the farthest node. It will
usually take more time for such a period in centralized schemes
compared to one FBP in our REDP protocol, especially for a
larger network.

Besides, one may concern that the REDP protocol operates
BSMs hop-by-hop, while repeaters in other schemes can
operate BSMs simultaneously, which may lead to a higher
performance. However, as we show in Fig. 1, the repeaters
still need to send the measurement results to the source node,
and the time for BSMs (typically within microseconds [47])
can be ignored when we introduce the communication signal
delay. To prove it, we will adopt a concurrent BSMs manner
for our baseline schemes in the experiments. Overall, since we
reduce the decision-making and resource preservation time, our
method should achieve higher throughput and overall fidelity
as the entangled pairs spend less time waiting in the quantum
memory.

V. PERFORMANCE EVALUATIONS
A. Platform and Baselines

We use the network-layer quantum network simulator,
named SimQN [22], to evaluate the performance of REDP. It
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Fig. 4. Modularized double protocol stacks on quantum nodes in simulation.

is a modularized simulator useful in large-scale and complex
protocol simulation. As shown in Fig. 4, we implement
the following three modules on each quantum node in the
simulation: 1) we leverage the classic network protocol stacks
provided by SimQN to simulate the classic control message
communications. 2) we design an EPR Generator/Receiver
protocol to continuously distribute link-layer entangled pairs
on the links. 3) we implement the remote entanglement
distribution protocols, including REDP, two baselines, and two
other competitor approaches. In conclusion, we perform full-
stack systematic simulations in quantum networks.

We evaluate the REDP-FIFO, REDP-Fair, and the full
version of REDP in the simulation. To better show the trade-
offs between centralized methods and decentralized methods
(including our proposed REDP protocol), we implement both
centralized PS and PU in [19] and a modified version
of the decentralized protocol named Tele-DTP [36]. PS/PU
algorithms are centralized approaches that require a network
controller. To better show the different behaviors of the
centralized and decentralized approaches, we design a full-
stack corresponding communication protocol for PS/PU. In
brief, 1) the controller first collects network states, produces
and delivers entanglement distribution instructions. 2) Then,
repeaters perform concurrent BSMs in parallel once they
receive the controller’s instructions and send results to the
source node. 3) After remote entanglement distribution, source
nodes will report the result to the controller. 4) Finally, if the
controller receives the results of all requests, it starts a new
round. Tele-DTP, on the other hand, is a decentralized protocol
in [36]. The original protocol used a memory allocation
strategy to decide the resource allocation. However, it assigns
memories and generates entangled pairs on demand after each
round, which may bring a longer latency. We modify the
original protocol to generate resources continuously but adopt
its two core resource allocation algorithms.

Finally, we conduct solid experiments and perform our
evaluations in a single-request linear full-homogeneous path
topology (Sec. V-B), a multiple-requests dumbbell topology
(Sec. V-C) and a large-scale random topology (Sec. V-D).

B. Evaluations in a Full Homogeneous Path

In the first experiment, we construct a linear full
homogeneous path with varying path lengths to evaluate the
throughput and fidelity of our approach under different path



TABLE I
PERFORMANCE COMPARISON IN A LINEAR FULL HOMOGENEOUS PATH.

Throughput (ebits/s) * \ Averaged Fidelity

#

|

‘ REDP PS/PU Tele-DTP ‘ REDP  PS/PU  Tele-DTP
2 97.14 (-0.04%)  97.64 (+0.47%) 97.18 | 09613  0.9338 0.9624
5 95.36 (+4.84%)  94.06 (+3.41%) 90.96 | 0.7204  0.7047 0.7462
10 | 94.18 (+11.9%)  94.40 (+12.1%) 84.18 | 0.6565  0.6565 0.6459
15 | 92.84 (+16.6%) 91.70 (+15.1%) 79.64 | 0.6308  0.6309 0.6283
20 | 9L.72 (+15.7%)  89.46 (+12.8%) 79.30 | 0.6091  0.6091 0.6090
25 | 88.06 (+40.7%)  78.06 (+24.7%) 62.60 | 0.5909  0.5909 0.5909

# denotes the number of nodes on the path.
* The values in () are relative ratios compared to Tele-DTP.

lengths. The quantum links generate entangled pairs at a
constant speed of v; ; = 1000Hz, which is achievable in
[48]. We set pynyy = 0, p = 0.2 db/km and D;; = 100
km, similar to the settings used in [49]. The propagation
delay for both the classical links is set to be a normal
distribution ¢ ~ N(0.010,0.004) ms to simulate the classical
communication delay and potential congestion. We also set the
quantum memory size on each link to 100, as in [19]. Qubits
suffer from a depolarizing noise [50] in a quantum memory,
and the decay rate v = 1s [51]. Additionally, we introduce
dephasing noise during quantum operations and measurements,
where an additional Z gate is operated on the target qubit with
a probability pg = 0.001 [28].

This experiment compares the throughput (i.e., entanglement
distribution rate) and fidelity between REDP, Tele-DTP, and
PS/PU algorithms. The path hop is from 2 to 25, and we run
each simulation for about 10 seconds (at the 10 seconds, we
send a FIN command to close the request but wait for the last
round to finish). For REDP, we set 3 = 0.7. The result of the
performance under different hops is shown in TABLE I. Here,
ebit denotes the number of distributed remote entangled pairs.
REDP achieves the best throughput performance compared
to PS/PU and Tele-DTP. All algorithms suffer from the least
throughput downgrade when the path goes longer. We observe
that both PS and PU behaviors are the same in this single-
path scenario, but the throughput is not as good as REDP
because PS/PU is a centralized algorithm. They need more
time overhead to communicate when the path goes longer,
and the time to finish one round is larger than that in REDP.
Entanglement allocation-based Tele-DTP, on the other hand,
uses a statistically-based way to decide the sending window.
It is sensitive to the probabilistic fluctuations in the number of
link-layer entangled pairs. The sending window is significantly
reduced whenever one link generates fewer entangled pairs
than expected, causing a low throughput in the following
rounds.

In TABLE I, we analyze the average fidelity of all
distributed remote entangled pairs. The results indicate that
all algorithms achieve a roughly equivalent level of fidelity.
However, the fidelity drops significantly as the path length
increases. REDP and Tele-QTP achieve a higher fidelity when
the path length is smaller than 5, but the difference decreases
as the path length grows.

C. Evaluations in an Asymmetric Dumbbell Topology

To further examine the performance in multiple request
scenarios, we use the asymmetric dumbbell topology shown
in Fig. 3. Here, there are four requests that run concurrently,
and they have different path lengths. This experiment aims
to demonstrate that the evaluation results align with the
theoretical models. First, it shows whether REDP can
achieve fairness for multiple requests with different lengths.
Meanwhile, it also indicates whether the window evaluation
fits the theoretical models.

In the beginning, we evaluate the theoretical bandwidth and
the actual bandwidth in a single request scenario (i.e., only (1)
in Fig. 3). We compare REDP and Tele-DTP since they both
have a bandwidth control mechanism. The link delay is set
to t ~ N(0.05,0.02) ms to demonstrate the window variation
better. The results from REDP and Tele-DTP are depicted in
Fig. 5(a) and Fig. 5(b), respectively. We observe that both
REDP and Tele-DTP experience bandwidth fluctuations due to
probabilistic link entanglement generation failure, indicated by
orange circles. However, REDP achieves a superior bandwidth
of 32.79 ebits (number of distributed entangled pairs) per
round compared to 27.70 ebits per round in Tele-DTP. This
advantage can be attributed to three aspects. Firstly, REDP
does not require a Slow Start and initiates transmission at the
evaluated fair bandwidth wf(dllg Secondly, REDP can ignore
small fluctuations of link resource generation, as demonstrated
by the green circles in Fig. 5(a). Thirdly, instead of reducing
the bandwidth by half, REDP resets the window to the
evaluated fair bandwidth wéallz to avoid severe degradation.
Additionally, we observe that the actual bandwidth achieved by
REDP (32.79 ebits per round) aligns well with the theoretical
value of wf(allg (32 ebits per round).

Furthermore, to show the performance in a dynamic
network, we run all four requests and observe the bandwidth
when a new request comes. Specifically, request r(?) initiates
at 10 seconds. Fig. 5(c) and Fig. 5(d) show the bandwidth
of all four requests in REDP and Tele-DTP. REDP can
generally adapt well to the link status changes and bring fewer
bandwidth fluctuations than Tele-DTP. Besides, when r(2
enters the network, the bandwidth stabilizes in approximately
2.5 seconds, whereas Tele-DTP exhibits more significant
variations, particularly when () is in a Slow Start phase
(black circle). It takes approximately 15.5 seconds for the
network to reach a new stable bandwidth. The overall
throughput of REDP is also superior to that of Tele-DTP.

We then evaluate the throughput, fairness, and fidelity of
all requests. We use Jain’s fairness index [52] to evaluate
the fairness and simulate each algorithm 100 times. For
the PS/PU algorithm, we select ng as the controller since
it is the center of the network. Fig. 5(e) and Fig. 5(f)
show the throughput when the average delay ¢ is 10 ms
and 50 ms, respectively. In Fig. 5(e), we find that REDP-
FIFO and Tele-DTP do not guarantee strict fairness, as the
throughput of 7(®), () and (4 are not roughly equal (in
the red square). Other algorithms, including REDP, REDP-
Fair, PS, and PU, provide equal throughput for these three
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Fig. 5. Performance comparison in terms of bandwidth, throughput, and fairness in a dumbbell topology.

requests. Moreover, when ¢ 10ms, all algorithms reach
the optimal total throughput (the blue line). In Fig. 5(f),
REDP provides the best throughput compared to other
approaches that guarantee fairness. REDP outperforms REDP-
Fair because it considers global information and has better
resource utilization. Additionally, it outperforms PS and
PU as the centralized controller brings additional classical
communication delay.

We examine the network fairness and fidelity for all requests
in Fig. 5(g) and Fig. 5(h) when the expected delay is ¢t =
10ms and ¢ = 50ms, respectively. In Fig. 5(g), we observe
that PS and PU provide the best fairness since they are
centralized. Moreover, REDP-Fair provides similar fairness to
PS/PU even though it is a decentralized protocol without global
information. REDP also provides fairness but is not as good
as REDP-Fair, as it prefers utilizing free resources to achieve
better throughput. REDP-FIFO has worse fairness. In Fig. 5(h),
a similar observation is that REDP can achieve good fairness.
As for the fidelity, we find that PS/PU achieves less average
fidelity because the centralized control takes more time to
complete a round than REDP, and entangled pairs suffer more
noise in quantum memories.

D. Evaluations in a Large-Scale Topology

This experiment aims to evaluate the performance in a large-
scale random network topology. We construct the network
topology based on the Waxman algorithm [53], which consists
of 50 nodes. We randomly pick 10 requests to evaluate the
overall network performance. Notably, among all requests,
9 requests can successfully find a connected path. However,
request (3 is invalid, as no path connects the source node
and the destination node. The average path length of 9 valid
requests is 5.9 hops. Specifically, for PS/PU, we designate
ny as the controller, considering the random topology. In the
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experiment, we set the propagation delay to ¢ N(0.01,0.004)
ms and run each approach 100 times.

In Fig. 6(a), the orange bar represents the total throughput.
Notably, REDP exhibits the most outstanding throughput
among all the competitors. REDP’s throughput is 13.9% better
than that of the PU algorithm and 39.1% higher than that of
Tele-DTP. In terms of fairness, the PS/PU algorithm performs
the best with a Jain’s index of approximately 0.83. REDP and
REDP-Fair have slightly worse fairness, given that REDP is a
decentralized protocol without global information. Of the three
versions of REDP, REDP-Fair performs the best in fairness.
Interestingly, the average fidelity of all algorithms does not

Fidelity

(h) Fairness and fidelity (¢ = 50ms)



show a significant difference. The fidelity of PS/PU (0.67) is
slightly worse than decentralized algorithms (0.70).

In Fig. 6(b), we present the Cumulative Distribution
Function (CDF) of the throughput for all the approaches.
Among them, REDP achieves the highest throughput, as
drawn in the purple line, followed by REDP-FIFO, REDP-
Fair, PU, and PS. Entanglement allocation-based Tele-DTP has
more throughput fluctuations, indicating that it suffers from
probabilistic qubit loss on links.

To evaluate the performance in a more dynamic network,
we conduct the experiments that request start (and finish)
at the first (and the last) 30% of the simulation time. It
illustrates the overall performance when the network serves
a different number of requests. The results in Fig. 6(c) show
that REDP still achieves the best throughput and good fairness
compared to both the centralized and distributed schemes,
which is similar to Fig. 6(a). It indicates that the proposed
REDP protocol can fit dynamic changes in the network.

Finally, we set the quantum memory size C = 1 to
demonstrate the performance when the network is in an
extreme resource scarcity situation, as shown in Fig. 6(d).
We observe that all three versions of the REDP protocol
behave the same, as the previous request will consume all the
resources. REDP still has performance superior compared to
other baselines in throughput and fairness. We notice that PS
does not work well because it only adopts a link-layer resource
allocation.

VI. CONCLUSION

In this paper, we designed a reliable entanglement distri-
bution protocol, REDP, to address the crucial entanglement
distribution procedure in quantum networks. The major
challenge is to reach a precise path consensus for distributing
entangled pairs and determining resource allocation, even in
decentralized multiple requests large-scale quantum networks.
We proposed the FBP protocol to reach a consistent consensus
among all nodes on a path to control the entanglement
distribution procedure with the slightest time delay, thus
reducing the fidelity downgrade. Furthermore, we presented
EAS and SAS algorithms based on probabilistic modeling to
ensure network fairness and efficiency properties. We use the
quantum simulation platform to conduct adequate, extensive,
and the most realistic full-stack simulations in quantum
networks. Compared to the latest work, our results demonstrate
the outstanding performance of REDP in terms of throughput,
fairness, and fidelity, which meets our design goals. Our work
also highlights the critical impact of communication overhead
in both classic and quantum transmission and demonstrates
the feasibility of building a large-scale decentralized quantum
network.
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