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Migrating Unfairness Among Subflows in MPTCP
With Network Coding for Wired–Wireless Networks
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Abstract—Recently, two new technologies have been introduced
into the transport layer. One is network coding, and the other
is multipath transmission control protocol (MPTCP). Network
coding is introduced into the transport layer to enhance the
performance of transmission control protocol (TCP) in wireless
networks. Benefiting from multi-interface devices, MPTCP is pro-
posed to make full use of the network resource. Theoretically,
combining these two technologies can utilize resources more ad-
equately. However, network coding and multipath transportation
cannot collaborate well with each other because network cod-
ing invalidates the load-balancing feature of MPTCP congestion
control schemes. In this paper, we first discuss the unfair con-
gestion control issue in MPTCP combined with network coding
(MPTCP/NC). Then, a new end-to-end congestion control solu-
tion, named Couple+, is presented to deal with the unfairness
among subflows. In Couple+, sender tries to slightly slow down
sending rate if the reason of packet loss is not decided. After
judging of packet loss reason based on the characteristics of packet
loss events, the rate will be recovered soon if the loss is caused by
wireless error (wireless noise or collision) or be further reduced
if the loss is caused by congestion. By simulation, we compare
the performances of Couple+ and the previous congestion control
scheme of MPTCP. The performance analysis proves that unfair-
ness among subflows indeed exists, and our scheme can balance
congestion among coded and noncoded subflows and can stay
friendly with TCP flow.

Index Terms—Congestion control, fairness, load balance, multi-
path transmission control protocol (MPTCP), network coding.

I. INTRODUCTION

TAKING advantage of multi-interface devices and vari-
ous wireless communication technologies, the multipath

transmission control protocol (MPTCP) splits data transmission
into several paths concurrently [1]. The principles for MPTCP
congestion control schemes are “Do No Harm” and “Balance
Congestion.” “Do No Harm” means MPTCP should be trans-
mission control protocol (TCP) friendly. “Balance Congestion”
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means MPTCP should utilize the least congested path [1]–[3].
Several congestion control schemes have been proposed to
achieve these two principles, such as equally weighted TCP
(EWTCP), COUPLED, SEMI-COUPLED, and round-trip-time
(RTT) Compensator [2]–[4] and dynamic window coupling
[5]. All of these schemes are packet loss based, and they do
not modify slow-start, fast-retransmission, and fast-recovery
phases of the most commonly adopted congestion control
schemes. The main enhancement is that the behaviors of the
congestion window on different paths are not independent but
coupled to satisfy the requirement of “Do No Harm” and “Bal-
ance Congestion.” Delay-based congestion control schemes are
also effective, such as weighted Vegas (wVegas) [6].

The characteristics of shared wireless media and the un-
predictability of the wireless channel lead to link error-based
packet loss (wireless loss) [7]–[9]. Network coding is intro-
duced into transport protocol to prevent wireless loss from
influencing the accuracy of congestion control decision [10].
Therefore, combining subflows of MPTCP with network cod-
ing (MPTCP/NC) can hide wireless loss [11] in wireless net-
work. Carrying network coding in the connection level of
MPTCP can simplify the packet scheduling scheme [12]–[15].
Online coding [10] is a simple implementation of TCP with net-
work coding in the subflow level of MPTCP. In this mechanism,
the receiver does not acknowledge the decoded segments but
sends back acknowledgment based on the amount of indepen-
dent information (i.e., the degree of freedom of the decoding
matrix) in the form of “seen.” Every time a receiver gets one
unit of new information expected, it acknowledges the new
information it “seen.”

Apart from the advantages of network coding introduced into
MPTCP, it makes the current congestion control scheme for
MPTCP deviate from the “Do No Harm” and “Balance Conges-
tion” principles. If the congestion control scheme is packet loss
based, network coding hides part of the congestion loss (loss
caused by congestion) and sender acts slower to congestion
[16], [17]. If the scheme is delay based, the effectiveness is
based on the parameters set for the scheme, and sometimes, the
congestion control decision still needs to depend on packet loss
[18]. The coded subflow becomes greedier when the coding fac-
tors, i.e., redundancy factor and coding window size, are higher
than the required level. Therefore, the congestion degree in the
coded path exposed by the sender is lower than the real degree.
On one hand, the load cannot be migrated to a less congested
path, which deviates from “Balance Congestion.” On the other
hand, the coded subflow may occupy the bandwidth released by
the noncoded TCP flow competing for wired bottleneck, which
deviates from “Do No Harm.”
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Furthermore, an unreasonable congestion control scheme
may lead to incorrect estimation of path state, which will further
interfere with path selection scheme. This is because, when
user moves away, the link state decreases and the throughput
is low in the corresponding path. Path selection scheme always
abandons the worst path [19], [20] to improve total throughput
and save energy according to the performance of the flow, such
as throughput.

To recover the character of “Do No Harm” and “Balance
Congestion,” several innovative works have been done in this
paper. 1) To prove the necessity of Couple+, the unfairness
among subflows of MPTCP/NC is highlighted and verified
with dual decomposition theory [21] and simulations. 2) We
propose a new congestion control scheme for MPTCP/NC
named Couple+ to expose congestion and deal with congestion
timely. In Couple+, the receiver is responsible for notifying
packet loss events, and the sender is responsible for justifying
the reason of packet loss. The key point in Couple+ is based on
the coding parameters and the limitation of receiving buffer
in the connection level. 3) To show theeffectiveness of Couple+,
we analyze the characteristics of wireless loss in a real network
and the performance of Couple+ in the ns-3 simulator. The
results demonstrate that Couple+ can deal with the congestion
in coded path effectively and avoids damaging the performance
of the congestion-sensitive flow in the bottleneck link.

The remainder of this paper is structured as follows. In
Section II, we present a literature review of some congestion
control schemes used in MPTCP and the basic knowledge of
MPTCP/NC. Section III provides a proof about the invalida-
tion of “Do No Harm” and “Balance Congestion” in previous
schemes if being used for MPTCP/NC. The detail of the
newly proposed Couple+ is given in Section IV. Simulation
results and performance comparisons are given in Section V.
Section VI concludes this paper.

II. RELATED WORKS

Here, we focus on some previous congestion control schemes
for MPTCP and how MPTCP is combined with network cod-
ing. These works are tightly related to our work.

A. MPTCP Congestion Control Scheme

To achieve “resource pooling,” MPTCP flow uses frag-
mented link resource and always allocates more traffic to the
least congested path in the available paths. If all the available
paths are not congested at all, MPTCP is allowed to increase
throughput as high as possible in all the available paths. Loss-
based congestion control scheme for MPTCP has been adopted
by the Internet Engineering Task Force as RFC6356 [22].
Typical loss-based congestion control schemes for MPTCP in-
clude EWTCP, COUPLED, SEMI-COUPLED, and RTT Com-
pensator [2]–[4], [22]. They are all modified from congestion
control schemes for single-path TCP flow.

Assume that n is the number of subflows, wt is the current
congestion window size on path t, and wtotal is the sum of
congestion window size of all the paths in an MPTCP flow. The
modification of the congestion window in different schemes is
shown in Table I. The principle of EWTCP [23] is that MPTCP

flow gets the same throughput as a regular TCP. Furthermore,
considering the load diversity on different paths, COUPLED
[24], [25] aims at shifting traffic onto the least congested path
from more congested paths; hence, congestion loss rate across
the whole network will tend to be balanced. COUPLED may
abandon the most congested path in some circumstances. On
the contrary, SEMI-COUPLED [4] always keeps a moderate
amount of traffic on each path while still preferring to the less
congested paths. These schemes all assumed that RTTs of all
the subflows are the same. RTT Compensator [26] upgrades
over SEMI-COUPLED, which takes RTTs of subflows into
consideration. In RTT Compensator, the increment of conges-
tion window is up limited by 1/wt, which ensures that the
multipath flow can take no more capacity than a single-path
TCP through the common bottleneck.

RTT Compensator is the most thoughtful congestion control
scheme for MPTCP. There are two design principles of RTT
Compensator.

• An MPTCP flow should give a connection at least as much
throughput as it would get with single-path TCP on the
best of its paths.

• A multipath flow should take no more capacity on any
path or collection of paths than if it was a single-path TCP
flow using the best of those paths.

Let t be the symbol of the single path, T be the available path
set, and U be the subset of T , which share a bottleneck. These
principles can be expressed as follows:

∑
t∈T

ŵt

RTTt
≥ max

t∈T

ŵTCP
t

RTTt
(1)

∑
t∈U

ŵt

RTTt
≤ max

t∈U

ŵTCP
t

RTTt
, U ⊆ T (2)

where RTTt is the round-trip time on path t, ŵt is the
equilibrium congestion window size on path t, ŵTCP

t is the
equilibrium window that would be obtained by a single-path
TCP experiencing path t’s loss rate. For any flow with additive
increase–multiplicative decrease (AIMD), which is the default
congestion window adjustment scheme for MPTCP, the control
style of AIMD is that the increases and decreases of the
congestion window must be balanced. Window wt increases
on the receiving of ACKs and decreases on the happening of
packet loss. This concept can be expressed in (3), shown below,
where pt is the congestion loss rate on path t

(1 − pt)min

(
a

ŵtotal
,

1
ŵt

)
= pt

ŵt

2
(3)

where parameter a controls the aggressiveness, and ŵtotal is the
sum of the equilibrium congestion window size of all the paths
in an MPTCP flow. Making the approximation that pt is small
enough, thus 1 − pt ≈ 1, and (3) can be simplified as ŵTCP

t =√
2/pt. By combining with (1), (2), and ŵTCP

t =
√

2/pt, fi-
nally, the increment pace can be computed, as shown in Table I.

The most important part of RTT Compensator is that the band-
width occupied by subflows of the MPTCP flow in the specific
bottleneck is limited by a single-path TCP flow in the same
bottleneck link.
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TABLE I
CONGESTION CONTROL SCHEME FOR MPTCP

Fig. 1. How MPTCP/NC works.

B. MPTCP/NC

MPTCP/NC can be classified into three categories: 1) imple-
menting network coding at the connection level; 2) implement-
ing network coding at the subflow level; and 3) implementing
network coding at both the connection and subflow levels of
MPTCP. The first category can be also treated as a special issue
of the second category by choosing all the same coding param-
eters for different subflows, respectively. Hence, we choose the
second category as an example to explain how MPTCP/NC
works.

The key idea of MPTCP/NC is the mixed use of regular
subflows and network coded subflows, as shown in Fig. 1.
In Fig. 1, there are wireless links on the path of Subflow 0;
hence, Subflow 0 is a coded subflow. Subflow 1 is a noncoded
subflow. MPTCP uses data sequence number (DSN) in the
connection level and subflow sequence number (SSN) in the
subflow level to ensure data order in both levels. In Fig. 1, Dx
(x = 1, 2, . . .) refers to the packet in the connection level with
DSN Dx, whereas Px (x = 1, 2, . . .) refers to the packet in the
subflow level with SSN Px. Packets are coded into segments
in the subflow level. We assume that three coded segments
and two original segments are sent out through Subflow 0
and Subflow 1, respectively. Assume that one of the three
packets transmitted through Subflow 0 is lost due to wireless
transmission error. In traditional MPTCP, the packet loss event
not only causes congestion misjudgment because of duplicated
ACK but incurs head-of-line block [27] at the connection level
because of the long delay of retransmission as well. However, if
adopting network coding, both issues can be solved. As shown
in Fig. 1, after the packets are lost, the receiver can still send
back nonduplicated ACK because it can obtain information of
new segments from received coded packets. Finally, segments
D1–D4 will be received at the receiver side without triggering
nonnecessary retransmission and head-of-line block. Therefore,
based on the principles of network coding, the sender will

not trigger an unnecessary congestion control procedure. The
receiver also does not need to deal with blocking in the re-
ceiving buffer caused by long retransmission delay by utilizing
redundant data to avoid explicit retransmission that needs a
longer delay.

The two most important factors of TCP/MPTCP/NC are
the coding window size and redundancy. The coding window
size limits the number of original segments contained in a
coded packet. The redundancy limits the number of redundant
packets to be sent to cover potential wireless loss. Due to the
heterogeneity of paths, coding parameters can be independently
chosen for each path. Larger coding window and redundancy
will lead to stronger resistance to packet loss. However, based
on the influence of coding parameters, irrational congestion
control schemes may cause imbalance of load among subflows
and damage the performance of other congestion sensitive
flows, which will be proved in the subsequent sections.

III. INVALIDATION OF “DO NO HARM” AND

“BALANCE CONGESTION” AMONG SUBFLOWS

Here, the invalidation of “Do No Harm” and “Balance
Congestion” when MPTCP combined with network coding
under the congestion condition is discussed. Without loss of
generality, the coding type here is online coding [10], in which
the number of segments participating in coding is limited by
the sliding coding window. We assume that online coding is
implemented in the subflow level. We first prove the existence
of packet loss detection delay, which makes the sender of coded
flows less sensitive to congestion. Furthermore, the invalidation
of “Do No Harm” and “Balance Congestion” is proved via
dual decomposition theory [21] and the related simulation on
the performance of the improper congestion control scheme is
given in Section V.

A. Packet Loss Detection Delay

With network coding, although a packet loses due to conges-
tion, receiver will send back nonduplicated acknowledgment
if a new information unit is obtained in newly received coded
packet. Hence, it hides part of congestion loss. It is reasonable if
the loss is caused by wireless errors; however, if it is congestion
based, it causes unfairness.

Fig. 2 shows the congestion window behavior of the TCP
flow and TCP/NC flow. Assume that the path quality (i.e.,
congestion loss rate and RTT) is identical for the two flows.
The relationship between the loss detection delay and the loss
rate is denoted by (4), show below, where pc is the average
congestion loss rate in TCP flows and pnc is the average
congestion loss rate in network coding flows. Referring to
[17], without regarding to the integer constraint, the delay is
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Fig. 2. Delay in detection of packet loss.

represented approximately in (5), shown below, where W is
the coding window size, R is the redundancy parameter, and
Pmax is the maximum value of congestion loss rate in the
congestion period. Obviously, the sender of network coding
flows senses less loss rate as in (6). Network coding is mainly
used to cover potential wireless loss, but it may also cover
part of the congestion loss that should have to be completely
exposed. Hence, the congestion loss rate sensed by the sender
is less than the real one. The sender in MPTCP always migrates
load to less congested paths, and the path quality is tightly
related to the average congestion loss rate and RTT [3], [4], [22].
Misconception of the congestion level leads to misjudgment of
path quality, which will eventually lead to the imbalance of load
among subflows of MPTCP

1
pnc

=
1
pc

+D (4)

D =
WR

1 −R(1 − pmax)
(5)

pnc =
(1 −R(1 − pmax)) pc

(1 −R(1 − pmax)) +WRpc

<
(1 −R(1 − pmax)) pc

1 −R(1 − pmax)
= pc. (6)

B. Analysis With Dual Decomposition Theory

The congestion control scheme must ensure that the total
utility of flows in the network is maximized [6], [21]. The
related parameters are given in Table II.

The parameters in Table II are used for the following analy-
sis. There are three main concepts in Table II, namely, link,
path, and flow. Link refers to the point-to-point physical link.
Path refers to the end-to-end routing path, which is made up
of one or more links in series. Flow is the path set of TCP or
MPTCP. TCP flow has only one path, whereas MPTCP flow
with multiple subflows has more than one path.

As shown below in (7), to maximize
∑

s∈S Us(ys), the most
important constraint is

∑
t∈Ts

alt ·
∑

s∈S xstrstwst ≤ cl, which
means that the total rate is constrained by the link capacity, and
the effects of coding window size and redundancy parameter
need to be considered. For instance, the coding window is 4 and
the redundancy is 1.25; thus, every packet is transmitted at most
4 ∗ 1.25 times, such as original segments (p1, p2, p3, p4, . . .)

TABLE II
DEFINITION OF VARIABLES IN ANALYSIS

may be transmitted in forms of p1, p1 + p2, p1 + p2 + p3,
p1 + p2 + p3 + p4, p1 + p2 + p3 + 2p4, . . .. Each segment is
conveyed in more than one coded packet

max
X

∑
s∈S

Us(ys)

s.t. xst ≥ 0, s ∈ S, t ∈ Ts∑
t∈Ts

alt ·
∑
s∈S

xstrstwst ≤ cl. (7)

The corresponding Lagrangian function is given in

L(X,λ) =
∑
s∈S

Us(ys)−
∑
l∈L

λl

⎛
⎝ ∑

s∈S,t∈Ts

altxstrstwst − cl

⎞
⎠

=
∑
s∈S

Us(ys)−
∑

s∈S,t∈Ts

(∑
l∈Ls

λlalt

)
xstrstwst

−
∑
l∈L

λlcl. (8)

Assume that qst =
∑

l∈Ls
λlalt and E =

∑
l∈L λlcl, where

λl is the Lagrange multiplier, e.g., link price, associated with
the linear flow constraint on link l, and qst can be seen as the
aggregate path congestion price of those links used by flow s
on path t. Equation (8) can be further simplified as follows:

L(X,λ) =
∑
s∈S

(
Us(ys)−

∑
t∈Ts

(qstxstrstwst)

)
+ E. (9)

The goal in this dual problem is to get the optimal X and
λ. According to dual decomposition theory [21], the original
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optimization can be decomposed into a master problem in (10),
shown below, and several subproblems, as shown below in (11).
In the subproblem, for any flow, the rate is adjusted according
to local congestion signal

D(X∗, λ∗) = min
λ≥0

(∑
s∈S

Ls(λ) + E

)
(10)

Ls(λ) = max
X≥0

(
Us(ys)−

∑
t∈Ts

qstxstrstwst

)
. (11)

When will the congestion control procedure end? Refer-
ring to the “Congestion Equality Principle” mentioned in [6],
supposing flow s has n (n > 0) paths, given λl ≥ 0, the cor-
responding congestion prices ksi (i = 1, 2, . . . , n) are sorted
in ascending order: ks1 = · · · = ksm < ks(m+1) ≤ · · · ≤ ksn.
Then the optimal solution x∗

st(λ) for the sub problem satisfies
(12). Us

′(·) is the derivative of Us(·)

U ′
s(ys)− ks1 = 0

x∗
st 	= 0, t = 1, 2, . . . ,m

x∗
st = 0, t = m+ 1,m+ 2, . . . , n. (12)

The principle means that, to achieve “Balance congestion,”
each subflow adjusts its congestion window according to
the congestion price sensed by the sender. In general, load
balancing is achieved if and only if congestion price on each
chosen path is equal, i.e., ∀ i, j ∈ Ts, i 	= j, ksi = ksj = U ′.
Since all the subflows are coupled, the load can be migrated
to a less-congested path. All subflows adjust their rate until
they feel that the qualities of all paths are roughly equal.
Previous congestion control schemes are not fit for the scenario
of MPTCP/NC because they do not take coding factors into
consideration. In previous congestion control schemes such as
RTT Compensator, they only take qst as the congestion price
of path t sensed by the sender, such as packet loss or longer
RTT, while the true congestion price is qstrstwst according
to the model. Sender needs to consider the coding factors
because network coding may insert a few more data into the
network and make the sender sense a lower congestion degree
on the path.

The congestion price sensed by the sender must be based
on both coding parameter and real congestion price if network
coding exists. In previous schemes, due to the ignorance of
coding factors, the sensed congestion level will not reflect the
real congestion level correctly. The larger the coding parameter
is, the less sensitive the sender reacts to congestion. Without
loss of generality, for two paths i and j, if rsiwsi > rsjwsj, when
the congestion control is completed, i.e., qsi = qsj, the real
congestion price results in ksi > ksj, which deviates from the
guidance given in “Congestion Equality Principle.” Subflows
with larger coding parameters are less sensitive to congestion.
Therefore, although network coding flow and noncoding flow
sense the same congestion-based packet loss rate, network cod-
ing flow will be more congested because part of the congestion
loss is hidden by network coding.

In the aforementioned verification, the problem is assumed to
be concave. In the following, concavity is proved. The rate of
the subflow can be represented by xst = cwndst/RTTst, and the
congestion window size is related to the path quality: cwndst =√

2/(pc)st, where (pc)st is the congestion loss rate of flow s on
path t. The rate of the MPTCP flow can be represented as

ys =
∑
t∈Ts

xst =
∑
t∈Ts

cwndst
RTTst

=
∑
t∈Ts

√
2

(pc)st
· 1

RTTst
. (13)

Let kst=(
√
(pc)st/2·RTTst) be the congestion price sensed by

the sender. Let the relation between congestion price and total
rate be ys =

∑
t∈Ts

(1/kst) = ns/ks1. Given U ′(ys) = ks1, the
utility function is U(ys) = ns log(ys), which is an increasing,
twice-differentiable, and strictly convex function. Considering
that the constraint set is also concave, this is a concave opti-
mization problem.

Therefore, network coding will lead to unfair load allocation
among subflows if they are configured with different coding
parameters. Network coded subflow may also damage the
performance of the congestion-sensitive flows. It is obvious
that previous congestion control schemes cannot keep both
“Balance Load” and “Do No Harm.” The aggressiveness of
the coded subflow is under the influence of the competition
between the overhead and network coding gain.

IV. COUPLE+

To overcome the failure of “Do No Harm” and “Balance
Congestion,” we design a new scheme fit for MPTCP/NC. We
simply call it Couple+, which is modified from RTT Com-
pensator [4]. Without loss of generality, online coding is also
taken as the implementation of network coding in the subflow
level. Meanwhile, acknowledgment mechanism is carried in the
subflow level to locate the congested subflows. The first and
most important thing here is how to expose congestion. The
startpoints of congestion exposure schemes are the influence of
network coding factors and the limitation of receiving buffer at
the connection level. Using Couple+, it can expose congestion
and retransmit lost packet caused by congestion timely to avoid
long decoding delay and large occupation of receiving buffer
in the connection level of MPTCP. Couple+ contains two main
steps, which are both implemented in the subflow level. It first
records packet loss information and then turns into “Transient
state,” during which the detailed reason is analyzed. Three new
concepts are raised in Couple+.

• Transient state: In the transient state, the actual reason for
packet loss is not clear, and further analysis about the loss
is carried on.

• Transient window (twnd): This is used to limit the flow
rate in the transient state.

• Redundant cycle: This starts from the first nonredundant
packet and ends at another redundant packet. Its duration
is related to the value of redundancy.
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Fig. 3. ACKs notify the number of lost packets.

Fig. 4. State transition diagram.

A. Packet Loss Detection

The field “loss flag” (one bit) is set in the network coding
header. Receiver records the amount of data it received and the
maximum relative sequence number1 of data in a coded packet.
When no loss happens, the amount of received data is equal
to the maximum relative sequence number in coded packet
(because of online coding). If the amount of received data
turns less than the maximum relative sequence number, then the
receiver will set the “loss flag” to notify the packet loss in the
subflow. The amount of received data and the maximum relative
sequence number is conveyed in ACKs. From this information,
the amount of lost packets can be obtained by the sender. As
shown in Fig. 3, the second ACK notifies that there are two
packets lost between former ACK and current ACK.

B. Congestion Window Behavior in Transient State

If the sender of the subflow detects that the “loss flag” is
set to “1,” the transient window size is set to the value a little
smaller than that of current congestion window size and enters
“Transient state.” In the transient state, the actual reason of
packet loss is not clear, and further analysis about the packet
loss reason is carried on. The increment style of congestion
window (cwnd) and transient window in this state is the same
with the RTT Compensator algorithm. The sending rate is
limited by both twnd and cwnd. As shown in Fig. 4, when
leaving the transient state, it will enter either the congestion
state or the noncongestion state. If entering the noncongestion
state, “cwnd” and “twnd” take the maximum value of both. If
entering the congestion state, all the windows are halved and
the new congestion window is set to the minimum value of the
two windows.

C. Congestion Exposure

Duplicate ACK and timeout are two obvious notifications of
congestion. If the number of lost packets is not large enough

1Relative sequence number is the value that the current sequence number
subtracts the first sequence number.

Fig. 5. Redundant cycle.

to trigger these notifications, then the packet loss reason is
analyzed based on the behavior of packet loss event. Given this,
wireless loss is scarce, whereas congestion loss is bursty. If the
loss can be recovered by redundant packet soon and incur a
short delay, it means the loss is caused by wireless link error and
that the state turns to noncongested. On the contrary, if packets
are lost nearly continuously and incur long decoding delay (i.e.,
the number of packets transmitted after the first undecodable
packet), they can be inferred as congestion-based loss. There-
fore, we propose that the duration of the “Transient state” must
be upper limited and some extra procedures must be done in the
“Transient state” to expose congestion. The upper limit of the
duration of the “Transient state” is “Transient state threshold”
or ΔT . If the decoding delay caused by packet loss is within
the range of ΔT , the loss can be inferred as wireless loss or it
can be inferred as congestion based. In the “Transient state,”
the number of transmitted packets (successfully or failed)
after the first undecodable packet is recorded by a transient
counter.

Before choosing an appropriate value for ΔT , we first
introduce new concepts, namely, “Redundant Cycle” and
“Redundant Cycle Size.” According to the design principle
of TCP with network coding, the redundant packets are sent
periodically to mask potential packet loss. Periodical redundant
packet divides transmission duration into “Redundant Cycles.”
It starts from the first nonredundant packet and ends at another
redundant packet, as shown in Fig. 5. The number of packets
transmitted in the Redundant Cycle, named “Redundant Cycle
Size,” is related to the redundancy parameter r. Therefore, we
set it to r/(r − 1). For example, if the redundant parameter
is 1.25, then ΔT is equal to 5. Assuming that, if no packet
has been lost in previous cycles, there are two situations. If
only one packet loses in the current cycle, it can be recovered
by the redundant packet, and all the packets can be decoded.
Under this circumstance, the minimum decoding delay is 0 and
the maximum decoding delay is equal to “Redundant Cycle
Size.” If two or more packets are lost in a Redundant Cycle, it
will cost redundant packets in later redundant cycles to recover
loss, which incurs much longer decoding delay. According to
the principle of TCP with network coding, the redundancy
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parameter is usually a little higher than the required value to
make the “Redundant Cycle” small enough to avoid the second
situation mentioned previously.

According to the design rules of TCP with network coding,
if the loss is wireless error based, there may be only one packet
lost in a redundant cycle and all the coded packets can be de-
coded in a redundant cycle. Therefore, we set the value of ΔT
to the Redundant Cycle size. In Couple+, when sender gets an
ACK with “loss flag” set to one, it enters “Transient state” and
the transient counter starts. The counter increases as the sender
gets a nonduplicated ACK. If the newly received ACK conveys
new packet loss information, the increase pace of the transient
counter is equal to the number of lost coded packets plus one;
otherwise, the increase pace is just one. The value of transient
counter reaching ΔT means that the number of packets got
by the receiver is ΔT . If all the packets are decoded before
the counter reaches the upper limit, then it is noncongestion.
A rare event is that several wireless link error-based packets are
losing, which happens continuously. To avoid misjudging these
packets as congestion, delay is the complementary criterion to
judge congestion. Hence, if all the packets cannot be decoded
when the counter reaches the upper limit and the RTT is
higher than the minimum RTT in the noncongested state (at
least twice higher), then the path is congested. The granularity
is coarse. We do not need to analyze delay every time a loss
happens.

Another factor to infer congestion is the limitation of the
receiving buffer in the connection level. According to the design
rules of MPTCP, packets will be stored in the receiving buffer
if they cannot be organized in order. Given that, if the paths
of MPTCP are almost symmetric or properly scheduled [27],
[28], the occupation of the receiving buffer will be low. When
congestion happens, congestion loss leads to large amount of
packet loss and long decoding delay. Large amount of lost
packets leads to insufficient ACKs to notify congestion. Mean-
while, congested path may also block transmission of the ACKs,
which causes delay in feedback. Before the sender in the con-
gested subflow detects a timeout or gets useful ACKs, the
receiving buffer in the connection level may be largely occupied
by packets from other subflows and further limiting the sending
rate of all the subflows. Therefore, when the sending rate in the
connection level is limited by the receiving buffer, it means that
the receiving buffer is occupied by disorder data heavily and
congestion may happen.

Based on this analysis, the main point to differentiate the
reasons of packet loss is based on the decoding delay. The
master judgment is that, if the receiver cannot decode all
the received coded packets in a redundant cycle, congestion
happens. The supplementary judgment is that, if the receiving
buffer is nearly full in “Transient state,” it must be congested.

V. PERFORMANCE ANALYSIS

Here, the efficiency of Couple+ is analyzed from two as-
pects. First, the behavior of packet loss is traced in a real
network to verify the rationality of the newly proposed scheme.
Second, the performance of Couple+ is analyzed by using the
ns-3 network simulator [29].

Fig. 6. Configuration of the test network.

Fig. 7. Number of lost packets in a redundant cycle for wireless transmission.

A. Behavior of Packet Loss Caused by Wireless Errors

The main difference between congestion loss and random
loss is the correlation between lost packets. Congestion loss
is caused by queue overflow; hence, there seems to be nearly
continuous packet loss in a congestion loss incident, particu-
larly when the queue type is drop tail [30]. Bursty loss model
is widely used to characterize loss caused by congestion [31],
[32]. On the contrary, wireless transmission error is under the
description of the Gilbert–Elliott (GE) mathematical model
[33], [34]. The packet loss gap seems large with high proba-
bility if the packet loss is caused by wireless transmission error.

To prove the different characteristics of packet loss behavior
caused by wireless interference more forcefully, we conduct
experiments in a real network. The experiment network is
shown in Fig. 6. Host 192.168.3.227 is the sender, and host
192.168.6.33 is the receiver. Packets are generated by Iperf
[35], which is a test tool of network performance, including
bandwidth, delay, jitter, and loss rate. The experiment includes
two parts: 1) The behavior of lost packets caused by wireless
error is recorded if host 192.168.6.33 accesses network via a
wireless link (WiFi, IEEE 802.11 b/g/n); and 2) the packet loss
rate in the noncongested state is recorded if host 192.168.6.33
accesses network via a wired link.

All the experiments are carried out in noncongested state.
First, if host 192.168.6.33 accesses network via a wireless
link, the available bandwidth measured by Iperf is fluctuated
between 400 Kb/s and 3 Mb/s. To avoid congestion, the trans-
mission rate is limited to no more than 100 Kb/s. Data is
conveyed by user datagram protocol. In Fig. 7, it shows the
number of lost packets in a redundant cycle. Assume that, if
TCP with network coding is adopted here, the proper value of
redundancy may be 1.05; hence, the redundant cycle size is 21,
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Fig. 8. Simulation topology.

which means that the number of transferred packets in a re-
dundant cycle is 21. Because the maximum transmission rate is
100 Kb/s, all the lost packets can be inferred as wireless error
based. The measured loss rate caused by link error is zero if
host 192.168.6.33 accesses network via a wired link.

From the experiments, we can obtain the following obser-
vations: 1) The link error-based packet loss indeed exists in
a wireless network, whereas this kind of packet loss does not
occur in a wired network; and 2) the number of lost packets in
a redundant cycle is one with extremely high probability, which
proves that it is reasonable to set the upper limit of duration of
transient state to redundant cycle size.

B. Performance of Couple+

The unfairness problem is due to network coding. In simula-
tion experiments, ignoring the detailed differences in previous
congestion control schemes for MPTCP, RTT Compensator,
detailed in Section II-A, is chosen as a comparison scheme. We
implement “Couple+” in ns-3.

1) Data Allocation Among Subflows of an MPTCP Socket
and Performance of TCP in Common Bottleneck: To verify that
network coding can lead to unfair load allocation among sub-
flows of MPTCP and Couple+ can recover the fairness between
subflows or between subflows and TCP flow, simulations are
conducted in ns-3. Fig. 8 shows a wired–wireless network with
two bottlenecks, one of which is used by subflow 1 (sub1) of
MPTCP and a noncoded TCP flow. All the paths have equal
basic RTT of 60 ms (each link has equal delay of 10 ms).
The bandwidth of each link is 1 Mb/s. MPTCP flow and TCP
flow compete for the bandwidth in subnet of 10.1.5.0. The total
amount of data for each socket is 5 MB. During simulation, both
TCP flow and MPTCP flow are activated. Only the statistics
in competition period are recorded and averaged. The link
between 10.1.4.0 and 10.1.6.0 is wireless based, and subflow 1
can be coded to mask wireless loss from interfering congestion
control. The TCP flow and subflow 0 keep noncoded. We
assume that all the terminals are static here.

Considering the influence of redundant factor, the simula-
tions are conducted under different values of redundancy pa-
rameter. When using Couple+, subflow 1 is coded. Setting the
wireless loss rate to 0.01, 0.05, and 0.1, and coding window size
to 6, the performance of Couple+ with different redundancy
parameters is shown in Fig. 9. Fig. 9 gives the throughput com-
parison of two MPTCP subflows in competition period if RTT
Compensator and Couple+ are adopted, respectively. Accord-
ingly, Fig. 10 gives the throughput comparison of TCP flows
sharing bottleneck with subflow 1 if RTT Compensator and
Couple+ are adopted, respectively.

Figs. 9 and 10 should be compared to observe. The com-
parison of Figs. 9 and 10 shows that, if RTT Compensator
is adopted as the congestion control scheme in MPTCP/NC,
the throughput of subflow 1 is many times higher than the
throughput of TCP flow in the same bottleneck. For example,
in Fig. 9(a), when the wireless loss rate is 0.01, the redundancy
is 1.05 and the throughput of subflow 1 is around 700 Kb/s,
whereas in Fig. 10(a), the corresponding TCP flow gets
throughput less than 100 Kb/s. If using Couple+, as shown in
Fig. 10, the throughput of TCP flow is significantly increased,
which is nearly equal to that of subflow 1. This obeys the
principle “Do No Harm.” Couple+ weakens the aggressiveness
of coded subflows. The maximum throughput of coded subflow
is nearly equal to or less than that of TCP flow in the congested
bottleneck. Although the throughput of coded subflow 1 is
less than TCP flow, the total throughput of MPTCP/NC is
higher than that of TCP flow, which obeys the principle that
MPTCP can improve the transmission rate of flow by taking
advantage of fragmented resources on paths. The difference
of throughput between subflow 0 and subflow 1 is much
higher adopting Couple+ than that adopting RTT Compensator.
This obeys the principle “Balance Congestion.” The phenom-
ena are similar in Fig. 9(b) and (c), respectively, as compared
with Fig. 10(b) and (c).

It is obvious that the throughput of subflow 1 is higher if
the congestion control scheme is RTT Compensator. It verifies
that network coded subflow can bear more load and further im-
proves the whole throughput of MPTCP if adopting RTT Com-
pensator. However, it sacrifices the performance of other flows,
particularly those congestion-sensitive flows. In Fig. 10, the
data show the throughput of TCP flow in the competition phase.
It is obvious that coded subflow conveys more load at the cost
of damaging the performance of congestion sensitive flows. On
the contrary, Couple+ is friendly to congestion-sensitive flows.
Adopting Couple+, the performance of TCP is much better.

2) Performance in a Mobile Scenario: Here, we compare the
performance of Couple+ and RTT Compensator in a mobile
scenario. In Fig. 11, the mobile terminal accesses network via
4G and WiFi concurrently; thus, both subflows are coded. The
wireless loss rate of 4G access network is 0.001; hence, the
redundancy of sub0 is 1.05 and its coding window size is 6.
The wireless loss rate of WiFi is 0.05; therefore, the redundancy
of sub1 is 1.15. The user starts moving away from the coverage
of WiFi at 20 s and moves back to the initial location at 32 s,
which means that the link state of WiFi becomes worse at 20 s
and recovers to the original state at 32 s. In the worst link state,
the user cannot access the network via WiFi, the duration of
which lasts for 2 s.

Figs. 12 and 13 show the instantaneous throughput of flows
if the used congestion control scheme for coded subflows
is Couple+ or RTT Compensator, respectively. Despite the
fairness existing between subflows and between coded subflow
and TCP flow if using our proposed scheme, here, what to be
noticed is the instantaneous throughput of subflow 1, which is
conveyed by a WiFi network. In Figs. 12(b) and 13(b), through-
put starts decreasing after 20 s when the link state becomes
worse. Adopting RTT Compensator, the lowest throughput of
sub1 is higher than that if adopting Couple+. Adopting RTT
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Fig. 9. Throughput of subflows in competition period when the wireless loss rate is 0.01, 0.05, and 0.10, respectively; all the coding window size is 6. (a) Random
loss rate is 0.01. (b) Random loss rate is 0.05. (c) Random loss rate is 0.10.

Fig. 10. Throughput of TCP flow in competition period when the wireless loss rate is 0.01, 0.05, and 0.10, respectively; all the coding window size is 6.
(a) Random loss rate is 0.01. (b) Random loss rate is 0.05. (c) Random loss rate is 0.10.

Fig. 11. Simulation topology in a mobile scenario.

Compensator, sender cannot detect the abnormal packet loss
timely, which is due to congestion or link failure. Hence, sender
will keep a large congestion window and make the throughput
higher than the normal level. Under the circumstances, sender
cannot make the right decision to close the bad path timely,
which will further incur heavy disorder in the connection level
and waste energy of the terminal.

3) Performance of Couple+ in Noncongested Scenarios:
Any congestion control scheme must promise that it not only
can release resources effectively and keep fair with each other
but also can ensure that the flow can achieve throughput as high

as possible. Hence, we also conduct simulations to evaluate the
performance of Couple+ and standard MPTCP (both subflows
without network coding) in a noncongested network and give
the result in Fig. 14. The wireless loss rate is set to 0.01, 0.05,
and 0.10, respectively. In these scenarios, only MPTCP flow is
activated; thus, there is no congestion in subnet 10.1.5.0.

First, we conduct the simulation with Couple+, where
Subflow 1 is coded and Subflow 0 is uncoded. The network
topological structure has been shown in Fig. 8. With differ-
ent redundancy parameters, the volume of data transferred
by subflows is respectively shown as “Couple+sub0” and
“Couple+sub1” in Fig. 14. Then, we conduct the simulation
with standard MPTCP (adopting RTT Compensator), where
both subflows are uncoded. The volume of data transferred is
shown in lines as “sub0 without coding” and “sub1 without
coding” in Fig. 14. The volume of data sent by sub1 is low when
it is not coded because of the often reduced congestion window,
which is caused by wireless random loss. Although the volume
of data sent by sub1 (with coding) in Couple+ scenario is only
a little less than that transferred by sub1 (without coding) in
standard MPTCP scenario, the throughput in the former is much
higher than that in the latter. In other words, network coded flow
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Fig. 12. Instantaneous throughput of flows if the congestion control scheme for coded subflows is Couple+. (a) Instantaneous throughput of sub0.
(b) Instantaneous throughput of sub1. (c) Instantaneous throughput of TCP.

Fig. 13. Instantaneous throughput of flows if the congestion control scheme for coded subflows is RTT Compensator. (a) Instantaneous throughput of sub0.
(b) Instantaneous throughput of sub1. (c) Instantaneous throughput of TCP.

Fig. 14. Performance comparison of RTT Compensator and Couple+ in noncongested state when the wireless loss rate is 0.01, 0.05, and 0.10, respectively.
(a) Random loss rate is 0.01, and coding window size is 6. (b) Random loss rate is 0.05, and coding window size is 6. (c) Random loss rate is 0.10, and coding
window size is 6.

with Couple+ can keep the advantage to that network coding
brings to TCP flow in wireless links.

C. Summary

From the simulations, we can summarize some key points of
our work.

1) The previous congestion control scheme is not fit for
MPTCP/NC because network coding makes the sub-
flow less sensitive to congestion. Previous schemes may
cause several problems, for example, invalidation of “Bal-
ance Load” among subflows and unfriendliness to other
congestion-sensitive flows, i.e., “Do No Harm.”

2) Couple+ can overcome the aforementioned problems. It
can recover the allocation of load among subflows and
release bandwidth resources to other congestion-sensitive
flows.

3) Couple+ can make sender detect abnormal packet loss
timely, which may contribute to efficient path selection
scheme.

4) Couple+ can still keep the advantage that network coding
brings to TCP flow in wireless links.

Therefore, Couple+ can be treated as an effective congestion
control scheme, particularly for MPTCP with network coded
subflows.
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VI. CONCLUSION

In this paper, focusing on MPTCP/NC, the invalidation of
“Do No Harm” and “Balance Congestion” in the congestion
control scheme for MPTCP/NC in a wired–wireless network
has been highlighted. Introducing network coding into TCP
makes the sender less sensitive to congestion because part of
the congestion loss is hidden by network coding. To deal with
this problem, we first prove this issue with optimization theory
and then propose a new scheme to overcome the unexpected
side effect of network coding in MPTCP. The results show that
network coding indeed interferes with load balancing among
subflows. By choosing proper coding parameters, our scheme
can recover the basic congestion control principle of “Do No
Harm” and “Balance Congestion” for MPTCP/NC flow.
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