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Abstract—As the demand for Internet of Things (IoT) technologies continues to grow, IoT devices have been viable targets for

malware infections. Although deep learning-based malware detection has achieved great success, the detection models are usually

trained based on the collected user records, thereby leading to significant privacy risks. One promising solution is to leverage federated

learning (FL) to enable distributed on-device training without centralizing the private user records. However, it is non-trivial for IoTusers

to label these records, where the quality and the trustworthiness of data labeling are hard to guarantee. To address the above issues,

this paper develops a semi-supervised federated IoTmalware detection framework based on knowledge transfer technologies, named

by FedMalDE. Specifically, FedMalDE explores the underlying correlation between labeled and unlabeled records to infer labels

towards unlabeled samples by the knowledge transfer mechanism. Moreover, a specially designed subgraph aggregated capsule

network (SACN) is used to efficiently capture varied malicious behaviors. The extensive experiments conducted on real-world data

demonstrate the effectiveness of FedMalDE in detecting IoTmalware and its sufficient privacy and robustness guarantee.

Index Terms—Malware detection, federated learning, semi-supervised learning, privacy-preserving, capsule network
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1 INTRODUCTION

RECENT years have witnessed the evolution of Internet of
Things (IoT) technologies. Typically, a vast amount of

IoT devices are managed and controlled by a central server
to share information and improve IoT user experiences,
which, however, opens up the possibility of new attacks tar-
geting IoT devices. Due to the lack of basic security monitor-
ing and protection mechanisms [1], malware attacks have
become very common in IoT environments, leading to seri-
ous privacy leakage, device hijacking, unauthorized access,
and many other security issues.

To mitigate malware threats, deep learning has become
one indispensable and well-recognized solution, which lev-
erages a large number of records collected from users to

obtain useful patterns and trends of malware attacks in a
centralized manner [1], [2]. In the centralized setting, apps
are often uploaded to the cloud server for detection before
the installation, which brings a substantial network over-
head and costs (especially for large apps), and also involves
insecure private data collection and uploading. One promis-
ing solution is to enable distributed learning to leverage
users’ sensitive data locally without migrating the private
IoT mobile data to the cloud server, which is the so called
Federated Learning (FL) [3], [4], [5].

Nevertheless, most FL approaches assume the availabil-
ity of a large amount of labeled data [6], which becomes
impractical for IoT malware detection. Specifically, labeling
malware data is expensive due to the required high-level of
human expertise that few IoT users have. Moreover, mali-
cious users may inject mobile records with poisoned labels
to contaminate the detection model [5], [7], [8]. To address
the above concerns, we propose a semi-supervised FL
framework to enable automatic labeling for privacy-pre-
serving IoT malware detection.

A few recent efforts have been put on semi-supervised
FL [9], [10]. For instance, Jeong et al., [9] developed a general
framework (FedMatch) by enforcing the consistency
between predictions made across multiple user models for
semi-supervised FL. The most relevant work to us is LiM
[10], which establishes a decentralized malware classifier by
learning from data without any domain knowledge guid-
ance. However, the generated noisy pseudo-labels can mis-
lead the detection model to forget the knowledge
represented by the ground truth labeled data. To alleviate
such issues in semi-supervised learning, knowledge transfer
technologies [11], [12] have attracted recent attention to
increase the accuracy of the generated pseudo-labels and
thus improve the robustness of the learned models. Inspired
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by this, we extend the conventional centralized knowledge
transfer-based approach to federated settings by sharing the
class probability information to enable robust detection
based on semi-supervised learning.

Upon the proposed semi-supervised FL framework
above, it is critical to develop an effective malware detection
model. One feasible solution is to formulate the complicated
malware detection as a graph learning problem. Most exist-
ing detection systems [13], [14] use a variety of graph min-
ing-based techniques to depict higher-level semantic
representations, such as function call graph (FCG) [15] and
control flow graph (CFG) [16], [17]. These techniques mainly
focus on method-level program semantics to extract fine-
grained local features, which may cause scalability issues
due to a large number of nodes in a given graph. Although
they reduce the large dimension of a call graph into a low-
dimensional feature vector, it is still difficult or unrealistic
to reflect the entire graphic information. Instead, we intend
to exploit higher-level program semantics by progressively
aggregating fine-grained local features from a global per-
spective to obtain high-quality graph representations,
where the subgraph-based representation method is used to
model the program semantic and graph topology efficiently.

Based on the above ideas, this paper proposes a knowl-
edge transfer-based semi-supervised federated learning
framework for privacy-preserving IoT malware detection,
named by FedMalDE. In many realistic scenarios, tradi-
tional analytic solutions like cloud-based malware detection
are often used to store and process users’ private records in
a centralized manner, which raises serious privacy con-
cerns. To overcome this challenge, this paper implements
distributed FL to exploit user private data locally, avoiding
the significant communication costs and the insecure data
transmission in the conventional centralized learning.
Moreover, using FL to proceed with malware detection
faces a more realistic problem: it requires a larger amount of
labeled data for practical collaborative training, which is a
strong assumption that is hard to satisfy in practice. To
relieve the need for data labeling in the federated system,
we combine semi-supervised learning and federated learn-
ing to decentralize a malware classifier. Based on the knowl-
edge transfer (teacher-student) approach, unlabeled user
records can be automatically labeled, in which the cloud
model (teacher) with prior malware knowledge can teach
the distributed user models (students) to derive a reliable
malware detection model in the federated setting. Besides,
in order to learn a high-quality graph representation, we
propose a subgraph aggregated capsule network (SACN) to
capture various granularity graph information. To the best
of our knowledge, this work is the first attempt to investi-
gate the knowledge transfer-based semi-supervised IoT
malware detection under the well-recognized federated set-
ting. The main contributions of this paper are summarized
as follows:

� We propose a semi-supervised federated IoT mal-
ware detection framework (FedMalDE) to exploit
highly decentralized private data to collectively train
a reliable detection model without revealing users’
specific undisclosed information, which overcomes
the limitation that the data uploading suffers from

the security threats of attackers in the conventional
centralized learning.

� We build a knowledge transfer mechanism to
address the need for data labeling in the federated
system, in which the teacher model with prior mal-
ware domain knowledge shares the class probability
information to participating model trainers, and
guides them to update the local student models dur-
ing the federated training process.

� We develop a call subgraph-based representation
method to model the program semantic and graph
topology, and design a subgraph aggregated capsule
network (SACN) to progressively aggregate the fine-
grained subgraph features to learn high-quality
graph representations.

� We conduct extensive experiments on real-world
datasets to demonstrate the effectiveness of Fed-
MalDE in detecting malware, which can even
achieve comparable performance to the centralized
detection model.

In the rest of the paper. In the rest of the paper, we over-
view the related work in Section 2. Then, we give some pre-
liminaries in Section 3 and describe the system model and
threat model in Section 4. Sections 5 and 6 give the semi-
supervised FL security system in details. In Section 7, we
evaluate the proposed system and analyze the experimental
results. Finally, Section 8 concludes the paper.

2 RELATED WORK

Graph-Based Malware Detection. The emergence of novel IoT
malware brings high risks to users. Many recent studies
[13], [14] have provided graph analysis methods for mal-
ware detection, such as control flow graph (CFG) [17], func-
tion call graph (FCG) [15], [18], [22], frequent sub-graph
[15], opcode graph [19], PSI-graph [18], etc. These methods
investigate software properties by inspecting manifest files
and analyzing app source codes without running the apps.
For instance, Cesare et al., [17] decomposed a set of control
flow graphs (CFGs) into fixed k-subgraphs to create feature
vectors, and used a distance metric based on the minimum
matching distance to construct a minimum sum weight
matching between two sets of graphs. However, the detec-
tion performance of such a method strongly depends on the
quality of the features. In order to avoid the complexity of
CFG analysis, Nguyen et al., [18] first extracted high-level
features from function call graphs (FCGs), called PSI-Graph,
by using a graph embedding technique (graph2vec), and
then used machine learning methods to identify threat pat-
terns. Similarly, Fun et al., [15] constructed frequent sub-
graphs based on the FCGs at the fine-grained method level
to present the local call relations among the functions (i.e.,
the caller-callee relationships). Their solution assigns
weights based on the importance of API calls to discern
malicious apps from benign ones. The technique is resilient
against variants, even when the code is considerably con-
fused. Moreover, Azmoodeh et al., [19] proposed an
OpCode graph-based deep learning approach for Internet
of Battlefield Things (IoBT) malware detection. They first
extracted OpCode sequence of IoBT malware and then
transmuted OpCodes into a graph in which nodes are
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represented by OpCodes, and edges are generated based on
the nodes’ affinity in the disassembled file of each sample.

In summary, there exist three main barriers to apply the
above graph-based techniques. First, although these techni-
ques were effective in identifying real malware instances,
they often do not consider node/function properties (e.g.,
the meaning of functions). Without this knowledge, it is dif-
ficult to understand more complex malicious behaviors.
Second, most existing malware detection methods have
focused on method-level local program semantics, while
ignoring necessary class-level program semantics which is
crucial for malware detection. Third, analyzing the entire
CFG/FCG with thousands of nodes incurs a high computa-
tional overhead. To overcome these challenges, this paper
develops a call subgraph-based SACN algorithm that
exploits higher-level program semantics and structural
information by progressively aggregating fine-grained local
subgraphs to express more complex malicious behaviors.
Table 1 lists some representative malware detection
methods.

Federated Malware Detection.Most existing studies on mal-
ware detection depend on centralizing the training by
uploading data to cloud [23], [24], which incurs serious pri-
vacy concerns for users [25] because the feature sets used by
learning models implicitly reveal users’ preferences which
can be utilized to conduct targeted advertising. The short-
comings of centralized detection methods highlight an
imperative need for distributed machine learning. To
address these issues, federated learning provides an espe-
cially promising solution, which not only helps preserve
privacy but also reduces network traffic congestion [26]. An
early version of this concept was proposed by McMahan
et al., [27]. They proposed an iterative model averaging-
based federated learning method that enables multiple
users to train a shared model by aggregating locally-com-
puted updates while keeping data in their mobile devices.
However, there are relatively few studies on FL algorithms
for security related tasks. Hsu et al., [20] proposed a feder-
ated learning-based malware detection system that uses
static analysis to extract permissions and API calls as

features, and applies a support vector machine (SVM) to
classify Android applications. Nguyen et al., [21] employed
a federated learning to anomaly-detection-based intrusion
detection. Their solution is able to detect anomalous devia-
tions in IoT devices communications. Considering a large
number of unlabeled samples and the expensive cost of
labeling big data, existing FL schemes still face enormous
challenges in reality, requiring sufficient labeled samples
for training. To relieve the need for data labeling in the fed-
erated system, this paper extends the traditional FL to the
semi-supervised paradigm to enable automatic labeling for
privacy-preserving IoT malware detection, benefiting from
both private and public data.

Semi-Supervised Federated Learning. Although supervised
learning is the most widely used learning mode based on
the availability of labeled data samples, it is non-trivial to
label a large amount of data, especially in the field of mal-
ware detection that requires human expertise and domain
knowledge. To address the above challenges, semi-super-
vised learning takes advantage of both labeled and unla-
beled data. Jeong et al., [9] used the consistency loss and
parameter decomposition methods to improve semi-super-
vised federated learning. Glvez et al., [10] proposed a decen-
tralized malware detection framework, which can learn
from data without any domain knowledge. As a matter of
fact, learning from the unlabeled data may lead to forgetting
what the model learned from the labeled data. Moreover,
Papernot et al., [28] demonstrated a general semi-supervised
learning strategy, the Private Aggregation of Teacher
Ensembles (PATE) approach, which applies differential pri-
vacy to the training process of generative adversarial net-
works (GANs). In this strategy, a student model is trained
using auxiliary, unlabeled non-sensitive data. Similarly,
Zhang et al., [29] extended the PATE approach, and devel-
oped a novel noisy label detection mechanism for semi-
supervised model training to further improve student
model performance when training with noisy labels. They
modified the original PATE by adding an additional dis-
criminator in the GANs. Typically, the current PATE-based
methods use disjoint subsets of data to train an ensemble of

TABLE 1
Comparison Between Malware Detection Methods

Method Architecture Learning
strategy

Feature Extraction Model Classification
ability

Applications
Characterization Complexity

Cesare et al., [17] Centralized Supervised Control Flow Graph High DBM-
Tree

Moderate Malware Detection

Nguyen et al., [18] Centralized Supervised PSI-Graph &Function
Call Graph

High CNN High Malware Detection

Fun et al., [15] Centralized Supervised Frequent Subgraph &
Function Call Graph

High SVM Moderate Malware Detection

Azmoodeh et al.,
[19]

Centralized Supervised Opcode Graph High CNN High Malware Detection

Hsu et al., [20] Decentralized Supervised Permissions &
API Calls

Moderate SVM Low Malware Detection

Nguyen et al., [21] Decentralized Supervised Packet Sequences Low GRU Moderate Network Intrusion
Detection

Glvez et al., [10] Decentralized Semi-
Supervised

Permissions
&Components

Low LiM Low Malware Detection

Our work Decentralized Semi-
Supervised

Sliced Subgraph Moderate SACN High Malware Detection
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teacher models, and then transfer the learned knowledge to
students in a private manner. Specifically, they use the
GAN model as a client-trained student model. However,
the PATE’s performance is mainly determined by the gener-
ator of GANs. The generator needs to capture the real distri-
bution of instances, but unstable training makes this
difficult to achieve. Besides, GANs may also suffer from the
problem of mode collapse, i.e., the samples generated by
the generator have similar properties, which makes the dis-
criminator unable to distinguish between them, and thus
severely affects the utility of PATE. In this paper, we pro-
pose a semi-supervised FL-based malware detection frame-
work, which leverages a subgraph aggregated capsule
network to improve detection performance. Moreover, we
use a knowledge transfer mechanism to transfer the
teacher’s knowledge to the participating student models by
sharing the class probability information, and thus improve
the robustness of the learned models.

3 PRELIMINARIES

In this section, we present the formal definition of federated
learning and semi-supervised learning.

Federated Learning. Federated learning (FL) implements
the distributed learning of the models at the decentralized
client side, which aims to collaboratively train a global
model in a privacy-preserved manner. Let G be a global
model, and S ¼ fs1; s2; . . . ; sKg be a set of local student
models for K clients Cli ¼ fcli1; cli2; . . . ; cliKg. Let D ¼
fxi; yigNi¼1 be a given dataset, where xi is an arbitrary
instance of application, N is the number of instances, and
yi 2 f0; 1g is the corresponding label of xi, with yi ¼ 0 indi-
cating a benign application, and yi ¼ 1 indicating a mal-
ware. In federated learning, clients collaboratively train the
shared global model G using real-time generated mobile
data without sharing their local data. After that, the cloud
dynamically updates the global model in each training
round by averaging the weights of all uploaded local mod-
els, i.e., w ncli

n

PCli
cli¼1 w

cli. Then, the global model mini-
mizes its loss function LGðwglobalÞ. The learning procedure
will be discussed later.

Semi-Supervised Learning. Generally, semi-supervised
learning refers to learning from labeled training data and
generalizing to available unlabeled (training) data. Fig. 1
depicts the semi-supervised learning process. The cloud
server builds a teacher model to process and learn the data
distribution and trends from labeled samples to obtain use-
ful patterns. Then, the teacher model is sent to distributed
IoT devices to generate high-quality pseudo-labels for

clients’ unlabeled private data. Afterwards, clients perform
on-device learning using their private data that has been
labeled with pseudo-labels, without centralizing the data.
There is a datasetD ¼ fxi; yigNi¼1, where xi is the i-th sample
with the corresponding label yi. We split this dataset into
two sub-datasets DT and DS . Let DT ¼ fxi; yigNt

i¼1 be a set of
labeled data instances, which is used to pre-train a teacher
model at the cloud. Let DS ¼ fxigNs

i¼1 be a set of unlabeled
data instances (without the corresponding labels), which is
used to train a set of local student models forK clients Cli ¼
fcli1; cli2; . . . ; cliKg. Specifically, in our case,DS is composed

of K sub-datasets D
clik
S ¼ fxclik

i gN
clik
s

i¼1 privately collected at
each client clik. In a semi-supervised setting, each client
does not contain the corresponding labels, and the labeled
data can only be used at the cloud. Let fk

wcli
ðxi; yiÞ be a neu-

ral network on the k-th client clik, which is parameterized
by weights wcli, and gives the perdiction ŷi for the input xi.
The goal is to minimize loss function LSðwcliÞ onD

clik
S .

4 SYSTEM MODEL

In this section, we first introduce the real world cloud-based
IoT architectures followed by the considered threat model
of malware attacks, based on which we present an idea of
the proposed FedMalDE.

4.1 Cloud-Based IoT Architecture

Previous works [30], [31] have shown that IoT users have
become accustomed to using mobile apps to interact with
surrounding IoT devices. However, the importance of the
role that mobile apps play in the IoT has always been under-
estimated. We argue that mobile apps do have an important
impact on the interactions between IoT devices and their
corresponding cloud. Its security needs to be thoroughly
discussed. Therefore, we provide a holistic view of three
cloud-based IoT architectures, and derive the IoT malware
attack surfaces in the three architectures. Fig. 2 shows these
IoT architectures.

Now we conduct a conceptual review of these IoT archi-
tectures. The cloud-based IoT architecture consists of IoT
devices, an IoT cloud, and a mobile app. Briefly speaking,

Fig. 1. The semi-supervised learning process.

Fig. 2. Cloud-based IoTarchitectures.
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the WiFi-enabled IoT devices first obtain Internet access to
establish a connection with the cloud, and then negotiate
login credentials with the cloud. Specifically, as shown in
Figs. 2a and 2b, the IoT devices connected to the cloud can
be divided into two types: i) the WiFi-enabled devices,
which can be connected to the Internet and thus have the
ability to communicate with the cloud instantaneously; ii)
the energy-economic devices without WiFi interface, which
use hubs/gateways to communicate with the cloud. These
IoT devices regularly report their status and execute
received remote control commands. After that, the cloud
authorizes the users to remotely monitor and control each
IoT device by using the device companion app in their
smartphones. In this setting, when users send remote com-
mands to IoT devices, the cloud with device control services
can act as a “proxy” [31].

It is worth mentioning that IoT users have widely
accepted mobile apps as interfaces to interact with sur-
rounding IoT devices to issue commands and retrieve proc-
essed data, and even serve as gateways to provide Internet
connectivity for a myriad of IoT devices in practice, e.g.,
smart home devices and wearable devices. As shown in
Fig. 2c, the device companion app could interact with the
IoT devices through the Bluetooth Low Energy (BLE) chan-
nel [32], while depending on the Internet connectivity to
communicate with the cloud. In this case, the companion
app acts as a “proxy” [30]. However, this interdependence
may lead to a larger attack surface of malware.

4.2 Threat Model

Undoubtedly, the role of mobile apps complicates the IoT
security design. More importantly, the fact that the app may
manipulate the communication between the cloud and the
IoT device greatly expands the malware attack surface. We
list possible malware attacks against the above three IoT
architectures, which pose a serious threat to the entire work-
flow of the IoT.

� A1 - A malicious app could access external devices
(e.g., Bluetooth device) by the channel shared with
the device companion app due to the coarse-grained
permissions provided by the Android system.

� A2 - A malicious app that has been granted Blue-
tooth permissions could launch a co-location attack,
where a co-located attacker can manipulate the traf-
fic of a companion app that co-locates with the mali-
cious app [32].

� A3 - A malicious app could create some simple rules
to instruct the cloud to automatically interact with
the device, and triggers those rules at a specific time,
for example, to turn on the smart lock at 7 am. In the
worst case it can even be life-threatening, such as the
operation of a cardiac descender.

� A4 - A malicious app may request more permissions
than needed, and execute implicit code paths, which
leads to implicit trigger-action chains to be fired
immediately.

� A5 - A malicious app could blind the cloud, or make
the device out of sync with the cloud by deliberately
blocking certain messages.

� A6 - Amalicious app could tamper with the informa-
tion that the cloud uses to authenticate the IoT
device, which could cause serious consequences,
such as sensitive information leakage, illegal access
to the device, and data injection attack.

� A7 - Device owner authorizes some temporary users
to access their devices for a certain period of time.
When the authorization expires, the temporary users
will have access revoked. However, a malicious app
could exploit the leaked sensitive information to
enable temporary users to access the device stealth-
ily, even if authorization is revoked [33].

We consider various types of adversaries who might
launch attacks against vulnerable IoT devices in the IoT net-
work by malware. As new/unknown malware attacks con-
tinue to emerge, IoT malware detection systems become
vital to adopt. However, there are many challenges entailed
with such practices.

Challenges. We list some of the challenges of deploying a
complete and scalable IoT malware detection system in IoT
scenarios.

� C1 - Existing deep learning-based malware detection
systems usually involve processing and learning a
large, diverse set of examples from public data sets
to obtain useful threat patterns. The growth rate and
evolution of malware highlights an urgent need to
update existing detection models. However, cloud
data is usually sensitive and private. For deep learn-
ing practitioners that cannot access large clouds, the
challenge of collecting enough data to train deep
learning models seems to never end. In this case, any
supervised learning method would be difficult to
implement.

� C2 -Considering that traditional centralized detec-
tion schemes have only one attack detector entity
(e.g., a centralized cloud responsible for training and
attack detection), it makes the training and retraining
of the learning models very challenging, especially
when handling the massive amount of data gener-
ated by geographically distributed IoT devices. The
back-and-forth communication of data imposes
other problems, for example, the latency for data
transmission is often very large because of the exces-
sive communication overhead. Therefore, decentral-
ized detection solutions are very much in need.

� C3 - As discussed earlier, many real-world applica-
tions do not have access to large training sets
because of data scarcity, or because of the difficulty

and expense in labeling data. However, in a feder-

ated setting, we cannot expect users to assign correct
labels to samples, especially in malware detection

which requires high-level human expertise and

domain knowledge that few users possess [6]. How

to derive a more robust malware detection model

from the massive unlabeled data that exists in reality

is still a difficult and wide-open problem.
� C4 - New IoT applications are released on a daily

basis, many of which are downloaded from third-
party markets that have not undergone rigorous mal-
ware screening. Meantime, adversaries are always
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developing new malware attacks with varying
degrees of complexity to circumvent security prod-
ucts. This makes the security of such IoT applications
highly unpredictable and uncontrollable. To be useful
in practice, our system must be adaptable in kind to
resist malware.

4.3 Overview of FedMalDE

Consider that the cloud provides various sub-services and
components for many organizations and services. We
deploy the FedMalDE framework on the cloud to provide
security services for users, which consists of Security Cloud
and IoT Security Service. i) The role of Security Cloud is to
monitor devices and perform malware detection for identi-
fying potential risks related to malware infection in the net-
work. ii) The IoT Security Service supported by service
providers like Google and Microsoft maintains a repository
of malware detection models that are trained locally by all
clients in the federated system. Specifically, the IoT Security
Service aggregates all these local models to update a global
detection model on the Security Cloud. Our main security
objective is to detect malware on IoT devices and prevent
targeted devices from being infected.

Design Choices. In this paper, we build a privacy-preserv-
ing federated learning framework for IoT malware detec-
tion to perform local training and inference of detection
models, which can utilize all available data for learning. As
a result, our framework enables users to collaboratively
train a shared model using real-time generated on-device
data. This design choice enables the analysis fast for such
enormous data without migrating the private end-user
data, which reduces the network traffic congestion, effec-
tively addressing challenges C1 and C2. Moreover, as
described in challenge C3, it is hard to obtain large-scale,
high-quality labeled data for practical collaborative training,
which makes the application of FL limited. To relieve the
need for data labeling in FL systems (challenge C3), we
introduce the concepts of semi-supervised learning for FL,
leading to a more practical and competitive paradigm,
which leverages very limited labeled records in the cloud
and massive unlabeled mobile data distributed across user
devices to derive a reliable detection model. Moreover, we
also develop a call subgraph-based SACN algorithm as an
integral part of FL to identify threat patterns by progres-
sively aggregating the fine-grained program semantics,
which can improve the detection performance. This design
choice can effectively address challenge C4.

5 KNOWLEDGE TRANSFER-BASED SEMI-
SUPERVISED FEDERATED LEARNING
FRAMEWORK

In this section, we describe a practical problem of identify-
ing potential risks related to malware infection in the cloud
environments under the FL setting, where clients could not
provide the ground truth labels. To address this limitation,
we extend the traditional federated learning to the semi-
supervised paradigm, and establish a semi-supervised FL
framework (FedMalDE) that represents the real-world sce-
nario for malware detection. We first introduce the

detection procedures, followed by the details of the algo-
rithm design.

5.1 Semi-Supervised Federated Learning Process

Under a semi-supervised federated learning setting, we
consider a common scenario where the labeled dataset DT

is only available at the cloud, and the unlabeled dataset
DSTU is privately spread over K clients. Each client clik 2
Cli locates in different databases consisting of N

clik
s samples

fxclik
i gN

clik
s

i¼1 . As a result, with the labeled and unlabeled data-
sets, DT and DS , we perform semi-supervised federated
learning. In our case, the public labeled data DT is used to
pre-train a teacher model. Afterwards, the teacher model
produces high-quality pseudo-labels for users’ private data.
During the learning process, each client trains its own
model locally, and fine-tunes it on limited labeled data.
Then, the cloud aggregates the local models from clients,
and updates them in a federated manner. This circumvents
the need for data exchange between the cloud and the cli-
ents, while ensuring privacy for users’ data. The learning
process is detailed in Fig. 3 and Algorithm 1.

� Step 1. We use the labeled public dataset DT on the
cloud to pre-train a teacher model TEAmodel, as
described in Algorithm 1 (Line 1-2).

� Step 2. At this stage, we randomly select m out of a
total of K idle clients to participate in the FL process
as described in Algorithm 1 (Line 3-8). Under the set-
ting of semi-supervised learning, each of m clients
downloads the pre-trained teacher model TEAmodel

that assigns a pseudo-label j 2 ½c� to each sample xi :
njðxiÞ ¼ jfTEAmodelðxiÞ ¼ jgj, where c represents the
number of classes in our task. Moreover, the teacher
model TEAmodel gives the prediction for the input xi.

� Step 3. At each communication round r 2 R, each
client cli initializes a student model Stumodel with
the weights wtea of the teacher model, and then
trains the student model Stumodel to minimize loss
LSðwcliÞ on the corresponding private sub-dataset
D

clik
s with pseudo-labels, as described in Algorithm

1 (Line 10-25). At this stage, clients keep their local
data private, as only the model parameters of the

Fig. 3. The overall flow of the proposed FedMalDE.
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learning model are shared with the central cloud.
Specifically, the total communication round R is
set to 35.

� Step 4. Next, we upload all clients’ weights to the
cloud. Specifically, to transfer information from
teacher to student, we use a knowledge transfer
mechanism to enable knowledge matching between
the teacher and the students, which guides the cli-
ents to update their model weights.

� Step 5. The cloud dynamically updates the global
model by aggregating the learned weights wcli  PCLIr

cli¼1
ncli
n wcli to create a new updated global model.

Note that in Algorithm 1 (Line 26-27), the teacher
model is also participated in this process, which
assists the cloud to aggregate information from stu-
dent models, i.e., wglobal  Aggregationðfwcli; wteagÞ.

� Step 6. The updated global model is sent to all its cli-
ents. After that, each client completes its federation
round.

Training student models in a semi-supervised way
makes better use of the users’ private data. The underpin-
ning idea is to leverage the teacher model to learn distribu-
tion priors, guiding student models to update their weights.
The student models learn to accurately mimic the output of
the teacher model, thereby improving the performance of
FL.

5.2 Knowledge Transfer Mechanism

In this part, we develop a knowledge transfer mechanism,
enabling the federated model to benefit from both public
labeled data and private unlabeled data, as illustrated in
Fig. 4. To improve the effectiveness of knowledge transfer,
we integrate the class probability information generated by
the teacher into the calculation of the loss function of the
students, which can derive a robust detection model.

5.2.1 Teacher Model

The teacher model is trained with the public data, and its
final output layer typically produces the classification prob-
abilities by using a sigmoid function that converts the logit
ZT , computed for each class into a probability PðT;iÞ, where
PðT;iÞ ¼ 1

1þexpZðT;iÞ . Specifically, the Sigmoid function can be

used to produce high-quality pseudo-labels (hard targets)
for users’ private data. Next, we use the cross-entropy as
the loss function LT

LT ¼ LS
hardðWT ;PðT;iÞÞ ¼ �

XNTEA

tea¼1
YðT;iÞlogPðT;iÞ
�

þ 1� YðT;iÞ
� �

log 1� PðT;iÞ
� ��

; (1)

where WT is the parameters of the teacher model, and YðT;iÞ
is the ground truth.

Algorithm 1. Semi-Supervised Federated Learning

1: TEAmodel RunCloudTrainðDT Þ
2: Initialize all clients with weights w0;
3: for each client cli 2 Cli in parallel do
4: wtea  (weights of teacher models)
5: PðT Þ  TEAmodelðcliÞ
6: PseudoLabelscli PðT Þ
7: LT ¼ LThardðWT ;PðT ÞÞ
8: end for
9: wglobal  wtea

10: for each round r ¼ 1; 2; . . . ; R do
11: K  (number of clients)
12: C  (fraction of clients randomly selected per round)
13: m maxðC �K; 1Þ
14: Cli (random set ofm clients)
15: for each client cli 2 Cli in parallel do
16: B  (splitDcli

S into batches of size B)
17: P  (split PseudoLabelscli into batches of size P )
18: for each local epoch e ¼ 1; 2; . . . do
19: for batch b 2 B, p 2 P do
20: PðSÞ  RunClientTrainðbcli; pcliÞ
21: LS ¼ aLS

hardðWS ;PðSÞÞ þ bLS
softðWS ; ðPðT Þ; PðSÞÞÞ

22: wðcli;rþ1Þ  wðcli;rÞ � h5LSðwðcli;rÞ; bðcli;rÞÞ
23: end for
24: end for
25: end for
26: wðcli;ðrþ1ÞÞ  

PCLIr
cli¼1

ncli
n wcli

rþ1
27: wðglobal;ðrþ1ÞÞ  Aggregationðfwðcli;ðrþ1ÞÞ; wteagÞ
28: end for

5.2.2 Student Model

Analogously, suppose stuk be a student model with output
logit vectors ZS and class probability PðS;iÞ ¼ 1

1þexpZðS;iÞ
. Then,

we train the student model with the sigmoid function to pro-
duce the hard targets. The loss function LShardðWS;PðS;iÞÞ is
defined as follows:

LS
hardðWS;PðS;iÞÞ ¼ �

XNSTU

stu¼1
YðS;iÞlogPðS;iÞ
�

þ 1� YðS;iÞ
� �

log 1� PðS;iÞ
� ��

: (2)

Specifically, the ground truth YðS;iÞ is given by the teacher
model, as described earlier. It can make students mimic the
output of the teacher model. However, when the teacher
model generates pseudo-labels for users, the class probabili-
ties are forced to be converted to one-hot labels, resulting in
the inevitably lost class probability information. To remedy
this limitation, we integrate the class probability generated
by the teacher into the calculation of the loss function. Then,
we define an additional loss function LS

softðWS; ðPðT;iÞ; PðS;iÞÞÞ
as follows:

LS
softðWS; ðPðT;iÞ; PðS;iÞÞÞ ¼ �

XNSTU

stu¼1
PðT;iÞlogPðS;iÞ
�

þ 1� PðT;iÞ
� �

log 1� PðS;iÞ
� ��

; (3)

where PðT;iÞ and PðS;iÞ are the class probabilities of the
teacher model and the student model, respectively. We train
the student model to minimize the loss function

Fig. 4. The knowledge transfer mechanism.
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LS ¼ aSShard WS;PðS;iÞ
� �þ bLS

soft WS; PðT;iÞ; PðS;iÞ
� �� �

; (4)

where a and b are the tunable parameters, which can con-
trol the student’s access to the teacher, so that the student’s
exposure to the teacher’s knowledge can be meaningfully
bounded. In this paper, a and b are set to 0.5 and 1,
respectively.

6 SLICED SUBGRAPH BASED MALWARE

DETECTION

In this section, a graph-based semi-supervised federated
learning framework (FedMalDE) is proposed to decentral-
ize a malware detection algorithm and respect the user’s
privacy. We expect FedMalDE can benefit greatly from the
domain knowledge insights through specific algorithm.
Specifically, the FedMalDE consists of four main stages. To
begin with, we use a disassembler to extract a set of sub-
graphs (SG) from the Dalvik code for each malware. Then,
we proposed a sliced subgraph (SSG) based representation
method to model the program semantics and structure.
Moreover, we use the word embedding method to inject the
SSG into the embedding vector space to obtain better feature
representations. In this process, each of them is associated
with a corresponding dense real-valued vector. Finally, a
specially designed subgraph aggregated capsule network
(SACN) is proposed to aggregate domain knowledge from
complex call graphs.

6.1 Sliced Subgraph Based Representation

Given an application, static analysis is performed to trans-
form the program codes into a graphical representation to
present the behaviors and structures. Our goal is to predict
whether a given application is malware. We first give the
basic definition of Function Call Graph (FCG) before intro-
ducing the sliced subgraph.

6.1.1 Function Call Graph (FCG)

The Function Call Graph (FCG) can be derived from an
Android application by code analysis, which reflects the
program behaviors.

Definition 1 (FCG). Define a FCG as G ¼ ðV; EÞ where V and
E represent the set ofN nodes andM edges, respectively.

� Each node vi 2 V corresponds to a function invoked by
a given app.

� Similarly, each edge ei;j 2 E connects two nodes vi and
vj, which indicates the calling relation between the cal-
ler function vi and the callee function vj.

By extracting the callers and the callees from the Dalvik
code of an given app, FCG can describe the necessary struc-
tural information.

Analysis. Although some studies [15] have proved that
FCG is effective for malware detection, there are still some
problems for applying it in practice based on the following
observations:

Observation 1. Clearly, analyzing the entire FCG is inefficient
and time-consuming since thousands of nodes (methods) can be
found in the FCG.

Observation 2. FCG is seldom focused on program semantics
at the class level, but rather, at the method level only.
Although more fine-grained local features can be extracted,
FCG ignores the global information about the malicious
behaviors.

6.1.2 Sub-Graph (SG)

To solve these challenges mentioned above, we develop a
sub-function call graph-based representation approach. We
slice the FCG into n subgraphs fSG1; SG2; . . . ; SGng. More-
over, instead of constructing FCG at method level, the SG is
constructed at class level [34]. In this setting, the whole pro-
gram can be represented according to the correlations
between classes. This strategy allows us to describe the pro-
gram semantics from a global perspective. Specifically, each
node (class) extracts the features from all its methods in the
class as node attributes, allowing us to benefit from local
information as well. The following provides the basic nota-
tion of SG.

Definition 2 (SG). Define a SG as G0 ¼ ðV; E;XV ;XE ;AÞ
where V and E represent the set of N nodes and M edges,
respectively. SG is a sub-graph in FCG.

� Define a XV 2 RN�D1�D2 as the node attribute matrix,
where N indicates the number of nodes, D1 indicates
the number of node attributes, and D2 indicates the
dimension of the node attribute. Each node vi is associ-
ated with an attribute representation XV;i 2
R1�D1�D2 .

� Similarly, the XE�RM�D3�D4 is defined as the edge
attribute matrix.

� Define a A 2 RN�N as the adjacency matrix, where
Ai1;i2 ¼ 1 if ei1;i2 2 E. Otherwise, Ai1;i2 ¼ 0.

6.1.3 Sliced Subgraph (SSG)

To identify malware, we distilled program semantics and
structural information into the sliced subgraph (SSG) repre-
sentation. The malicious parts are more likely to be buried
in these complex functions and call sequences. We seek to
exploit a combination of multiple SGs. Intuitively, the com-
bination can represent the program semantics of the entire
FCG. For knowledge refinement, we merely focus on the
top K subgraphs as the candidate subgraphs, which
reduces the dimensionality, making the problem more
tractable.

Definition 3 (SSG). Define a SSG as G00=fG0gk, where G0 rep-
resents the SG.

Specifically, the SSG is a set of sub-function call graphs,
which can reflect the program semantics and the call rela-
tions among the classes, as shown in Fig. 5.

6.2 Generation of SSG

The entire application can be rendered by a combination of
SGs. To get the best of both worlds, we extract the program
semantics and graph structure information from an app for
constructing node attributes and edge attributes, respec-
tively. An example of the graph representation is shown in

2134 IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. 20, NO. 3, MAY/JUNE 2023

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on August 25,2023 at 16:17:21 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 6. We consider the following questions to better under-
stand the construction of SSG.

Q1: How to utilize program semantic?
To depict the program semantics, the features of all meth-

ods in a class are extracted as the class (node) attributes. The
key idea is to progressively aggregate the fine-grained fea-
tures to obtain a high-quality node representation.

6.2.1 Node Attribute

In the feature extraction, we focus on features that help dis-
tinguish malware from benign apps. After the observation
and analysis of the features, the irrelevant information is
eliminated, and the following four types of features are
extracted as the node attributes:

Parameter Features (PF ): Each method has at least one
parameter. Thus, we record the number of the parame-
ters for each method, which is defined as PFpar. More-
over, we also extract a total of 4 features, including the
length of method PFlen, the values of opcode PFop, the
number of registers PFreg, and whether the return type is
void PFvoid

PFi ¼ fPFpar;i; PFlen;i; PFop;i; PFreg;i; PFvoid;ig; (5)

where PFi is the parameter features extracted from i-th
method in a class.

Sensitive API Features (SAF ): We extracted all the API
calls (SAFapi) contained in a method, if they exist. Then, we
extract the sensitive API calls (SAFsapi) from SAFapi as a
special feature set, as they may lead to malicious behaviors.
The set is defined as follows:

SAFi ¼ fSAFapi;i; SAFsapi;ig: (6)

Instruction Features (IF ): Based on a scenario in which a
method uses a set of instructions to access the registers, we
extracted the instructions as the method features, which
include the number of data types (e.g., const-string) and
arrays, the instructions of move, jump (e.g., if and switch),
compare (e.g., cmp), exception (e.g., throw), and invoke (e.g,
invoke-static), and the operations of instances (e.g., new-
instance and check) and fields (i.e., sget and sput)

IFi ¼ fIFdt;i; IFarr;i; IFmov;i; IFjum;i; IFcom;i;

IFexc;i; IFinv;i; IFi;ins;i; IFfi;ig: (7)

Modifier Features (MF ): Access modifiers are used in set-
ting accessibility values. Each access modifier controls the
access level for classes and its members. Thus, the access
modifiers (including public MFpub, protect MFpro, and private

MFpri) are treated as the modifier features, and all other
non-access modifiers (such as abstract and final) are consid-
ered as othersMFother as follows:

MFi ¼ fMFpub;i;MFpro;i;MFpri;i;MFother;ig: (8)

Then, the node (class) attribute features FV can be repre-
sented by:

Mi ¼ PFi � SAFi � IFi �MFi; (9)

FV ¼ fCjgN1
j¼1 ¼ ffMigN2

i¼1gN1
j¼1; (10)

where N1 is the number of classes, and N2 is the number of
methods in a class.

Q2: How to utilize graphic structural information?
We consider that the structural information can be

depicted by the execution paths between classes, which
reflect the program logic. For the utilization of the structural
information, we captured all execution paths according to
the class call relations as the basis of edge attributes.

6.2.2 Edge Attribute

For each subgraph, the root class in the hierarchy can be
regarded as the central node Vu. We use N ðVuÞ to denote the
set of its neighbors. To simplify things, the execution paths
from Vu to its k-hop neighbors are used to describe the hier-
archical structures. Moreover, each path (Vu ! Vv) has a
distance DisðVu;VvÞ. If a neighbour node Vv of Vu is included
at the k-th hop, we will give a value k to DisðVu;VvÞ. Finally,
the edge attribute features can be represented by:

FE ¼ fDisigN3
i¼1: (11)

Fig. 5. The generation of sliced sub-graphs.

Fig. 6. Details of graph embedding.
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The edge attributes can sufficiently discriminate nodes of
different distances to the target central node.

6.3 Graph Embedding

The outcomes of previous steps are a set of subgraphs as well
their corresponding node attributes and edge attributes.
Recall that the nodes in a subgraph are actually classes, and
each node attribute is associated with a set FV 2 RD1 (where
D1 represent the set size), which integrates the program
semantics of allmethods in the corresponding class. Similarly,
the edge attributes integrate the graph structure information.

Q3: How to impove the quality of graph represention?
In this part, our task is to embed the node attributes and

edge attributes into a low-dimension vector space by the
embedding method, aiming to better construct the program
semantics and the structure information. Moreover, each
feature is converted into a embedding vector xv 2 RD2 ,
where D2 represent the feature dimension. Finally, the node
attribute matrix can be represented by XV 2 RN�D1�D2 ,
where N represent the number of nodes. Similarly, we can
have the edge attribute matrix XE .

6.4 Subgraph Aggregated Capsule Networks

In this subsection,we describe the details of ourmodel SACN.
The SACN takes L subgraphs G00 ¼ ½G01;G02; . . . ; G0L� as the
inputs, which aggregates the fine-grained information atmul-
tiple levels. The overall flow of SACN is illustrated in Fig. 7.
During the feature aggregation, we consider multiple domain
knowledge through the following three modules: (1) a node-
level aggregator that learns the program semantics from the
node attributes; (2) an edge-level aggregator that identifies
the graphic structural information from the edge attributes;
(3) a graph-level combiner that recombines the above learned
features to obtain unified graph embedding. Finally, a sig-
moid function is applied to output the prediction.

6.4.1 Node-Level Aggregator

Given a SSG G00 consisting of LV subgraphs SG G0, we try to
learn representation of the node-level features. The role of
the node-level aggregator is to properly process the sub-
graphs so that different fine-grained information can be
mapped to different representations.

Given a subgraph G0 with a node sequence (i.e.,

G0 ¼ XV ¼ fX vgTv ) where each node X v in the sequence can
be presented bymultiple dimensions such as node attributes.
Then, we slice the node sequence into nv subsequences Nv

with an equal length tv ¼ Tv/nv (i.e., fNv;1; Nv;2; . . . ; Nv;nvg),
and each subsequence can be represented by:

Nv;p ¼ ½X v;ðp�1Þ�tvþ1;X v;ðp�1Þ�tvþ2; . . . ;X v;p�tv �: (12)

By repeating the operation l times, we can have a set of
subsequences of equal length on the l layer. The length of a
subsequence is defined by tv;l ¼ Tv=n

l
v, and the number of

the minimum subsequences is defined by nl
v. Then, we use

a node-level aggregator (NLA) for each subsequence. By
doing this, the fine-grained information can be aggregated
on multiple levels. Formally

Ol
Xv;i
¼ NLAðXv;iÞl; (13)

where the size of Ol
Xv

is tv;l � h, with h being the number of
hidden states. With the parallel calculations, the input is
changed to fX l

v;1jjX l
v;2jj � � � jjX l

v;nlv
g, where the X l

v;i is the i-th
input of NLA. Fig. 8 shows the details of NLA. Specifically,
for i-th input X l

v;i, it is first fed into a standard convolutional
layer to generate b feature maps F in the l-th NLA layer,
which can be represented as F ¼ ½F1; F2; . . . ; Fb� 2
Rðn�C1þ1Þ�b, where Fj represent the j-th column feature
map, C1 is the size of convolutional filter. Then, we use the
primary capsule to combine the instantiated parts by con-
verting the scalar-output to vector-output, so that the
instantiated parameters for each feature can be preserved,
which represent the intensity of activation. In this way, the
model learns the feature attributes from a different view-
point and records some details of the instantiated parts.

Let Wp 2 RC2�d be the filter, where C2 is the filter size
and d is the dimension of the capsule. Fj 2 Rb denotes each
vector generated by the convolution operation. A column-
list of capsules can be calculated by:

P ¼ ðWpÞTfFjgn�C2þ1
j¼1 2 Rðn�C2þ1Þ�d: (14)

Moreover, each capsule Pj 2 Rd in P can be obtained by

Pj ¼ gðsjÞ, where sj ¼ ðWpÞTFj þ bj, and g represents the
nonlinear squash function that can be calculated by:

Fig. 7. The overall architecture of subgraph aggregated capsule network.
The model consists of multiple blocks. Each block contains two modules,
the node-level aggregator (Section 6.4.1), and the edge-level aggregator
(Section 6.4.2). Lastly, the graph-level information is extracted by a
graph-level combiner (Section 6.4.3).

Fig. 8. Details of the node-level aggregator and the edge-level
aggregator.
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gðsjÞ ¼ jjsjjj2
1þ jjsjjj2

sj

jjsjjj2
: (15)

Suppose there are C filters. For j 2 1; 2; . . . ; C, the capsule
feature maps can be obtained as

V ¼ ½P1; P2; . . . ; PC � 2 Rðn�C2þ1Þ�C�d: (16)

Moreover, we apply an attention mechanism to enhance the
representations of important capsules.

For the SACN, each of the higher layers can not only learn
the features of the current layer but also aggregate the low-
level features from the previous layer. Specifically, the NLA
in the SACN is set to three layers as shown in Fig. 7 for clar-
ity. In practice, by stacking multiple layers, the aggregator
can be easily extended to deeper networks, which can aggre-
gate the fine-grained information at multiple levels.

6.4.2 Edge-Level Aggregator

In previous studies [15], [16], [17], researchers have only
focused on the representations of nodes, ignoring the graphic
structural information, so that their modeling capabilities are
imitated. In the face of this challenge,we design an edge aggre-
gation module to automatically learn the subgraph structure
information that depicts the execution paths between classes.

Given a subgraph G0 consisting of LE edges (i.e.,
G0 ¼ XE ¼ fX egTe ). By slicing the edge sequence, we can
have ne subsequences Ne with an equal length te ¼ Te/ne,
and each subsequence can be represented by:

Ne;p ¼ ½X e;ðp�1Þ�teþ1;X e;ðp�1Þ�teþ2; . . . ;X e;p�te �: (17)

Moreover, the ne subsequences fX e;1jjX e;2jj � � � jjX e;neg
can be used as the inputs of the edge-level aggregator (ELA)
at each step through the parallel calculations. After per-
forming operations similar to node-level aggregator (NLA),
we can have a set of subsequences of equal length on the l
layer. Formally

Ol
Xe;i
¼ ELAðX e;iÞl: (18)

6.4.3 Graph-Level Combiner

In addition to the above two aggregators, for better classifi-
cation, we also extract the graph-level information. In this
module, the output capsules of the two aggregators from
the previous layer are flattened into a list of capsules, and
combined by an internal product layer. Then, each capsule
is connected to a list of low-layer capsules via a weight
matrix that is used to produce the final capsule. Instead of
the traditional pooling algorithms, dynamic routing is used
to conduct an efficient layer-to-layer information delivery
among capsules. The output of the graph-level combiner
(GLC) can be given by:

Oglc ¼ GLCð½OXV ; OXE �Þ; (19)

where “[]” represents the concatenation operation. For
knowledge distillation, an attention mechanism is further
used to enhance the representations of important capsules.
In order to obtain the weight distribution, the normalized

importance weight ai is first calculated by:

ai ¼ expðuT
i uwÞP

i expðuT
i uwÞ : (20)

where ui ¼ tanhðWwhi þ bwÞ. Then, the final vectors can be
obtained by v ¼P

i aihi. Moreover, the whole calculation
process can be formalized as

OAtt ¼ AttðOglcÞ: (21)

Finally, the sigmoid layer is added after the attention
layer to give the classification probabilities, and the cross
entropy is used as the loss function.

7 EVALUATION

In this section, we present data preprocessing and imple-
mentation details. We implement our SACN model by
using the Keras platform, and use word2vec to learn graph
embeddings.

Federated Learning Setup: To evaluate our method, we
empirically evaluated FedMalDE by simulating a single
cloud, and multiplying edges and clients (with “their part”
of the data). In each communication round, we randomly
selected onlym clients to participate in the training. In addi-
tion, a “single model” is also evaluated (a single cloud with
all the labeled data). In the following sections, we will show
how FedMalDE performs with different configurations, as
well as its evolution across rounds with respect to the differ-
ent baseline learning models in FedMalDE.

7.1 Datasets and Evaluation Metrics

7.1.1 Datasets

For a comprehensive assessment, we evaluated FedMalDE on
four benchmark datasets. DREBIN [35] is an Android mal-
ware dataset that contains 5,565 samples. We collected 5,565
benign apps from a variety of sources for further experiments.
MalDroid (MD) [36] is an Android malware dataset collected
from December 2017 to December 2018. In our experiments,
12,008 malware samples and 12,008 benign apps are used.
Moreover, AndroZoo (AZ) [37] dataset for 2010 through 2020
consists of all applications from respective years. Along with
these datasets, we collected 21,871 malware samples from
VirusShare [38] to build the VS dataset. In addition, to balance
this dataset, we also collected 21,871 benign samples fromvar-
ious sources. Specifically, we also evaluated FedMalDE with
unbalanced data in Section 7.2.3. In our experiment, 40% of
the samples being randomly selected as a labeled training set
which is used to train the teacher models, 40% of the
samples as a training set with pseudo-labels generated

TABLE 2
Main Datasets Used in Our Evaluation Studies

Datasets #Malware #Benign apps #Total

DREBIN 5,565 5,565 11,130
MD 12,008 12,008 24,016
VS 21,871 21,871 43,742
AZ 31,673 31,673 63,346
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by the teacher ensemble which is used to train the stu-
dent models, and the remaining as the test set. Note that
this evaluation study did not involve any re-sampling o
avoid biases or overfitting. Table 2 lists the descriptions
of the four datasets.

7.1.2 Experimental Setup and Parameters Setting

The setting of model parameters has an important impact on
detection results. As mentioned previously, our detection
model is formed by merging three modules, a node-level
aggregator, an edge-level aggregator, and a graph-level com-
biner. Each module mainly consists of a capsule layer and an
attention layer. SACN can transmit important information
through a multiple-layer structure. Some important training
details are as follows: (i) the dimension of word embedding
is set to 150; (ii) the number of the capsule is set to 64, and
each capsule has 32 dimensions; (iii) the sigmoid layer is
used as the output of our detection model, which gives the
classification probabilities; (iv) the batch size is set to 32; (v)
the dropout rate is set to 0.5; (vi) we use Adamwith learning
rate a ¼ 0:001 to optimize the training process, and (vii) the
back propagation is used minimize the loss, where the loss
function is set to cross entropy.

7.1.3 Evaluation Metrics

For evaluating the classification results, some common
machine learning performance evaluation metrics are used
to quantify numerically the performance of the classifier,
which include false positive rate (FPR), true positive rate
(TPR), ROC curve, and F-score. FPR measures the rate at
which the benign samples are incorrectly classified as mal-
ware, thereby causing false alarms. TPR corresponds to the
proportion of malicious apps that are correctly reported,
which is also known as recall or detection rate. The Receiver
Operating Characteristic (ROC) curve illustrates how good
our model is in classifying classes based on FPR and TPR.

The F-score is the harmonic mean of precision and recall.
Our goal is to achieve high values for F-score and TPR while
obtaining the minimum FPR.

7.2 Performance Stability

7.2.1 Effects of Client Number

We consider that there will be many federation rounds to
train the local models. Therefore, we conducted an addi-
tional study to test the classification performance of feder-
ated learning with the different numbers of clients (ranging
from 100 to 500) contributing to the training of the federated
learning, as shown in Fig. 9. Specifically, each client trains
its local model. The results show that the proposed SACN
can achieve a satisfactory result without too much client
involvement, and our model is insensitive to the number of
clients. It indicates that it is beneficial to combine semi-
supervised learning with federated learning. For efficiency,
we only randomly select a fraction C of clients at the begin-
ning of each round. Fig. 10 shows that the return will dimin-
ish when the number of clients exceeds a certain point.

7.2.2 Performance Comparison for the Proportion of

Labeled Public Data

We also conducted an additional study to investigate the
impact of the number of labeled public training sets used for
training a teacher model. Fig. 11 illustrates the accuracy of
FedMalDEwith respect to the number of labeled public train-
ing sets. We evaluate our model on five proportions of the
labeled training data on the four benchmark datasets. For
example, in the case of a small proportion, we split the DRE-
BIN dataset into labeled public training, unlabeled private
training, and testing sets in the proportion of 3:6:1. As
described in Section 5, FedMalDE pre-trains a teacher model
with labeled public data, and then generates pseudo-labels
for user data. Intuitively, our model can fit the data distribu-
tion better and achieve better performance, when more

Fig. 9. Number of clients contributing in federated learning.

Fig. 10. Fraction of clients randomly selected per round of federation.
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labeled samples are added. This is established in Fig. 11,
which shows that the F-score increases significantly with
increasing labeled data, and then stabilizes. In addition, as
expected, we observe that FedMalDE exhibits worse perfor-
mancewhen the number of samples in the labeled training set
is small. This is because the teacher model does not learn
enough domain knowledge due to the data scarcity, which
gives wrong guidance to the student model, leading to mis-
prediction of samples in the test set. However, somewhat sur-
prisingly, we noticed that FedMalDE still maintains a high F-
score with not too much labeled data. This suggests that, in
some use cases, the proportion of labeled datamay have a rel-
atively low impact on the performance of FedMalDE.

7.2.3 Performance Comparison for the Proportion of

Malware and Benign Samples

To further study the generalization capability of our system,
we consider the impact of the number of malicious and
benign samples in different proportions on classification per-
formance, and all samples are randomly distributed to each
client. There should be more data labeled as benign, as users
typically install more clean apps than malicious apps.
Assuming that the adversaries can control a large number of
devices, as is highly likely in real-world situations, it will
mean that the distribution of the data participating in train-
ing of the local models could be changed, resulting in the
local models being poisoned. It can be seen from the results
shown in Fig. 12 that as the number of malware samples
increases, the F-score drops slightly. Conversely, the FPR has
a trend of increase. This means that malware has not been
misclassified as benign apps. Moreover, this may be because
the increase in the number of malicious samples allows the
model to learn more information, so as to avoid being
affected by changes in the proportion of malware and benign
samples. This finding agrees with our speculation on gener-
alization: the proposed SACN has a strong classification

ability for unbalanced data, which corroborates the robust-
ness merits of our method.

7.3 Parameter Sensitivity Analysis

In this experiment, we perform sensitivity analysis to some
main experiment parameters in FedMalDE. Due to the lim-
ited space, we only reported the parameter analysis results
on the MD dataset, as shown in Fig. 13. In the following, we
provided the parameters commonly used in our proposed
model. Then, our best performing setup is used to fine-tune
a final federated model FedMalDE. The robustness of our
model is evident by the difference in performance metrics.

7.3.1 Dimension of the Embedding

We discuss the effect of dimensions of the embedding. We
selected the values [30, 50, 100, 150, 200] to investigate its
influence on the federated model. Fig. 13a shows that as the
dimension of the embedding increases, the model fits the
data distribution better. Because of that the increase in the
embedding dimensions provides our model access to more
semantic information.

7.3.2 Convolutional Parameter

We investigate the effect of different sizes of kernel and filter
in the convolutional capsule network layer. From Figs. 13b
and 13c, we can see that as the sizes of kernel and filter grow,
the classification performance of our system raises steadily.
This is not surprising since themodel can only learn less infor-
mationwhen the sizes of kernel and filter are small. Generally,
we can conclude that a modest increase in the sizes of kernel
and filter would improve the classification performance.

7.3.3 Effects of Capsule Network

We evaluate the classification performance for different cap-
sule numbers and dimensions involved in building the

Fig. 12. The comparative classification performance in various ratios of benign to malware samples.

Fig. 11. Performance on different labeled data proportions.
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federated model. From Figs. 13d, 13e, and 13f, we can see
that our model is insensitive to these three parameters. Spe-
cifically, the model performs the worst when the number of
capsules, the dimensions of capsules and the number of iter-
ations in the routing process are set to be 64, 128, and 5,
respectively. This may be explained by the fact that the cap-
sule network algorithm is easy to converge, which can cap-
ture the correlation (e.g., class call relations) among
different nodes (classes).

7.4 Centralized SACN versus Federated SACN

In this experiment, we evaluated the classification perfor-
mance of centralized SACN and federated SACN. Com-
pared with the centralized SACN, the SACN trained in a
federated manner may result in a loss of accuracy. For com-
parison, we specified the number of clients to be 200. Table 3
shows the performance evaluation results. We can see that
compared with centralized SACN, the performance of fed-
erated SACN on the TPR, FPR, and F-measure is slightly
reduced. This small degradation in the performance of the
federated SACN is not a concern. It indicates that the

federated SACN has a strong classification ability for mal-
ware detection. This may be because the node-level aggre-
gator and the edge-level aggregator consider the correlation
among various features, thereby learning from multiple
angles to the various features of the same threat pattern.

7.5 Comparative Classification Performance

Wehave used five different classifiers as the baseline learning
models in FedMalDE to compare the performance of the pro-
posed SACN. These baselines include Deep Neural Network
(DNN) [39], Convolutional Neural Network (CNN) [40],
Gated Recurrent Unit (GRU) [41], Long Short Term Memory
(LSTM) [42] and Capsule Network (CAP) [43]. Fig. 14 and
Table 3 provide the performances of all baselines and our
method on four benchmark datasets. It is worth noting that all
baseline models are trained under the same semi-supervised
FL setting. Fig. 14 and Table 3 present the performance com-
parison of all baselines and our method on the four bench-
mark datasets. We can see that all of the compared models
perform well on the DREBIN dataset, while performing
poorly on the other three datasets. Although DNN, GRU, and

TABLE 3
Effect of Using Federated Learning Comparing to Centralizing Approach

Centralized learning Federated learning

Datasets DNN CNN GRU LSTM CAP Our DNN CNN GRU LSTM CAP Our

DREBIN TPR 95.37 94.36 96.58 85.85 96.95 98.24 94.82 96.30 96.58 90.48 96.30 97.50
FPR 0.90 0.90 3.26 12.5 2.71 2.71 0.63 2.98 3.35 17.66 2.17 2.26
F-Score 97.33 96.85 96.69 86.90 97.15 97.76 97.20 96.70 96.64 85.91 97.12 97.64

MD TPR 94.11 89.16 93.86 85.19 92.14 96.89 95.74 89.16 94.51 40.96 92.18 96.8
FPR 4.21 1.25 7.49 1.60 6.14 3.62 6.52 1.26 8.50 2.52 6.31 3.73
F-Score 94.90 88.03 93.05 84.28 92.94 96.58 94.48 87.98 92.82 75.47 92.87 96.48

VS TPR 97.24 98.11 96.31 98.21 98.43 97.82 96.79 98.14 96.17 98.34 97.17 97.01
FPR 1.01 22.48 6.52 11.98 1.42 4.78 0.98 22.58 6.43 12.55 1.35 4.12
F-Score 93.27 86.38 94.79 92.73 91.48 96.45 93.20 86.33 94.77 92.47 91.27 96.40

AZ TPR 92.09 89.16 92.37 92.08 88.85 96.44 93.01 89.13 91.87 88.30 88.36 95.75
FPR 7.49 9.86 8.16 15.41 7.70 4.11 8.33 9.85 7.88 11.02 7.31 3.93
F-Score 92.14 89.63 92.03 87.83 90.50 96.14 92.13 89.62 91.95 88.60 90.48 95.86

Fig. 13. Parameter sensitivity of FedMalDE.
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CAP are closest to our model SACN in overall performance
on the four benchmark datasets, they are not yet comparable
to SACN. Moreover, these baseline models are inclined
toward accuracy (TPR) rather than recall (FPR), while our
method SACN offers a more balanced performance as shown
in Table 3. As we expect, under the federated setting, SACN
performs consistently well on all datasets and outperforms all
baseline models. This is because SACN can model the pro-
gram semantics and structural information by progressively
aggregating the fine-grained subgraph features, which can
accurately and efficiently process the data. The superior per-
formance of SACN in the malware detection task reflects its
powerful generalization ability.

7.6 Processing Time Evaluation

Another topic of discussion is the efficiency of FedMalDE
for detecting arbitrary malware. For a fair comparison, all
experiments are run at the same hardware resources. Ana-
lyzing a malware can be divided into two phases: feature
extraction and classification. For a malware detection sys-
tem, the bottleneck in efficiency is mainly in the feature
extraction stage. We recorded the runtime for processing
one sample in the feature extraction stage. All baselines
underwent the same feature extraction, and none of them
avoided this stage. It takes less than 3 minutes on average to
analyze a sample, which is comparable with other state-of-
the-art approaches, such as DroidCat [44] (10 min tracing
per app) and MamaDroid [45] (mean of 4 min per app).

Additionally, we recorded the runtimes for training a
teacher model. As shown in Table 4, our method is slower
than some baseline methods, such as CNN and DNN. This
is because our model is more complex and it is able to
extract more useful information. Apparently, given the

substantially superior performance of the FedMalDE over
other baseline methods (see Table 3 in Section 7.5 for
details), the additional cost incurred by the FedMalDE can
be seen to be justified. It is worth noting that our model
became optimal after approximately 20 iterations. In prac-
tice, however, the cloud only needs to pre-train the teacher
model once.

Under the setting of semi-supervised FL, we also mea-
sured the runtimes for training a student model on a single
device. In typical real-world applications, there are few
apps (private data) installed on the user’s device. In the
training mode, the student models can be parallelized
unlike conventional centralized models which handle all
data on the cloud, and thus only take a small amount of
time to train. For example, a user with 20 apps spends
approximately 2 seconds to train a student model in a round
of federation. Therefore, this allows us to easily implement
on-device learning to retrain a large number of emerging
samples in the real world. It is worth noting that the time
spent on model inference is almost negligible. For example,
the average lies at just 0.1876 seconds for processing one
sample. Based on the above facts, we can claim that Fed-
MalDE performs FL with high performance and efficiency.

8 CONCLUSION

This paper proposes a semi-supervised federated learning
framework (FedMalDE) that identifies the potential risks to
IoT malware infections in IoT networks, while alleviating
data privacy issues on user devices. The FedMalDE explores
the use of semi-supervised federated learning for analysis of
malware to conduct distributed FL, and it can provide suffi-
cient privacy and robustness guarantees. Besides,

Fig. 14. ROC curve of the SACN versus baselines for malware detection on four benchmark detasets.

TABLE 4
Execution Time Comparison

Model Teacher model Student model Inference / Testing time

#Train
samples

Train time (per
epoch)

#Single
device

Train time (per
epoch)

#Testing
samples

Testing
time

Avg. time (per
sample)

DNN 10,000 132 s 20 < 1 s 5000 551 s 0.1102 s
CNN 10,000 133 s 20 < 1 s 5000 528 s 0.1056 s
CAP 10,000 313 s 20 < 2 s 5000 1047 s 0.2094 s
GRU 10,000 2816 s 20 < 11 s 5000 972 s 0.1944 s
LSTM 10,000 2985 s 20 < 11 s 5000 979 s 0.1958 s
Our 10,000 498 s 20 < 2 s 5000 938 s 0.1876 s
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considering that the function call graph can reflect the
semantics information of the entire program, we incorpo-
rate the graph mining technology into this framework to
reveal the malicious behaviors, and use a subgraph aggre-
gated capsule network (SACN) to capture various granular-
ity and structural information. The extensive experiments
conducted on real-world data validate the effectiveness of
FedMalDE. We believe that our work will inspire the com-
munity to further explore the implementation of FL in secu-
rity-related tasks.

There might be room for further FL-based contribu-
tions in the field of malware detection. In each federation
round, the cloud communicates with only a limited num-
ber of devices. However, unreliable communication chan-
nels, limited computing resources, and stringent training
latency budget hinder the convergence of FL. Future
research will focus on exploring new device scheduling
and resource allocation schemes to balance the latency
per round, as well as the number of rounds required. It is
generally believed that centralized-based schemes are
considered to be the best in terms of model accuracy.
Therefore, future work is needed to improve the accuracy
of federated models.
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