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Abstract— Sharding significantly enhances blockchain scal-
ability by dividing the entire network into smaller shards
that reach consensus and process transactions in parallel.
Nevertheless, two new issues emerge with the adoption of
sharding. One issue involves the shrinking size of consensus
groups, which leads to vulnerability in consensus. Most existing
works introduce periodic shuffle mechanisms to mitigate this
problem. Nevertheless, these measures necessitate stronger
security assumptions and can only offer a probabilistic assurance
of consensus security. Another issue is the challenge in processing
cross-shard transactions posed by the isolation of shards.
Existing approaches utilize two-phase commit (2PC) or relay
transaction mechanisms to handle cross-shard transactions.
However, these approaches are vulnerable to double cross-
shard attacks from malicious shards and are unable to achieve
immediate atomicity. In this paper, to address the vulnerable
consensus issue and achieve instant atomicity in cross-shard
transactions, we design a hybrid consensus mechanism that
embeds a lightweight global consensus into parallel intra-shard
consensus processes. The global consensus allows all consensus
nodes to jointly process cross-shard transactions, achieving
cross-shard transaction instant atomicity. It also records shard
snapshots to facilitate shard auditing to defend against malicious
shards. Furthermore, we consider the performance of the
proposed mechanism, and design a dynamic shard management
mechanism. The dynamic shard management mechanism reduces
transaction congestion and maintains an appropriate number
of shards based on the system’s state. We conduct analyses of
potential attacks and prove that our approach ensures safety
and liveness even in the presence of malicious shards. We also
evaluate the performance of our system and compare it with
both non-sharded and classic blockchain-sharding systems. The
evaluation results demonstrate the efficacy of our approach in
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dealing with transaction congestion while astutely controlling the
number of shards.

Index Terms— Blockchain, sharding, distributed consensus.

I. INTRODUCTION

BLOCKCHAIN technology has revolutionized various
industries by providing decentralized ledgers with

attributes such as data integrity, immutability, and reliable
execution between untrusted parties [1]. The applications
of blockchain span across diverse sectors, such as health-
care [2], [3], [4], [5], federated learning [6], [7], cloud
computing [8], [9], mobile networks [10], [11], and the
Internet of Things [12], [13], [14], [15]. However, traditional
blockchain systems encounter a significant challenge in terms
of scalability [16]. As the blockchain system scales up, the
participation of each node in the consensus process imposes
substantial communication [17], computation, and storage
costs, hindering the application in large-scale scenarios [18].
To address the scalability limitation, sharding has emerged
as a promising approach to improve consensus efficiency
and overcome the scalability constraints of blockchain
systems [19], [20], [21], [22], [23]. The basic idea of sharding
is to divide the network into multiple disjoint shards. Each
shard comprises a group of nodes forming a consensus
group that processes transactions in parallel. The consensus
achieved within a shard, known as intra-shard consensus,
involves a smaller number of consensus nodes and a reduced
volume of transactions to be processed [24]. Consequently,
the communication, computation, and storage overhead are
significantly reduced.

However, the sharding architecture introduces two main
issues. On the one hand, the reduction in the number of nodes
participating in a consensus process compared to non-sharding
blockchain systems, referred to as consensus shrinkage, leads
to vulnerable consensus security [25]. Since the upper limit of
the number of Byzantine nodes that a consensus can sustain
decreases as the number of consensus nodes decreases [26],
it is much easier for adversaries to control or attack a
single shard than the whole system. On the other hand, the
state of each shard is opaque to nodes outside the shard in
blockchain sharding systems, since shards process disjoint sets
of transactions and reach consensus independently, we refer to
it as shards isolation. Unfortunately, cross-shard transactions
involve the state of multiple shards and require collaborative
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verification and execution by all relevant shards [20]. The
isolation of shards poses a challenge for a shard to ascertain
the legitimacy of a related cross-shard transaction, as it lacks
knowledge regarding the verification results of other relevant
shards. Besides, due to the segregated nature of the execution
process in relevant shards, achieving instant atomicity in cross-
shard transaction processing becomes arduous. Furthermore,
a malicious shard possesses the ability to generate illegal
cross-shard transactions, such as those involving double-
spending inputs, without detection from other shards, thereby
destroying the security of the affected shards.

Facing the vulnerable intra-shard consensus brought by
consensus shrinkage, existing approaches employ periodic
shard reconfiguration mechanisms to enhance consensus safety
and liveness. For instance, Elastico [19], Omniledger [27],
and Rapidchain [20] periodically replace nodes of each shard
to resist an adversary’s concentrated corruption attacks on
a certain shard. Facing the above cross-shard transaction
processing issue brought by shard isolation, researchers
propose mechanisms, such as two-phase commit (2PC) [22],
[27], relay transactions [28], [29], etc. to handle cross-shard
transactions. The underlying idea of these mechanisms is
to enable the transaction receiver to execute the withdrawal
operation within his/her shard after confirming that the
transaction sender has successfully completed the deduction
or withdrawal within his/her shard. Nevertheless, previous
works still have certain limitations. First, even with periodical
shards shuffle and node selection to prevent collusion, it is
still possible for a shard to be controlled by adversaries. The
shard corruption cannot be perceived by other shards due to a
lack of auditing mechanisms. As a result, the corrupted shard
can perform cross-shard double-spending attacks, destroying
the system’s security. In addition, as the withdrawal and
deposit operations of cross-shard transactions are separately
verified and executed across different shards, synchronizing
their completion or abortion becomes a challenge, which poses
a substantial obstacle to attaining cross-shard transactions’
instant atomicity.

In this paper, we propose a secure and efficient dynamic
blockchain sharding scheme to address the issues discussed
earlier. Our scheme combines a carefully designed hybrid
sharding consensus with a dynamic shards managing mecha-
nism. Specifically, the hybrid consensus embeds a global con-
sensus into multiple parallel intra-shard consensus processes.
One challenge in designing the hybrid sharding consensus is
the massive communication involved in a normal consensus
process, such as PBFT [30], which limits the throughput due to
the leader node bandwidth. Therefore, we only use the global
block to record lightweight contents, including shard snapshots
and cross-shard transactions. Besides, the communication
cost is distributed to each shard. This innovative approach
significantly enhances the efficiency of the standard global
consensus process. To further improve the efficiency of
transaction processing, and also avoid more serious consensus
shrinkage caused by excessive sharding, we introduce a
managing committee to dynamically adjust shard components
based on the shard managing strategy. The dynamic shard
management mechanism alleviates transaction congestion by

splitting congested shards and improves shards utilization rate
by merging underloaded shards. Besides, through adjusting
user assignments, the dynamic shard management mechanism
can also reduce the ratio of cross-shard transactions, thereby
enhancing the system’s performance. In summary, our main
contribution can be summarized as follows.
• We propose a hybrid sharding consensus protocol that

supports shard auditing and enables instant atomicity
in processing cross-shard transactions. This protocol
is capable of addressing vulnerable consensus issues
and effectively defending against attacks from malicious
shards.

• We design a dynamic shard management mechanism that
enhances the efficient processing of potential transaction
congestion while maintaining a balance between shard
security and efficiency.

• The security analysis demonstrates that our system
achieves consensus safety and liveness, as well as cross-
shard transaction instant atomicity, even in the presence of
corrupted shards. Additionally, the performance analysis
supports the effectiveness of our approach in efficiently
accelerating the processing of transaction congestion and
achieving higher shard utilization rates.

Paper Organization: The rest of this paper is organized as
follows. Section II provides preliminaries and related works
for the paper. Section III describes the system model and the
security assumptions. Section IV presents the details of our
proposed blockchain sharding scheme. Section V gives several
theorems on system security and discusses possible attacks.
Section VI analyzes the system performance and evaluates the
proposed system. Finally, we conclude our work in section VII.

II. PRELIMINARIES AND RELATED WORK

A. Transaction Models of Blockchain Systems

There are mainly two transaction models widely used in the
blockchain systems, namely the unspent transaction output
(UTXO) model [31] and the account/balance model [32].
The UTXO model was introduced in Bitcoin and used in
many blockchain systems. In this model, each transaction is
composed of inputs and outputs. An input of a transaction
references a previous transaction’s output and the UTXO is
“spent” by the transaction. Validators keep a database to
record valid UTXOs and use it to verify whether a block
can be accepted. The account/balance model is employed by
Ethereum. In the account/balance model, each user has a pair
of account and balance. Users can use their balance to generate
a transaction that contains a sender account, a receiver account,
and a value.

B. Representative Blockchain Sharding Schemes

In terms of blockchain’s poor scalability issue, researchers
proposed a great number of blockchain sharding schemes.
Elastico [19] is the first sharding-based blockchain system,
which divides nodes into multiple smaller consensus groups
to validate transactions in parallel. However, each node
needs to spread, receive, and store all the blocks of the
system and therefore there still exists heavy communication
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and storage burden. Omniledger [27] achieves complete
sharding, which includes communication, computation, and
storage sharding. It adopts a client-driven two-phase commit
mechanism to handle cross-shard transactions. Zamani et al.
proposed RapidChain [20] to reduce the overhead during
shards reconfiguration and further speed up the consensus
process. Wang et al. proposed Monoxide, which allows a miner
to create multiple blocks in different shards by solving one
proof-of-work puzzle, thereby amplifying the effective mining
capacity of each shard. OptChain [33] minimizes the number
of cross-shard transactions by using an optimal transactions
placement strategy. Recently, Zheng et al. [29] proposed a
sharding solution for consortium blockchain called Meepo,
which enhances cross-shard efficiency via the cross-epoch
and cross-call. Hong et al. proposed Pyramid [34], a layered
sharding solution that uses bridging shards to validate and
process cross-shard transactions internally. Huang et al.
presented BrokerChain [35] that achieves workload balance
among mining shards by adaptively partitioning account states
using a partition shard.

C. Sharding Security and Cross-Shard Transaction
Processing

Blockchain sharding brings two main challenges: consensus
group size reduction and cross-shard transaction processing.
Some sharding protocols [19], [20], [27] use a reconfiguration
phase to resist adversary adaptive attacks by shuffling all
shards or randomly adjusting some nodes. However, the shard-
ing security is guaranteed by probability and it is still possible
for a certain committee to be controlled by an adversary [25].
For cross-shard transaction processing, Omniledger [27] uses
a two-phase commit mechanism, that allows users to complete
cross-shard transactions by performing lock/unlock operations
on each relevant shard. Liu et al. [36] utilized multiple parallel
cross-shard Byzantine fault tolerance protocols to process
cross-shard transactions more efficiently. RapidChain [20]
splits a cross-shard transaction into multiple sub-transactions
that can be processed in a single shard. Monoxide [28]
adopts a relay transaction based solution, where the deduction
operations and deposit operations are separatly executed
in each related shard. Pyramid [34] introduces bridging
shards that store multiple shards’ states so that can process
cross-shard transactions internally. However, those cross-shard
transaction processing methods are all based on the premise
that each shard remains secure. One shard crash can cause
errors in validating all related cross-shard transactions, and
therefore affect the correctness of other shards. Besides, the
processing of each cross-shard transaction requires multiple
rounds of intra-shard consensus, often resulting in system
performance bottlenecks.

III. SYSTEM MODEL, THREAT MODEL,
AND DESIGN GOALS

A. System Model

This work adopts the UTXO model. All the nodes are
connected by a partially synchronous peer-to-peer network
in which messages can be sent to each other with

Fig. 1. System model.

optimistic, exponentially increasing time-outs. To prevent
Sybil attacks, all the nodes should establish their identities
(i.e., public/private keys) by solving a computationally hard
puzzle [37] before joining the network. We assume all
messages sent in the network are authenticated with the
sender’s private key.

There are two kinds of entities in the system, namely users
and validators. As shown in Fig. 1, users and validators are
divided into multiple shards. The number of shards in the
system is represented by the variable K . Users trade with each
other and generate transactions both intra-shard and cross-
shard. Validators verify the transactions and keep a ledger
to record them. A group of validators is randomly selected
to form a managing committee (MC), which manages
the shards through a publicly determined shard management
strategy.

B. Threat Model

Most sharding systems [19], [20], [27], [34] limit the
malicious nodes can only be changed between epochs.
We weaken that assumption and adopt an adaptive corruption
model, where the adversaries know the allocation of nodes
to the shards, and are able to adaptively select target shards
to attack. We assume the number of malicious nodes grows
linearly, and the fraction of malicious validators, denoted by
f , remains below 1/3 throughout the entire process. However,
in certain shards, the proportion of malicious validators may
exceed 1/2 due to concentrated attacks from adversaries. Here
gives the threat model in our work as follows:
• Users. Malicious users may generate invalid transactions

by including previously used inputs and launch double-
spending attacks. Our system does not limit the
proportion of malicious users.

• Validators. There are honest and malicious validators in
our system. The honest validators perform all operations
correctly according to the protocol, while the malicious
validators try to interfere with the execution of the
protocol by colluding with each other.

C. Design Goals

Main objective of our work aim to enhance the security
and performance of blockchain sharding systems. In terms
of security, except for consensus safety and liveness under
normal circumstances, we have two further security goals:
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Fig. 2. Transactions in the transaction pool, the content of intra-shard blocks,
and the global block.

malicious shard resistance and instant atomicity for cross-
shard transactions processing, which are defined as follows.
• Malicious shard resistance refers to detect and process

double-spending cross-shard attacks in the presence of
corrupted shards.

• Instant atomicity for cross-shard transactions processing
refers to the withdraw and deposit operations for a cross-
shard transaction either all occur or none of them occur
at the same time.

In terms of performance, our aim is to dynamically adapt
to the varying transaction rates of the system, fulfilling the
throughput requirements.

IV. PROTOCOL DESIGN

A. Overview

The proposed sharding protocol runs in fixed time periods
called epochs as other blockchain sharding schemes [20],
[34], [35]. At the beginning of each epoch, validators and
new users establish their identities and join the network by
solving a hash-based puzzle. Validators generate unpredictable
randomness via public-verifiable and unbiased verifiable
random functions (VRF) [38]. A group of validators is
randomly selected based on epoch randomness to form a
managing committee (MC), which dynamically adjusts users
and validators assignment to shards based on the system status.

There are two phases that cyclically alternate in the system:
namely the transaction processing phase and the shards
managing phase. The transaction processing phase involves
the processing of user transactions using the hybrid sharding
consensus mechanism. The shard managing phase includes
auditing the shards and dynamically adjusting user and
validator assignments. In the following, we provide a detailed
description of the two phases.

1) Transaction Processing Phase: In the transaction
processing phase, users generate transactions and put them into
the transaction pool. As shown in Fig. 2, the transactions in the
transaction pool are divided into intra-shard transactions and
cross-shard transactions. Intra-shard transactions are verified
by the corresponding shard validators, processed during the
intra-shard consensus process, and recorded in intra-shard
blocks. In contrast, cross-shard transactions are processed
by all validators in the system and recorded in the global
block along with all the snapshots Block Hash of intra-
shard blocks, which enables shards auditing. During each
consensus round, validators verify intra-shard transactions and

their related cross-shard transactions and broadcast a global
message that contains the Block Hash and the related cross-
shard transaction verification result. Then, they use fragmented
global messages from each shard to calculate the legal cross-
shard transaction list and perform a hybrid sharding consensus.
For brevity, the detailed processing method for cross-shard
transactions and the hybrid sharding consensus process are
described in section IV-B and section IV-C respectively.

2) Shard Managing Phase: The shards managing phase
comprises two key functions: adjustment and auditing.
The shards adjustment is performed periodically. Specifi-
cally, the managing committee (MC), which is randomly
selected at the beginning of each epoch, monitors the status
of each shard and implements a dynamic shard management
mechanism to make necessary adjustments to validators and
users. To address transaction congestion issues, congested
shards are split into smaller sizes to accelerate transaction
processing. Besides, a graph partition algorithm is employed
to reduce the proportion of cross-shard transactions by
transferring users among shards strategically. Conversely,
underloaded shards, which possess transaction processing
capabilities that surpass the actual transaction volume, are
merged together to improve the shards’ utilization ratio. In the
meantime, when the system remains idle, MC can propose a
shard auditing, which aims to detect potential malicious shard
behaviors, such as cross-shard double-spending attacks, and
punish the malicious validators. During the shard auditing
phase, each shard’s intra-shard transactions are verified by
other validators, and the snapshots recorded in the global
block is used to prevent malicious shards from tampering with
history transactions.

The subsequent subsections introduce the essential com-
ponents of the proposed system, including cross-shard
transactions processing, hybrid sharding consensus, shards
auditing, and dynamic shard management mechanism.

B. Cross-Shard Transactions Processing

In the proposed sharding protocol, a cross-shard transaction
crT x involves inputs consuming UTXOs from designated
input shards and outputs generating new UTXOs in designated
output shards and is considered valid only if all inputs
are unspent and all the outputs are valid. The input shards
and output shards are both referred to as related shards.
To achieve instant atomicity across all shards, cross-shard
transactions are processed globally and recorded in global
blocks. Consequently, the verification process of cross-shard
transactions consists of two stages. The first stage is referred to
as partial verification, involving each related shard checking
for local legality. The second stage is the final verification,
where all validators summarize the partial verification results
to determine the overall legitimacy of cross-shard transactions.
• Partial verification. Each related shard verifies the legality

of the corresponding inputs/outputs within its domain,
defined as the local legality of crT x . Specifically, the
input shard examines whether the corresponding UTXOs
are unspent outputs of valid transactions within its
domain, and the output shards verify the integrity and
validity of the output UTXOs, i.e. whether the sum of
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inputs is not less the sum of outputs. The related shard
leaders broadcast the partial verification results and the
signatures of intra-shard validators to all validators.

• Final verification. Upon a validator obtaining the partial
verification outcomes from all related shards, he/she can
verify the overall legitimacy of crT x by checking if
it passes all the partial verifications. Conversely, if any
partial verification result is deemed invalid, crT x will be
classified as an invalid transaction.

Cross-shard transactions that pass the final verification can
be executed and packed into the global block through the
hybrid sharding consensus mechanism. More detailed infor-
mation about this mechanism can be found in Section IV-C.
Conversely, invalid cross-shard transactions are discarded.

C. Hybrid Sharding Consensus

The system running time is divided into multiple fixed
lengths, called epochs. Each epoch consists of a number of
slots, and each slot corresponds to a consensus round. In a
slot, each shard randomly selects its leader based on epoch
randomness and runs a hybrid sharding consensus.

1) Hybrid Sharding Consensus Process: Generally speak-
ing, a lightweight global consensus is embedded into general
intra-shard consensus processes that operate in parallel.
The intra-shard consensus is used to process intra-shard
transactions. Also, similar to most leader-based consensus
protocols, such as PBFT [30], PoS [39]. Intra-shard consensus
can be abstracted into three stages:

1) Block generation. The leader packs valid transactions
into a raw block and broadcasts it to other validators.

2) Block verification. Validators verify the proposed raw
block and send their signatures to the leader if the raw
block is validated.

3) Block commit. After receiving enough signatures, the
leader can generate the final block with confirmation
proof and broadcast it to all validators. In our work,
a collective signing protocol [40], [41] that can generate
a multi-signature co-signed by a decentralized group of
nodes is used for scalability concerns.

The global consensus is used to handle cross-shard
transactions and record shard snapshots. To realize a
lightweight and efficient global consensus, the communication
cost is distributed to every shard. Specifically, during the
global block generation stage, global messages {m1, . . . , mK },
where K is the number of shards in the system, are sent
from each shard leader. Each global message mi contains
shard Si ’s related cross-shard transaction list crT x L i and the
shard snapshot Block Hashi , which is the hash of the intra-
shard block header. Given {m1, . . . , mK }, the valid cross-shard
transaction list can be calculated by using the cross-shard
transaction verification method mentioned in subsection IV-B.
Validators calculate the global block and subsequently wait
for the majority of nodes within a shard to confirm its mi .
Once all shards send confirmations for their global messages
(or timeout), the global block verification stage is completed.
Besides, there is an error-handling mechanism to deal with
abnormal cases and correct the global block. After the majority

Fig. 3. The process of the hybrid sharding consensus for a two-shards
blockchain system.

of nodes sign the global block, a leader can aggregate the
signatures and commit the global block.

The hybrid consensus protocol is run by all the shards in a
consensus round. As shown in Fig. 3, a simple blockchain
system contains two shards, named shard A and shard B,
is used as an example to describe the specific process of the
hybrid sharding consensus. Both shard A and shard B execute
the same procedures. Therefore, we use shard A and its intra-
shard consensus leader L A to describe the consensus protocol.

1) Intra-shard block generation. L A verifies intra-shard
transactions of shard A in the transaction pool, packs
valid ones into I ntraShard − t x List1, and generates a
raw intra-shard block

Raw I nB1 :=< header, I ntraShard − t x List1 >

, and computes Block Hashi = Hash(header). The
block header contains the hash of the parent block
and the Merkle tree root of the body. Then L A sends
Raw I nB1 to shard A’s other validators.

2) Global block generation. Upon verifying related cross-
shard transactions in the transaction pool, L A packages
ones satisfying local legality, which is defined in
Section IV-B, into the cross-shard transaction list
crT x L1, and generates the global message

m1 = [crT x L1||Block Hash1].

Then L A broadcasts m1.
Validators collect {m1, m2} and use them to calculate the
raw global block, which contains snapshots of the two
shards and a valid cross-shard transaction list.

3) Intra-shard block verification. Validators in shard A
verify Raw I nB1 and reply L A with their signatures
Sig(Raw I nB1) if Raw I nB1 is valid.

4) Global block verification. Validators in shard A verify
m1 and reply L A with their signatures Sig(Raw I nB1)

and Sig(m1) if these components pass the validation
process. Upon receiving more than 1/2 of Sig(m1)

sent from shard A, L A generates a collective signa-
ture CoSi(m1) and broadcasts it. Validators collect
CoSi(m1), CoSi(m2) to confirm the raw global block
RawGl B before the timeout. Then use the error
handling mechanism (see the next paragraph) to correct
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RawGl B, and send all shards’ leaders their signatures
Sig(RawGl B).

5) Intra-shard block commit. L A generates a collective
signature after collecting more than 1/2 Sig(Raw I nB1)

and sends it to other validators in shard A so that they
can add it to Raw I nB1 and get the final valid intra-shard
block I nB1.

6) Global block commit. A shard leader LG generates a
collective signature CoSi(RawGl B) on the global block
after receiving more than half of the signatures and
broadcasts CoSi(RawGl B). Validators add it to the raw
global block and get the final valid global block Gl B.

2) Error Handling Mechanism: In the above design,
a normal global consensus requires each shard leader
to correctly broadcast a global message and its shard
confirmation in time. Suppose there is a shard leader L i
that did not send mi or its confirmation of mi before
the timeout. Once the confirmation timeout has transpired,
validators calculate the global block utilizing other global
messages that are already confirmed. The corresponding shard
snapshot of Si in the global block is set as null and Si ’s related
cross-shard transactions cannot be processed in the consensus
round.

D. Shards Auditing

The shards auditing mechanism is designed to prevent mali-
cious shards from performing cross-shard double-spending
attacks. It is started when the system is idle and requires
each validator to submit a deposit before joining the system.
In general, during the shards auditing phase, all validators
synchronize the intra-shard blocks to detect malicious shard
behaviors. The detecting results and the punishment of
malicious shards’ validators are processed through a global
consensus.

In detail, after synchronizing all the intra-shard blocks that
were generated during the previous transaction processing
phase within the system, validators verify the global blocks
and the intra-shard blocks of each shard. Firstly, they confirm
whether the intra-shard block matches the corresponding shard
snapshot recorded in the global block, preventing malicious
shards from tampering with the intra-shard block. Then,
validators examine whether there are cross-shard double-
spending attacks by checking whether there are intra-shard
transactions using the same input as cross-shard transactions
on the global block. Note that transaction recipients can
identify intra-shard double-spend attacks by checking intra-
shard blocks. As a result, these types of attacks fall outside
the purview of shards auditing. Upon detecting cross-shard
double-spending attacks, the malicious validators who signed
for the double-spending transactions recorded on the intra-
shard block will not be allowed to join the system. Besides,
part of their deposit will be transferred to the victim user(s)
based on the auditing regulations, which can be flexibly
formulated according to the system’s actual needs. The
remaining validators and users will be randomly assigned to
other shards by the managing committee. Finally, validators
in the system reach a global consensus on the shards auditing

results, including malicious shards detecting results and the
punishment of malicious validators.

1) Cost Analysis of Shards Auditing: During the shards
auditing phase, all shards are merged into one single chain, and
all intra-shard transactions are synchronized and confirmed
between shards. The cost of shards auditing is similar to
using non-sharding blockchain to process these transactions.
Therefore, our solution is most applicable for systems with
peak and low trading periods and an overall sufficient average
computing power. The system sharding occurs during peak
trading periods to speed up transaction processing, and shards
consolidation and auditing are performed during low trading
periods.

E. Dynamic Shard Management Mechanism

1) Motivation: The number of shards in the system and
the method of assigning validators and users can both have an
impact on the system’s performance and security. For example,
the system’s transaction processing capacity increases as the
number of shards grows. However, it also leads to a greater
security threat to each single shard. Therefore, it is essential to
dynamically achieve a balance between performance cost and
security cost based on the system’s current needs. We model
the system cost, which is divided into performance cost and
security cost. The performance cost Clatency is measured by the
average transaction confirmation latency, and the security cost
Csecurity is quantified by the expected proportion of validators
who are in malicious shards in the system. Given that the
total number of validators in the system is N , the proportion
of corrupt validators is f . Validators are assigned to K
shards, with the number of validators in each shard denoted
as {N1, . . . , NK }. The average transaction arrival rate in the
system is set as varrival, and the average transaction processing
speed is vprocess. Then the performance cost can be calculated
as Clatency = max(varrival/vprocess − 1, 0). The security cost is
calculated as:

Csecurity =

K∑
i=1

Ni∑
j=⌊Ni /2⌋

Ni

(
f · N

j

)
·

(
(1− f ) · N

Ni − j

)
K ·

(
N
Ni

) .

The overall cost of the system Coverall = w1 · Clatency + w2 ·

Csecurity, where w1 and w2 are weight factors assigned to
balance the influence of performance and security costs. Our
goal is to reduce the overall system cost and achieve a balance
between performance and security.

2) Shard Management Strategy: To enhance transaction
processing speed and alleviate congestion during transaction
bursts, an intuitive idea is to reduce the number of cross-
shard transactions that are processed by global consensus
and further accelerate intra-shard consensus through shard
splitting. Besides, it is also important to merge shards when
the system’s transaction arrival rate is low, therefore increasing
consensus capacity and enhancing security. Building upon
the prior analysis, a dynamic shard management mechanism
is designed to adjust the shard component according to
the system status, avoiding transaction congestion and also
more serious consensus shrinkage brought by excessive
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sharding. In the dynamic shard management mechanism, shard
adjustment is divided into the following three types:

• Shards split. Si
Spli t
−−−→ {Si1 , . . . , Sim }. Splitting Si

means randomly reallocating Si users and validators into
multiple smaller shards {Si1 , . . . , Sim }. Note that each
shard needs to have enough validators after the division.

• Shards merge. {Si , . . . , S j }
Merge
−−−−→ S′i . Merging the shards

means combining the shards’ validators to collectively
process transactions for the shards’ users.

• Reassign users. Users are reassigned to shards by
utilizing graph-partitioning tools to reduce cross-shard
transactions.

The details of the dynamic shard management strategy
are introduced in the following. Algorithm 1 illustrates the
approach, with the input of the current shards’ composition,
including validator and user lists for each shard, the
unprocessed transactions within the transaction pool, and
system parameters, it outputs an adjusted shards composition.
First, it checks whether each shard is a congested shard,
which is defined as a shard whose number of unprocessed
transactions, including intra-shard transactions and related
cross-shard transactions, is higher than the threshold number
nc. Subsequently, it splits each congested shard into several
smaller shards and keeps the shards with more than s
validators. Then it checks for underloaded shard, whose
number of unprocessed transactions is less than r · nc, r ∈
(0, 0.5). For all underloaded shards, it sorts them according
to the transaction queue size, merges the first and last shards,
and loops. Finally, it uses the unprocessed transactions to build
the transaction graph, where each vertex represents a user’s
address, and the edge weight is defined as the number of
transactions that involve the corresponding pair of addresses
as inputs and outputs. It is supposed to use graph-partitioning
tools, such as Metis [42], to partition the transaction graph
into non-overlapping K parts with a reduced number of cross-
shard transactions. The division of vertexes in the transaction
graph into subgraphs corresponds to the users divided into
corresponding shards.

3) Shards Adjustment: In the shard managing phase, MC
leader broadcasts the current state of the system and the shard
adjustment result, which is calculated based on the dynamic
shard management algorithm, to other MC members. Upon
verifying the correctness of the shard management result,
other members in MC sign it and return the signatures to
the leader. Once the leader collects signatures from more
than half of the MC members, a valid MC intra-block is
generated, which includes the shard adjustment result and
a collective signature from the majority of MC members.
Subsequently, the leader broadcasts the block to all nodes in
the system, and the validators in the adjusted shard perform
the corresponding operations based on the type of shard
adjustment after receiving the block.

• Shards split. Si
Spli t
−−−→ {Si1 , . . . , Sim }. For Si ’s validators

who are reassigned to Six , x ∈ {1, . . . , m}, they update
their UTXO lists and only keep UTXOs belonging to
users of Six .

Algorithm 1 Dynamic Shard Management

Input: Current shards composition;
Transaction pool state;
System parameters nc,r ,s ;
Output: Adjusted shards composition;

1 U S_SET ← ∅;
2 for each shard Si do
3 if Si ’s transactions queue size is above nc then
4 Split Si into min(⌈(nt x/nc)⌉, ⌊nv/s⌋) shards;
5 end
6 if Si ’s transactions queue size is below r · nc then
7 Add Si into U S_SET ;
8 end
9 end

10 Sort the shards in U S_SET according to the average
transaction queue size;

11 while U S_SET is not empty do
12 Merge the first and the last shard and remove them

from U S_SET ;
13 end
14 Use the graph partition tool to reassign users to shards.

• Shards merge. {Si , . . . , S j }
Merge
−−−−→ S′i . Validators of shard

{Si , . . . , S j } synchronize their UTXO datasets with each
other.

• Reassign users. For each reassigned user, if user Ui
is reassigned from shard Si to shard S j , the process
requires Si ’s validators to send all UTXOs owned by the
user to S j ’s validators. Subsequently, the validators of
S j download the UTXOs and update their local UTXO
dataset.

V. SECURITY ANALYSIS

In this section, we first prove the global consensus always
achieves safety and liveness. Safety indicates honest validators
agree on the same valid block in each consensus round and
liveness indicates every block will be finally committed or
aborted. We then analyze possible attacks and how our system
defends against them.

A. Analysis of Hybrid Sharding Consensus

Theorem 1: The global consensus achieves safety if the
fraction of malicious validators in the system is less than 1/2.

Proof: To generate a valid global block with a collective
signature, the global consensus leader must collect signatures
from more than half of the validators. All honest validators can
use the confirmed global messages to calculate the contents of
the global block and send their signatures to shard leaders.
Given that the fraction of malicious validators within the
system is less than 1/2, the global consensus leader cannot
receive more than 1/2 of validators’ signatures on a global
block with invalid contents. Therefore, the global consensus
achieves safety. □

Theorem 2: The global consensus achieves liveness if the
fraction of malicious validators in the system is less than 1/2.
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Proof: Note that a global block, which contains the
cross-shard transaction list and Block Hash of each shard,
is calculated based on confirmed global messages that are
agreed upon by more than half of the shard validators.
According to our hybrid sharding consensus protocol in
Section IV, all honest validators can use the global messages
and the error handling mechanism to calculate a consistent
global block and send their signature on the global block to
shard leaders. Our partially synchronous peer-to-peer network
assumption ensures the signatures can be received by leaders
within an optimistic bounded time. Since the shard leaders
are chosen randomly and the randomness is unbiased, there
will be K/2 honest leaders, where K is the number of shards,
every round in expectation. The honest leaders will generate
the valid global block with collected signatures and broadcast
it to each node. Thus, all honest nodes will receive the finalized
global block at the end of the global consensus process. □

Theorem 3: The intra-shard consensus achieves safety and
liveness if the fraction of malicious validators within the shard
is less than 1/2.

Proof: To generate a valid intra-shard block I nBi ,
a shard consensus leader L i needs to acquire signatures from
a majority of validators within the shard. Given that the
proportion of malicious validators in the shard is less than
1/2, L i cannot collect enough signatures on invalid I nBi
since honest validators only sign on blocks containing valid
transactions. Therefore, the intra-shard consensus achieves
safety. Similarly, drawing parallels to our proof on the
liveness of the global consensus, the completion of intra-shard
consensus is reliant upon the presence of an honest intra-shard
consensus leader. As the shard leaders are randomly selected
within the shard, it can be deduced that each shard will have
an honest intra-shard leader approximately every 1.5 rounds
on average. Consequently, all honest nodes are able to finalize
the block within a bounded timeframe. □
Therefore, the hybrid sharding consensus implemented within
our system attains both safety and liveness, given that the
fraction of malicious validators is less than 1/2 in the entire
system, as well as within each shard. It is noteworthy that
even if certain shards surpass the security threshold in terms
of the proportion of malicious validators, the intra-shard
consensuses within other shards remain unaffected. Besides,
the global consensus can also be effectively achieved through
the utilization of the error handling mechanism elucidated in
section IV, as long as the system has less than 1/2 malicious
validators.

B. Instant Atomicity for Cross-Shard Transactions Processing

Monoxide [28] handles cross-shard transactions by using
relay transactions to allow the withdraw operation to be
executed first and the corresponding deposit operation to
be settled later. It achieves the eventual atomicity, which
means the deposit operation must be executed eventually
once the withdraw operation is confirmed. However, the
confirmation time is not limited. BrokerChain [35] introduces
brokers to process cross-shard transactions and also allows the
withdraw operation and its corresponding deposit operation to
be executed separately. BrokerChain ensures the time between

the two operations is limited within a predefined time, so that
reaches duration-limited eventual atomicity.

In our system, by contrast, a cross-shard transaction can
be executed only if it is verified by all related shards and is
recorded on a global block. Thus, the withdraw and deposit
operations for a cross-shard transaction either all occur or none
of them occur at the same time. Therefore, our cross-shard
transaction handling mechanism achieves instant atomicity.

C. Tackling Potential Attacks

In the following, we list some potential attacks and analyze
how our system handles them.
Attack 1: A malicious shard leader broadcasts an incorrect
global message mi during the global consensus process.
Suppose the shard has no more than 1/2 malicious
validators.

Honest validators in the shard will verify mi and not sign on
it after noticing that mi is incorrect, i.e. containing an incorrect
shard snapshot or double-spending cross-shard transactions.
As a result, the leader cannot collect enough signatures to
generate a valid collective signature. Then other validators will
discard the global message and recalculate the global block
after timeout according to the error handling mechanism. Thus,
the global consensus will not be affected, only the shard’s
intra-shard consensus will fail.
Attack 2: Malicious shards launch double-spending cross-
shard attacks. (Generate cross-shard transactions with an
input that has spent intra-shard. )

We denote the cross-shard transaction and the intra-shard
transaction that have a shared input as cT x and iT x separately.
Suppose iT x is recorded on an intra-shard block I nBi . The
malicious shard deceive other shards by broadcasting a global
message mi = [crT x L i ||Block Hashi ] during the consensus
round processing cT x .
• Case 1: Block Hashi = Hash(I nBi ).

During the audit phase, I nBi needs to be broadcast to
other shards. Otherwise, other validators can compute
the hash of the block and detect the malicious behavior
by comparing Block Hash. Then other validators can be
aware that cT x and iT x compose a double spending
attack. The deposit of validators from the malicious shard
will be transferred to the victim user(s) as per the auditing
regulations.

• Case 2: Block Hashi ̸= Hash(I nBi ).
The malicious shard may try to fake an intra-shard block
I nB ′i without iT x and broadcast Hash(I nB ′i ) to cheat
other shards’ validators to avoid being punished during
the shards auditing phase. The recipient of iT x (or
any node within the shard) can discover the malicious
behavior by comparing the Block Hash recorded in the
global block and Hash(I nBi ). Then he/she can be aware
that the shard is malicious and avoid real-world financial
losses due to the invalid transaction.

In conclusion, the correctness of global messages and
the processing of intra-shard transactions are guaranteed by
the safety of the corresponding shard. Moreover, the global
consensus consistently maintains safety as long as the overall
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system has a limited number of corrupted nodes that fall below
the safety threshold. Consequently, even with the appearance
of corrupted shards, other shards possess the capability to
resist their malicious attacks and safeguard users’ funds by
leveraging the recorded Block Hash on the global block
during the shards auditing phase.

D. Analysis of the Managing Committee

Since the managing committee (MC) is randomly selected
from all validators at the beginning of each epoch, there is
a certain probability that more than half of the validators in
the MC are malicious. In this case, the security of the MC’s
consensus process is compromised. Suppose at the beginning
of epoch e, there are a total of N validators in the system,
with a corruption ratio of f , and the number of validators in
the MC is Nmc. The probability that the majority of validators
in the MC are malicious can be calculated as:

PMalicious =

Nmc∑
i=⌊Nmc/2⌋

(
f · N

i

)
·

(
(1− f ) · N

Nmc − i

)
(

N
Nmc

) .

The possible behavior and impact on the system when MC
consists of more than half malicious validators are analyzed
below.

1) Lazy MC: A lazy MC fails to make necessary shard
adjustments during the shard managing phase. This lazy
behavior results in the inability to optimize system costs in
epoch e, leading to higher average transaction confirmation
latency or lower shards security.

2) Malicious MC: Malicious validators in MC may
collude with each other and send malicious shard adjustment
instructions to the system, which can compromise both the
security and performance of the system. The specific malicious
shard adjustment instructions and their impacts are shown in
the following.
• Concentrates malicious validators in individual shards to

create more malicious shards, which may launch double-
spending cross-shard transaction attacks. The malicious
shard behavior can be detected and punished during the
shard auditing phase.

• A malicious MC can manipulate the allocation of
validators and users to shards, leading to a greater
imbalance in the workload across shards or an increased
proportion of cross-shard transactions. Consequently,
it results in reduced transaction processing efficiency
and worsened transaction congestion. The degradation
in system performance can be addressed when the next
honest MC accurately adjusts the shards.

To quantitatively assess the impact of introducingMC to the
system, we calculate the expected change in the overall cost
of the system under different system states in Section VI. The
evaluation results illustrate the significant effect of introducing
MC in reducing the system cost, even in rare epochs where
MC is malicious.

Fig. 4. Remove the dynamic shard management mechanism, system
throughput varies with shard number, validator number, and the proportion
of cross-shard transactions.

VI. EVALUATION RESULTS AND PERFORMANCE ANALYSIS

A. Implemention and Settings

We implement an experimental prototype for performance
evaluation using C++. To separately evaluate the effectiveness
of our proposed approaches, we evaluate the system
performance with and without the dynamic shard management
mechanism. Besides, for comparison, we also implement
a non-sharding prototype and a representative sharding
prototype [28]. Similar to RapidChain [20], to simulate
distributed nodes in P2P networks, we set the bandwidth of all
connections between nodes to 20 Mbps and add random links
latency of 100 ± 10 ms. Based on the historical transaction
data of Bitcoin, we set the average size of a transaction to
300 bytes, and the average number of related shards for cross-
shard transactions is set as 4.

B. Performance of Hybrid Sharding Consensus

We evaluate the performance of the hybrid sharding consen-
sus by measuring the transaction throughput in transactions
per second (TPS) for our refined system that removes the
dynamic shard management mechanism. We set varying shard
numbers K , validator numbers N , and the proportion of
cross-shard transactions α and observe the corresponding
impact on the TPS. As shown in Fig. 4, the shard numbers
are set as 30 and 50 separately, validator numbers are set
to {500, 700, 1000, 1500}, and the proportion of cross-shard
transactions varies from [0, 0.8]. Through the evaluation result,
it is evident that the throughput experiences a decline as the
proportion of cross-shard transactions increases. Given a fixed
shards number K = 50 and validator nodes number N = 500,
when the proportion of cross-shard transactions α is set to 0,
the throughput achieves 236.59 TPS. However, as the cross-
shard transaction ratio α rises to 0.8, the throughput diminishes
to 125.26 TPS, reflecting a reduction of approximately 47.06%
compared to the non-cross-shard transactions scenario. This
decline can be attributed to the involvement of all validator
nodes in handling cross-shard transactions and the broadcast
of local verification results across all nodes in the system,
which brings additional communication time. Besides, the
shards number and the validator nodes number decide the
size of consensus groups, thereby impacting the efficiency
of intra-shard transactions’ processing and the overall system
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Fig. 5. Throughtput of the system varies with different system threshold
parameters: nc , s, and transaction arrival rate.

throughput. A smaller consensus group size corresponds to a
higher system throughput.

C. Comprehensive Performance With Dynamic Shard
Management Mechanism

In this subsection, we conduct comprehensive simulations
to evaluate system performance with the dynamic shard
management mechanism. In the first group of simulations,
we investigate the impact of the congested shards threshold
transaction number nc, and the minimum number of validators
per shard s on the efficiency of the dynamic shard management
mechanism under various transaction arrival rates. It is
suggested to set nc based on the average number of
transactions in a block nt x , the average block generation time
tb, and the desired transaction confirmation latency time (t),
using the equation nc =

nt x ·t
tb

, and set s based on the security
needs. A higher value of s corresponds to a smaller probability
of an adversary gaining control over a shard. By varying
the values of nc, s, and the transaction arrival rate, while
keeping other parameters constant, we measure the transaction
throughput in terms of transactions per second (TPS).

For the initialization, 20000 users and 500 validators are
evenly divided into 10 shards, the transaction arrival rate
is set to 40000, 80000 transactions per second separately,
nc is set to 2000, 4000, and s is set to 20, 10, 8. The
result is illustrated in Fig. 5, under a fixed transaction
arrival rate, a smaller value for nc and s, leads to more
shard splits and therefore a higher throughput. Under fixed
nc and r , a faster transaction arrival rate will bring more
unprocessed transactions per shard and a greater number of
shard splits, thereby achieving higher throughput. The result
shows that the dynamic shard management mechanism can
flexibly provide higher throughput under stronger transaction
processing requirements. Besides, by adjusting the parameters
nc and s, one can strike a balance between ensuring the
security of individual shards and maximizing the overall
throughput of the system.

We then study the ratio of shard utilization, defined as the
transaction arrival rate divided by the shard throughput, both

Fig. 6. Shards utilization before and after shard adjustment.

Fig. 7. Queue size of the transaction pool and the number of shards vary
with time after a transaction burst.

before and after the shard adjustment process. The number
of shards is set as 10, with transaction arrival rates varying
from [50, 2000], to simulate unbalanced workload scenarios.
The threshold parameter nc is set to 500, r is set to 0.2, and
s is set as 20. We select four shards in the above process and
calculate the number of unprocessed intra-shard transactions
divided by the intra-shard transaction processing speeds as
the shard utilization ratio, as shown in Fig. 6. The average
distance to the perfect 100% utilization is shortened from
3.44 to 0.86, indicating the efficacy of the dynamic shard
management mechanism in improving shard utilization.

In the next group of simulations, to evaluate the performance
of our system in efficiently handling transaction bursts
under different managing parameters nc and s, we use
200, 000 transactions to feed the transaction pool with an
arrival rate of 2000 transactions per second. We set the
number of users to 20000, the number of validators as 1000,
the initial number of shards K as 20, parameter r to 0.2,
and record the queue size of the transaction pool and the
shards numbers in the system. There are three system settings
in these simulations: a). without shard adjustment. b). nc
is set to 1000, s is set to 20. c). nc is set to 500, s is
set to 10. For the last two situations, we adjust the shards
at time = 50, 200, 1000 seconds. As shown in Fig. 7a,
the queue size keeps growing when the transactions are
continually injected at the first hundred seconds, and after
all the transactions are consumed, the queue size begins to
shrink for all three settings. For comparison, we can see it
takes about 1551.9 seconds to process all the transactions
for the non-adjustment situation, and only 784.3 seconds
and 371.5 seconds for the last two settings, reducing the
processing time by 49.5% and 76.1% respectively. Besides,
Fig. 7b illustrates the shard numbers in the system over
time. In the first adjustment when there is a transaction
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Fig. 8. Compare the transaction throughput with the traditional non-sharding
scheme.

burst, situations b and c split shards into 50 shards and
100 shards respectively. As the transaction queue subsequently
diminishes below the predetermined threshold, situations b
and c merge shards and reduce the shards number to
13 and 25 respectively. The experiment results demonstrate
the dynamic shard management mechanism can effectively
accelerate the processing for congested transactions and also
reduce the number of underloaded shards when the transaction
load decreases.

We calculate the overall cost of the system using the
model described in Section IV-E, considering different system
states such as peak, plateau, and low transaction periods.
Specifically, we set the transaction arrival rate range as
{50, 500, 2000}, with weight factor w1 set to 10 and w2 set
to 100 for normalization. The system parameters used in the
dynamic shard management mechanism are set to nc = 1000,
r = 0.2, and s = 20. We test the transaction processing
rate and calculate the overall system cost before and after
the adjustment. In addition to the normal shard adjustment
based on the dynamic shard management mechanism, we also
consider a malicious adjustment carried out by a malicious
managing committee. The malicious adjustment aims to
maximize the number of malicious shards and increase the
consensus group size for other normal shards, thus reducing
the transaction processing efficiency. The results are shown in
Table I, where C0 represents the overall system cost before
the adjustment, C1 represents the overall cost after a normal
adjustment, and C2 represents the overall cost after a malicious
adjustment. Furthermore, we calculate the expected change in
the overall system cost by introducing the managing committee
as follows:

E(1C) = (1− p) ·1Coverall − p ·1C ′overall,

where p represents the probability that most validators in
the managing committee are malicious, 1Coverall represents
the reduction in the overall cost achieved by adjusting the
shards normally according to the dynamic shard management
mechanism, and 1C ′overall represents the increment in the
overall cost when the managing committee is malicious.
Table I shows that introducing the managing committee- has

TABLE I
THE SYSTEM OVERALL COST UNDER DIFFERENT TRANSACTION

ARRIVAL RATES BEFORE/AFTER ADJUSTMENTS

Fig. 9. Comparison of transaction throughput of non-sharding scheme, hybrid
sharding scheme, the standard Sharding scheme and hybrid sharding scheme
with dynamic shard management.

a positive impact on reducing the overall system cost under
different system statuses, particularly during transaction bursts.

To figure out our work’s transaction processing capacity and
efficiency relative to these existing approaches, we compare
the throughput of the proposed system with the traditional
single blockchain (non-sharding) scheme and a representative
sharding scheme named Monoxide [28], which uses relay
transaction mechanism to process cross-shard transactions.

We first test the system transaction throughput under
different shard numbers and consensus node numbers and
compare our work with the traditional single blockchain (non-
sharding) scheme. The number of consensus nodes ranges
from {200, 400, 1000}, and the number of shards varies from
[5, 50]. To achieve a fair comparison of the system structures’
influence on the throughput, the non-sharding system takes the
same consensus process as our system’s intra-shard consensus.
As shown in Fig. 8, the throughput of the non-sharding system
drops seriously as the number of nodes increases. In contrast,
our system has a much higher increasing throughput with the
number of shards. When there are 1000 consensus nodes in
the system, the TPS of a traditional non-sharding scheme is
8.74, while ours (50 shards) is 260.39, which is about 30 times
its throughput.

D. Comparison Results

Then, we compare our work with the representative
sharding scheme. There are two main differences between
our system and the standard sharding system. One is the
shard components, Monoxide is a static sharding scheme
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with a fixed number of shards, while ours uses a dynamic
shard management mechanism. The other difference is the
way to handle cross-shard transactions. Our system uses
the refined global consensus to reach joint cross-shard
transaction processing, while Monoxide uses relay transactions
to process cross-shard transactions, which can be referred
to in section II. To evaluate the throughput under different
system capacities, we set the number of consensus nodes to
vary from {100, 200, 500, 800, 1000}, the initial size of each
shard is set as 100, and the smallest shard size s is set as
20. As shown in Fig. 9, both our solution and the standard
sharding scheme can improve the system throughput of a
traditional non-sharding blockchain system by multiple times
as the number of nodes increases. Besides, note that standard
sharding systems have limits on the minimum size of shards to
reduce the possibility of shard corruption caused by consensus
shrinkage. In contrast, in our solution, the security of shards
is guaranteed by the security of the entire system, therefore
enabling to splitting of smaller shards. Therefore, when the
number of nodes remains at or below 500, our solution
exhibits a superior throughput compared to the standard
sharding scheme, primarily due to the more and smaller shards
employed in our approach. However, as the number of nodes
grows, the standard sharding scheme demonstrates greater
efficiency in terms of performance. This discrepancy arises
from the tradeoff we made to prioritize and enhance the
security of the sharding system.

E. Discussion

1) Theoretical Performance Analysis and Comparison:
Assuming a system consists of N validators, divided into K
shards, with n transactions, where the proportion of cross-
shard transactions is α, and the average number of related
shards for each cross-shard transaction is x . Using our
proposed protocol, the average time complexity for transaction
processing is O

(
n · N · ( (1−α)

K 2 +
α·x
K )

)
. In contrast, the

average time complexity for transaction processing in classical
blockchain sharding protocols is O( n·N

K 2 ) and in non-sharding
single-chain systems, it is O(n · N ). Therefore, in the
worst case, where the proportion of cross-shard transactions
approaches 1, the time complexity for our solution is O( n·N ·x

K ),
still resulting in a K/x fold reduction in time compared to
non-sharding single-chain systems. In the best case, when
α approaches 0, the proposed protocol has the same time
complexity as classical blockchain sharding protocols, both
being O( n·N

K 2 ).
2) Optimal Application Scenario: The proposed solution

improves transaction processing efficiency by performing
system sharding during transaction bursts and merging shards
to do global auditing when the system is idle. It is most
applicable for systems with both high and low transaction
peaks and a sufficient average computational power. Addition-
ally, compared to most existing sharding schemes that ensure
security through probabilistic methods [20], [27], our proposed
solution is more tolerant towards the probability of malicious
shards. Therefore, it supports smaller shard sizes, allowing

blockchain systems with fewer nodes to be split into more
parallel shards, resulting in greater efficiency improvements.

VII. CONCLUSION

In this work, we presented a dynamic blockchain sharding
scheme with stronger security. Our core objective is to
address the consensus shrinkage and shards isolation issue
within blockchain sharding systems without compromising
the efficiency improvements brought by sharding. To achieve
this goal, we first proposed a hybrid sharding consensus
mechanism that seamlessly integrates global consensus into
multiple parallel intra-shard consensuses. By leveraging global
consensus, we fixed the sharding security issue by facilitating
shards auditing, which defended against cross-shard double
spending attacks from malicious shards, and achieved cross-
shard transaction atomicity. Moreover, we designed a dynamic
shard management mechanism, which reduces transaction
congestion, improves the utilization of shards, and avoid
security degradation caused by over-sharding. The security
analysis proved our system can achieve consensus safety and
liveness even with corrupted shards. Finally, the evaluation
results show that our work achieved significant improvement
in increasing transaction throughput and handling transaction
bursts, surpassing the performance of traditional blockchain
systems.
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