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Abstract— With the ever-growing interest in modeling com-
plex graph structures, graph neural networks (GNN) provide
a generalized form of exploiting non-Euclidean space data.
However, the global graph may be distributed across multiple
data centers, which makes conventional graph-based models
incapable of modeling a complete graph structure. This also
brings an unprecedented challenge to user privacy protection in
distributed graph learning. Due to privacy requirements of legal
policies, existing graph-based solutions are difficult to deploy
in practice. In this paper, we propose a privacy-preserving
graph neural network based on local graph augmentation, named
LGA-PGNN, which preserves user privacy by enforcing local dif-
ferential privacy (LDP) noise into the decentralized local graphs
held by different data holders. Moreover, we perform local
neighborhood augmentation on low-degree vertices to enhance
the expressiveness of the learned model. Specifically, we propose
two graph privacy attacks, namely attribute inference attack and
link stealing attack, which aim at compromising user privacy.
The experimental results demonstrate that LGA-PGNN can
effectively mitigate these two attacks and provably avoid potential
privacy leakage while ensuring the utility of the learning model.

Index Terms— Local differential privacy, graph augmentation,
graph convolutional network, privacy-preserving.

I. INTRODUCTION

HE large amount of graph data generated from the
Internet of Things (IoT) devices underscores the demand
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for advanced graph analysis techniques in order to model
complex graph structures. The emergence of graph neural
networks (GNN) have attracted increasing attentions from
academia and industry perspectives, since it allows to directly
model the high-dimensional vertex features and high-order
interactions between vertices. In many real-world scenarios,
graph-structured data is usually sensitive and may contain
user private information, such as a user’s friend list, profile
information, likes and comments in a social network [1],
[2], [3], [4]. While anonymity on the Internet separates one’s
network identity from one’s online activities [5], any collection
and sharing of graph data can compromise the anonymity of
users, thereby putting their privacy at risk. The proliferation of
high-quality graph structured data has brought unprecedented
challenges for user privacy. How to protect data privacy
from being leaked during data sharing still remains an open
problem.

The highly privacy-sensitive graphs in the real world make
most of conventional GNN models infeasible because they
cannot defend against privacy inference attacks on graph data.
We cannot exclude the possibility that a strong adversary can
invert the sensitive information through techniques such as
membership inference attacks [6], [7], [8], model inversion
attacks [9], and model extraction attacks [10]. This privacy risk
is further exacerbated by the increasing trend of publishing and
sharing pre-trained models. In our problem setting, we propose
two graph privacy attacks to infer privacy vertex attributes or
links of a user’s local graph.

To mitigate privacy threats, local differential privacy (LDP)
has become an indispensable and well-recognized defense
method. Unlike traditional centralized differential privacy
(CDP), which typically assumes that a trusted data curator
can see the true data [11], [12], LDP perturbs each user’s data
records locally before sending them to the curator. The curator
then performs calculations on the collected perturbed data
records to estimate statistical analysis results on the original
data. As a result, LDP can provide users with a stronger
privacy guarantee than CDP. Some recent works [13], [14]
have combined LDP with various deep learning algorithms to
alleviate privacy issues persisted in these algorithms. However,
few research works have considered guarding against privacy
inference attacks on graph data. This emphasizes the need for
privacy-preserving GNN techniques. In this paper, we focus
on understanding the risks of vertex and edge privacy when
training and releasing a GNN model, ensuring that the released
model and its predictions do not reveal private information
about the undisclosed training data.

1556-6021 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on January 27,2024 at 12:27:00 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0003-4772-7525
https://orcid.org/0000-0003-2740-8025
https://orcid.org/0000-0003-3525-5102
https://orcid.org/0000-0001-7568-015X
https://orcid.org/0000-0003-2095-7523

PEI et al.: PRIVACY-ENHANCED GRAPH NEURAL NETWORK FOR DECENTRALIZED LOCAL GRAPHS

Most existing studies on GNN assume unrestricted access
to graph data, ignoring potential privacy risks in data sharing,
especially in graph isolation scenarios where the graph data is
generated locally on each user device and remains decentral-
ized [1], [2], [4], [5], [15]. For example, a social graph with
users’ purchase history held by a multinational corporation
may be distributed across multiple data centers in different
countries [16]. The server collects user’s behavioral data
(i.e. vertex features) and interaction data (i.e. neighborhood
information) to enrich the GNN, and then provides users with
a GNN inferrence API for queries. Moreover, in the case
of a GNN, each neighboring vertex pair may exchange their
hidden vector representations with each other multiple times
through a message-passing mechanism [17], [18], [19], [20],
[21], [22]. In a graph isolation scenario, aggregating sufficient
local neighborhood information for low-degree vertices with
few neighbors is highly challenging, and requires thoughtful
design considerations. To cope with this problem, existing
methods [4] incorporate multi-hop neighboring information by
expanding the receptive field, but may lead to over-smoothing.
A promising solution is to develop a graph augmentation
strategy to enhance the local neighborhood representation for
each vertex, which enhances the expressiveness of the GNN
model.

To cope with the graph isolation problem, we propose a
privacy-preserving graph convolutional network (LGA-PGNN)
to provide privacy protection for user’s data records.
To prevent adversaries from inferring sensitive information,
we enforce LDP on decentralized local graphs held by
different users and then train LGA-PGNN with a privacy
graph convolutional layer. Moreover, we develop a local
graph augmentation (LGA) method that expands the local
neighborhoods of low-degree vertices by generating vertex
augmentations, which enhances the expressiveness of the
learned model. We present two types of graph privacy attacks
(i.e., attribute inference attack and link stealing attack) and
how they steal users’ private information. We demonstrate
that LGA-PGNN can significantly mitigate these two attacks
and reduce the attack performance by 79.23% and 64.34%,
respectively. Overall, the proposed LGA-PGNN can guarantee
the data utility and allow an accurate model to be learned
efficiently, while provably avoiding potential privacy leakages.
To our knowledge, we are not aware of existing privacy-
preserving GNNs for similar privacy attacks, as most previous
locally private GNN models focused on defending against
member inference attacks. Our major contributions are as
follows:

o We propose LGA-PGNN, which enforces LDP in decen-
tralized local graphs held by different data holders
without consuming too much privacy budget, and utilizes
a privacy graph convolutional layer to train the learning
model. Specifically, we present two types of graph privacy
attacks and how they steal users’ private information.

« We develop LGA to expand the local neighborhood by
generating vertex augmentations, which can act as a
denoising mechanism. This enhances the expressiveness
of the learned model.
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« We conduct extensive experiments on real-world datasets
to evaluate the effectiveness of LGA-PGNN. The
experimental results show that LGA-PGNN can achieve
high accuracy close to the LDP-exempt ones, and has the
ability to maintain a sound privacy-accuracy trade-off.

The rest of the paper is organized as follows. we review

the related work in Section I and give some preliminaries in
Section III. Then, we describe the system model and threat
model in Section IV. In Section V, we give the LGA-PGNN
design details. Section VI analyzes the experimental results.
Finally, Section VII concludes the paper.

II. RELATED WORK

Recently, GNN has been considered as an emerging research
area and has been successfully applied in many fields. The
ability to model irregular graph data is the key to the success
of GNNs, and numerous variants have been proposed, such
as graph convolutional networks (GCN) [17], graph attention
networks (GAT) [18], Chebyshev [19], SAGE [20], SimGCN
[21], TAGCN [22] and so on. These methods recursively
use neighborhood aggregation and transformation to compute
the vertex representations. In this case, the graph structure
is encoded into the neural network to improve classification
performance. While the success of GNNs is undeniable, there
are growing privacy concerns in the training data used to build
these learning models. Several recent studies have attempted
to reveal potential privacy attacks in the field of deep learn-
ing. For example, Shokri et al. [6] proposed a membership
inference attack where the adversary can determine whether
a data record belongs to the target model’s training dataset
through an inference model. In [23], the authors proposed a
model inversion attack, where the adversary can access the
learning model and extract memorized information from the
model.

Several recent studies have investigated the feasibility of
the attribute inference attacks and link stealing attacks. For
attribute inference attack, traditional methods utilize the target
user’s friend information and community membership infor-
mation to infer the target user’s private attributes. For example,
Gong and Liu [24] utilized publicly available social friends
and user’s behavioral records to infer attributes of the target
user. Kosinski et al. [25] demonstrated that users’ preference
signals are highly vulnerable to attribute inference attacks.
The most relevant work to us is [26], which presents a finer-
grained concept of attribute inference in which an adversary
can identify records with sensitive attributes from a candidate
set with a high degree of confidence. They showed that trained
models leak considerable information about the underlying
training distribution that can be exploited to infer sensitive
attributes about individuals. However, these methods do not
discuss inference attacks on the graph’s vertex attributes.
Moreover, due to the complexity of graph data, these methods
cannot be extended trivially to node-level privacy setting.
In our problem setting, the server is not trusted and thus does
not have direct access to the graph data. We assume that the
adversary has partial knowledge of some training records and
then use them to infer sensitive attribute values.
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Little work focuses on protecting users against link stealing
attacks. He et al. [27] proposed a black-box attack aimed at
inferring sensitive links between nodes of interest. In this
work, they discussed several types of background knowledge
for attackers, including node attributes, partial graph infor-
mation, and the utilization of a shadow dataset. Wu et al.
[28] is the first work that proposed a link stealing attack
framework, LINKTELLER, to infer the private edge infor-
mation. In the inference process, LINKTELLER first queries
the GNN inference API with a set of inference nodes,
and then infers connections between nodes of interest using
the returned prediction probability vectors. Similarly, Kol-
luri et al., [29] extended the LINKTEELER approach, and
developed a privacy-preserving GNN model that is trained on
graphs with privacy-sensitive edges. However, these methods
have different problem settings that make them not directly
and fairly comparable to our method. Such methods drastically
change the adjacency matrix and severely distort the prop-
agation structure inside a GCN when noise is added. More
importantly, in our problem setting, the attacker does not rely
on the edge information (i.e., the adjacency matrix).

A natural method to prevent the leakage of private infor-
mation is to add noise, and one promising example is the
application of differential privacy (DP) in deep learning.
However, training a privacy-preserving GNN is more chal-
lenging than other privacy deep learning models due to the
relational characteristics of graphs. There are few attempts to
provide privacy protection in the field of graph-based learning
algorithms. In [13], Hu et al. proposed a privacy-preserving
graph learning framework (named DP-GCN) for classifying
unlabeled nodes with non-sensitive latent representations. Its
goal is to prevent non-private users from disclosing sensitive
information about private users. In addition, Igamberdiev
and Habernal [14] applied differentially-private gradient-based
training to GCN by injecting DP noise into the model gra-
dients. This method can effectively mitigate the leakage of
personal sensitive information in text classification. Consid-
ering that existing DP methods require a trusted curator,
these methods may not be suitable for practical graph learn-
ing services, such as Machine-Learning-as-a-Service (MLaaS)
provided by Google.

Several studies have explored the possibilities of applying
local differential privacy (LDP) to GNN models. For example,
Hidano and Murakami [30] proposed DPRR, an LDP-based
GNN framework that provides LDP for graph edges. The
framework employs a random response method to perturb
the graph structure, and preserves degree information through
a strategic edge sampling approach. This study focuses on
edge-local LDP, which may be insufficient in some highly
sensitive scenarios. Sajadmanesh and Gatica-Perez [4] devel-
oped a node-level local private GNN that provides LDP for
graph vertices. Similarly, Lin et al. [16] proposed a privacy-
preserving GNN framework, which provides a decentralized
graph analysis under edge-LDP. Tran et al. [31] proposed a
heterogeneous randomized response method to perturb vertex
features and graph structure. However, most existing LDP-
based methods only discuss how to infer user identities
from learning models (i.e., member inference attacks), and
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cannot be directly used to defend against the two privacy
attacks proposed in this paper. Our problem is different
from and more challenging than existing privacy-preserving
GNNeE.

Graph augmentation involves modifying the graph structure
or generating new features, similar to data augmentation
techniques in computer vision (CV) and natural language
processing (NLP). Relatively little work has ivestigated graph
augmentation. This is primarily attributed to the intricate
non-Euclidean structure of graphs, which limits the possible
manipulation operations. A similar work by Rong et al. [32]
only considered randomly removing a fraction of edges dur-
ing GNN training, which is similar to the Drop operation.
In another work [33], the authors considered removing “noisy”
edges and adding “missing” edges to improve the GNN’s
performance. The most relevant work to us is [34], which
generates neighborhood features by a generative model con-
ditioned on graph structure and node features. However, these
methods aim to improve model performance rather than to
preserve privacy in GNNs. Building upon recent developments
in graph augmentation, we integrate the local graph augmen-
tation (LGA) into our framework, which expands the local
neighborhood by generating vertex augmentations, serving as
a denoising mechanism to enhance the expressiveness of the
learned model. Specifically, we present an inspiring finding
that our approach not only improves model performance but
also preserves user privacy.

III. PRELIMINARIES
A. Problem Definition

In this paper, we denote a directed graph as G = (V, &, X)
where V and &£ represent the set of vertices and edges,
respectively. X € RVIX4 i a feature matrix, where each
vertex v; € V has a d-dimensional feature vector (i.e., X; =
{xi1,xi2,...,xi.q}) with a corresponding label y; € {0, 1}.
The task is to train a GNN model that outputs a class
probability y; for each vertex.

B. Graph Convolutional Networks

The GNN model uses a set of stacked graph convolutional
layers to perform effective information propagation on the
graph, which takes a tuple (A, X) as the input, where .4 and X
are the adjacency matrix and the feature matrix, respectively.
Then, the GCN learns the vertex hidden representation of each
vertex by aggregating the vectors of its adjacent neighbors.
More formally, the graph structure and vertex features can be
encoded by the neighborhood aggregation operation Agg() and
update operation ®():

by, = Agg ({hﬁ;‘,\m EN(U)}), (1)
H©) = © (R, - W), 2)

where h{) represents the hidden representation of a vertex v at
layer I, @ represents the merge operation. N (v) represents the
set of neighbors of the vertex v, and W represents the weight
matrix. Specifically, the Agg() is an aggregate function with
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invariant permutation, such as max, sum, or mean. Each layer
updates all its hidden neurons H' = {h{)}g by an activation
function ® (such as Sigmoid and ReLU), where n represents
the number of hidden neurons.

C. Local Differential Privacy

LDP uses a specific random perturbation mechanism M to
perturb the user’s real data record and sends the perturbed
version to the data curator. To protect privacy, we require M
to satisfy e-LDP. Formally, we give the definition of LDP as
follows:

Definition 1 (e-LDP): A randomized mechanism M satis-
fies e-LDP if and only if for any two input tuples x and x/,
and for any output y € Range(M), we have:

Pr[M(x) = y] < exp(e) - Pr[M (x') = y]

where Pr[-] denotes the probability. The privacy budget € is
a metric of privacy loss that controls the privacy-utility trade-
off, i.e., smaller values of € indicate higher privacy guarantees
but lower utility. The LDP can provide users with plausible
deniability.

IV. ATTACK MODEL

This section focuses on understanding the risk of privacy
leakage under decentralized graph learning. Section IV-A
briefly describes the interaction model between data holders.
Then in Section IV-B and IV-C, we introduce the threat model
and adversary model of the proposed LGA-PGNN in terms
of its attack surface, the capabilities of the adversary and its
goals.

A. Interaction Model Between Data Holders

Modeling complex graph-structured data using GNN models
has been gradually advanced to many domains such as social
network, recommendation systems, etc. GNN aims to learn
a low-dimensional representation of network vertices while
preserving network topology structure and vertex content.
For example, in a GNN model, the computation of vertices
is regulated by the information passed from their neighbor
vertices. However, in a graph isolation setting, the collection
and analysis of graph data could lead to serious privacy con-
cerns, as vertex and interactions between them often implicitly
contain user-sensitive information that can be exploited for
malicious purposes.

Now, we present a real-world example. In many real-world
applications, companies have established their own business
graph datasets for training a large-scale GNN model and
providing users with various commercial machine learning
services, known as Machine-Learning-as-a-Service (MLaaS).
Then, users send their local graphs to the cloud via an
inference API, which returns the corresponding predictions
from the trained GNN model. In addition, these collected local
graphs can also be used to update the GNN model. A GNN
trained on large-scale data will contain more data distributions,
thereby improving its generalization ability.

In this case, data holders upload their local (private) graphs
to the cloud, which then builds a GNN model to perform
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Fig. 1. Decentralized local graphs.

training and inference. To better understand this, an example
is given in Fig. 1. The isolated data holders own parts of
the whole graph. Let G = {gkl,ng,...,g"l} be a set of
local graphs for k, data holders K = {ki, k2, ..., k,}. Each
data holder k; has a local graph G = (Vki xki Ak,

where Vki = {vf", vlgi, ...,vl{)‘} e V is the set of vertices,
xki = {xlfi,ng, ""Xﬁﬂl} is the feature matrix, and A% is

the corresponding adjacency matrix. Formally, we define the
interaction between the cloud and the data holders as follows.

1) GNN Training: In the training stage, each data holder
k; sends its feature matrix X with the corresponding labels
Yk = {y]fi, ylzc", el y:,(i}, yf" € C to the cloud, where C is the
number of classes in our task. Then, the cloud performs the
secure entity alignment to align vertices, which can compute
the intersection of two sets without exposing those that are
not in the intersection [1], [2]. Since this issue has been
researched extensively in the prior work [1], [2], in this paper
we assume that the cloud has aligned vertices. Based on
the vertex connection information, the cloud trains a privacy-
preserving GNN.

2) GNN Inference: In the inference stage, the cloud releases
the trained GNN model as a black-box API GNNp;() to the
users. After that, the user sends its feature matrix X VP o the
API, where V) €V is a set of inference vertices. Following
the standard MLaaS, the cloud uses the trained GNN API
GNNjp;() to make inference on X V(”, and returns the
prediction matrix P) to the user. For simplicity, we consider
only a single layer of GNN. This inference process can be
described as follows:

hy (' N(x) = Agg ({xi. Yu e Nw)})  (3)
GNNapr(x/', hy) = (X" @ hprg,)) W S

Py = GNNap (X", N(v;)) &)

PO = {py,. puyo -0 Py} (6)

where each class probability p,, € R!*C corresponds to a ver-
tex v; in V@, which consists of a vector {zi1, zi2, .-, 2ic)

where each value z;. in this class probability p,, corresponds
to a confidence for a class ¢ € C.

B. Threat Model

Undoubtedly, the graph data isolation complicates the pro-
cess of training an effective GNN model. In particular, insecure
communication between the cloud and data holders greatly
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An example of link stealing attack.

expands the attack surface during the collection and analysis
of graph data. Based on the goals of the attacks, we list the
potential risks of privacy leakage below.

1) Content Disclosure Risks: Generally, vertex attributes
may contain personal information about the user, such as
gender, age and occupation. If an adversary can directly
attribute the compromised vertex attributes to a specific person,
it will cause the leakage of user privacy. Therefore, vertex
attributes must be safeguarded.

2) Edge Disclosure Risks: In a social graph, edges represent
relationships between users. Edge information is considered
private. In fact, users prefer to keep such information strictly
confidential. For example, Alice is an HIV specialist who
communicates frequently with patient Bob. When the doctor-
patient relationship is exposed, the attacker can confidently
infer that the patient Bob is likely to be infected with HIV.
It requires a stricter protection of edge information.

C. Adversary Model and Assumptions

As mentioned earlier, the GNN model updates the cen-
tral vertex’s embeddings through message passing between
neighboring vertices. Generally, an adversary wants to infer
private information about the user, e.g., vertex attributes or
link (edge) information in a social graph. Attacks can occur
in two phases: model training and model inference. Based on
the adversary’s ability/knowledge, we distinguish between two
types of adversaries, Adversary 1 and Adversary 2. We show
the details of the two attacks in Fig. 2 and Fig. 3, respectively.

1) Attribute Inference Attack: We focus on limited-
knowledge attacks where Adversary 1 has no knowledge about
the classification model and its model weights, but owns a
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portion of the data of the entire training set (i.e., the local
graph GO = (YD g xDYy through trading, crawling
the network, or using other resources. In other words, the
Adversary 1 can observe the partial vertex attributes X () (i.e.,
f1 and f3 in Fig 2). These partial vertex attributes are used
to train an attack model W4; 4 and infer other users’ private
attributes X(*) (i.e., f» in Fig 2). In our case, the private
attribute XP) can be viewed as a label, i.e., XF) = YP), The
gradient Va4, of the attack model’s loss can be computed
as follows:

Varang =V ()I) min L aran (\I_,AIAtk ( (1)’ yz(P)))
s.t. 0% =arg mm[ﬂ[ram (\IJAIAtk (xlm, y’.(P)))

)
)

where x;°' € X () is a feature vector in the training set
X@ held by the Adversary 1, and yl.(P) e Y is the
private attribute of the i-th vertex. The model parameter 6
can be learned by minimizing the loss function Larawk. In the
inference stage, the attack model can infer the users’ private
attributes by giving the optimal predictions yl.“’)
y(P) \IIAIAtk( (1)) 8)
2) Link Stealing Attack: Similar to Adversary 1, Adversary
2 does not know the details of the model, but has a local
graph where all its vertex attributes and edges can be observed.
Based on the link stealing attack model W4/A% ~ Adversary
2 performs a link stealing attack to reveal private links between
vertex pairs. The attack model WA/AK is trained over a set

of pairwise vertices, i.e., X!) = {Xf”,xy),e(xlw X;I))}g(”
() )

where x; and X;  can be any two vertices connected by
0] D ; ) _

an edge e(xi X; ) € ED in the local graph. Let L

tgl), ye(xm (1)) > be a triple, where two vertex features

Xfl) and X( ) are concatenated together as a training data

t(” = con(x(l) (1)) and the edge e(x(l) 51)) between
them as the corresponding label y (x| ) (1)) In addition to the

“concatenation” method, we can also use “plus”, “multiply”
and “average” methods to construct the training dataset for the
link stealing attack. Next, the attack model’s gradient Vi g4k
can be computed as follows:
min

I

Visan = V)
XDy
{x X jex®

LLsAk (\I’QL*SAtk (t§ I)))

st 0* =argmin  Lygin (%Lsmk(tlgl))) _
0

9)

In the inference stage, the attack model can observe the
private links between a pair of vertices tlgl) =< X;,Xj > as
follows:

(1) (1))

\IJLSAtk(tI(I)) (10)

ye(xm Xy = e(x;

V. LOCAL GRAPH PERTURBATION FOR GNNS

In this paper, we propose LGA-PGNN, which encodes the
structure and vertex features of the graph while protecting
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the privacy of each individual user. In Section V-A, we first
present the procedure of local graph perturbation with formal
privacy guarantees. In Section V-B, we develop an LGA
mechanism to enhance the vertex representation of the local
graph. In Section V-C, we present how to construct a privacy
graph convolutional layer in a GNN. Finally, Section V-D gives
the correctness and applicability of the LGA-PGNN.

A. Collecting Multiple Vertex Attributes With LDP

In this subsection, we apply the LDP algorithm to the
problem of graph isolation. Let us consider a scenario in which
there are k, geographically separated users, where each user
k; has a local graph Gki = (Vk", Xk, .Ak"). Each row xfi of the
feature matrix X% contains a private d-dimensional numerical
attributes {x; 1, x;2, ..., x;.4}. Then, a piecewise mechanism
(PM) [35] is introduced to provide LDP protection to the
user’s data records. The user k; perturbs the vertex attribute
X;,j to output a perturbed value x . The input domain of the

/2 o</?
€/241 +1
perturbed vertex attribute x;* 5 is in the range [— iy 1]

Specifically, the noise value is actually a random variable
drawn from a piece-wise constant probability distribution, with
the following probability density function:

pdf (xj =1|x)
€ — e6/2 ) r ee/2 41
2e3¢/2 1 De2e” ifre T 1’0‘]
ef — eE/Z ) 1
N mia if t € [, B] (11
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where o = 52/21 SXp — ee/% T, and B = o + 5/2 . After
that, the user k; sends the perturbed vertex attnbute x . to the

cloud. The PM outputs three piece-wise constant probablhty
distributions, where the length and position of the “pieces”
depend on the input data. Algorithm 1 (Line 1-7) presents the
pseudo-code of the multi-attribute perturbation mechanism for
multi-dimensional numerical data. Now we give the theoretical
guarantees for the Algorithm 1 by the following lemmas.

Lemma 1: Algorithm I preserves €-LDP.

Proof 1: Let x} = M(x) be an perturbed value, which
satisfies the LDP notion as shown in definition 1. For any two
input vertex attributes x and x*, we have

" ee_ee/Z
pdf P 1X) _ ey _ exp(e)
df (x* | x') — € —e€/2 -
pdf (x| x) = e s

Lemma 2: The piecewise mechanism is unbiased. For any
vertex v; € V and any dimension j € {1,2,...,d}, we have
that E[x;’jj] =X .

Proof 2: Wang et al. [35] prove that [E [x,*j] This
is an unbiased estimator of the input value

= Xj,j-
indicates that x;';
Xi,j-

To achieve LDP, the baseline approach is to assign the
same privacy budget €/d to each attribute using a single
attribute perturbation mechanism that satisfies 5-LDP for
each dimension. Then, according to the composition theorem
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Algorithm 1 LGA-PGNN
1: User’s side:
2: #Inject random noise into the vertex attributes;
: for X; € X, ] € [O,d] do
#Perturb m vertex attributes;
i . = Perturb(x; ;) (Perturb j-th vertex attribute x; ;
via Eq. 11);
6:  #Send the Perturbed vertex attributes xl.*j
7: end for
8
9

AN

j to cloud;

: Cloud’s side:

: #Obtain all vertex representations X*;
10: for each epoch do
11:  for xj e X* do

12: #Perform the graph augmentation;
13: for xi € X5 do

14: Xf = CGAEpi(x});

15: end for

16: end for

17: for xf e X*,i €[0,|V]],j €[0,d] do
18: E(x;jj) = Agg ({xu jo Vu e/\/(v,)])
19:  end for

20:  #Construct the PGC layer:

2 (W) =3 e (h(x Y. WT)

n PoW) = (0 (W) 5

23: #Optlmlze model parameters

24: =argming y ;_; f 0.
25: end for

[36], the total privacy budget satisfies e-LDP, where the total
privacy budget € is shared among all dimensions of the high-
dimensional input, i.e., € = Zd_] e However, this solution
could lead to a dramatic drop in the utility of the data. Consider
that the amount of noise in each attribute is O (—Vi“jfd),
which is correlated with the dimension d, i.e., when the
dimension d is large, more noise will be incurred. This
degrades the final accuracy significantly. Instead of perturbing
all dimensions, we try to balance the privacy-accuracy trade-
off by reducing the number of dimensions that need to be
perturbed. In our case, the perturbation mechanism randomly
perturbs m out of d dimensions. As a result, the privacy budget
for each dimension increases from €/d to € /m, which implies
that the noise variance is reduced.
Moreover, the variance of x; oy
accuracy, which is described as:

d (ee/(Zm) 4 3)
Var[ :/] = 3
3m (ef/(zm) — 1)

d- e</m
m (e€/@m — 1)

can affect the estimation

- 1} xpe (1)
A lower variance will give a more reasonably accurate
estimate.

In particular, to achieve minimum variance in estimating
the mean, we optimize the sampling parameter m that con-
trols how many dimensions are perturbed. We then have the
following lemma:
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Lemma 3: To minimize the variance of the perturbation
mechanism, the optimal sampling parameter m* is obtained

as:
. €
m* = max {1, min {d, L—J}} .
2.42

The complete proof is provided in Appendix-A.

B. Augmentated Local Graph

In this subsection, we present the motivation and design
considerations for local graph augmentation (LGA). Data
augmentation techniques have been widely used in computer
vision and natural language processing to prevent over-fitting
in the training of deep learning models, e.g., cropping, rotat-
ing, and flapping in image augmentation. However, existing
data augmentation methods cannot be directly applied to
graph data. A major obstacle is that in contrast to grid data
(e.g., images or text), the structure of the graph is irregular.
To address this problem, we propose an LGA algorithm based
on conditional generative auto-encoder (CGAE) to enhance the
decentralized local graphs held by different users. Algorithm 1
(Lines 8-16) presents the procedure of LGA. In our case,
LGA can be used as a denoising mechanism to achieve higher
training accuracy while providing a strong privacy guarantee.

1) Conditional Generative Auto-Encoder for Decentralized
Local Graphs: Given a vertex X} in the local graph Gki,
we randomly sample S vertices X3 = {x},Vs € N (x¥)}
from a set of all adjacent vertices N7 (x}) of x} to form S
neighboring pairs {< X}, X] >, < X}, X; >,..., < Xj, X§ >},
where L is the number of neighbors of the given vertex Xxj.
Our goal is to generate an augmented feature representation
for the given vertex x;, which can then used for subsequent
model training and inference. Based on the homophily assump-
tion that neighbouring vertices tend to have similar features,
we calculate the average vector for each pair of neighbors
< X5, X5 >, as follows:

X; = Mean(x}, ;) (13)

where Mean() is an average function. After that, we use
a CGAE to take x} as the input and output an augmented
feature representation x; for the given vertex x}. Formally,
this process can be described as:

X; = CGAEApI(X}); (14)

where CGAE 4p; is the conditional generative auto-encoder
model. By doing this, the conditional generative auto-encoder
learns the conditional distribution of the feature vectors of its
neighboring vertices of xj. We expect the generated feature
vector to be close to the original ones.

In fact, it is not trivial to calculate the true posterior
distribution pg (z|x}, x}) precisely. Let’s assume that the true
posterior pg(z|x}, x}) takes on approximate Gaussian form.
To allow for tractable parameter learning, we introduce a
fixed-form posterior distribution g (z|X}, X}) as a recognition
model, which approximates the true posterior distribution
po(z|x}, x}) using Gaussian latent variables, where ¢ and 6 are
variational parameters and generative parameters, respectively.
The recognition model takes a neighboring pair < X}, X} >
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as input, and outputs a latent representation z from the
prior distribution pg(z|x}). From a coding theory perspective,
we call the recognition model g¢(z|x*) as a probabilistic
encoder. It uses the feature vector of X} as the condition, and
produces a Gaussian distribution over the possible values of z.
Then, a generation model py(x*|x},z) is used to reconstruct
the input data point, which can be referred to as a probabilistic
decoder.

2) The Variational Bound: Following the previous work
[34], we derive a lower bound on the marginal likelihood of
the model based on the variational principle, which can act
as a surrogate objective function. The variational lower bound
can be described as:

po (x¥, 2| x})
I * kY * %) log L0 s B 1 Tu)
0g po (X [ X,) /q¢ (z x5, x}) log Py PTpy
+ KL (g9 (2 1x5,%y) llpe (2 | X, x7))

po (x5, 2| x})
* *k 1
= favterion

dz

)

5)

where K L denotes the Kullback-Leibler (KL) divergence that
measures the closeness of two distributions, and encourages
the approximate posterior g4 (z|Xj, X)) to be close to the true
posterior pg(z|x}). Then, the evidence lower bound can be
written as:

£ (x4 6.9) = =KL (a9 (21 X1.%2) 1po (21 %))
L
1
+ ;mg po (0 1%5.20),  (16)

where z) = g4 (x%, x¥, e?), g4() is a differentiable trans-
formation parameterized by ¢, e ~ N (0,1) is an auxiliary
variable, and L is the number of neighbors of a given vertex
x;. We can maximize the evidence lower bound function w.r.t.
the variational parameters ¢ and generative parameters 6,
which is the same as minimizing KL divergence. For a chosen
transformation function g4(.), we map the data point X} and
the random noise vector e to the latent variables z drawn from
the approximate posterior g4 (z|X}, X}), i.e., Z ~ g¢(z|X}, X}).
In this case, we can ensure that the approximate posterior
distribution g (z|x}, X;) is as close as possible to the true
posterior distribution pg(z|x}). After that, a feature vertex is
generated using the sample z. Specifically, in the objective
function £ (x;k X5 0, ¢), the first term (i.e. the KL divergence)
can be used as a regularizer w.r.t. the parameters ¢, while
the second term can be regarded as an expected negative
reconstruction error. Finally, we construct the estimator of
Eq. (16) as follow:

£, x5:0,9) = 5 > (14 log((0)) = () = (@))?)
j=1

L
1
+ 7 E log po (x;k | X, z(l)) ,
=1

where J defines the dimension of the latent variable z). In the
optimization process, the model performs error backpropaga-
tion, which calculates the gradients of the objective function

| =

a7
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Vo.oL (X5, X%; 0, ¢) using stochastic optimization methods
such as stochastic gradient descent (SGD) or Adagrad.

C. Private Graph Convolutional Layer

In this part, we construct a private graph convolutional
(PGC) layer Py that computes a noisy estimation for each
vertex. Algorithm 1 (Lines 17-24) presents the pseudocode
of the LGA-PGNN training process. After the cloud receives
all perturbed data records from each user, our private GNN
model takes these records as input. We construct an unbiased
aggregator function in the PGC layer, which can be used as a
denoising mechanism to average the LDP noise injected into
the vertex attributes. Then, we have:

s = (5 v <00

where h(x ) is the j-th hidden neuron in the first GNN
layer, N/ (v,) is the neighbor set of the vertex v;, where v;
also belongs to N (v;) due to the self-loop. Agg() is the mean
aggregator function, which can be treated as a weighted sum to
compute a noisy estimation for each vertex. Next, we construct
the PGC layer P as follows.

(18)

W) =" (R - W), (19)
jed
Po(W) = {0 (hi(W))}5 5, - (20)

The unbiased (noisy) version of the mean aggregator func-
tion suggests a private estimation procedure: perturb the input
data according to the LDP notion as shown in definition
1, and then perform information propagation using GNN’s
message passing mechanism to output an average value as an
estimate of the mean value for the corresponding attribute. The
following lemma shows that the hidden neuron /;(W) using
the perturbed input data is an unbiased estimator of A;(W).

Lemma 4: h;(W) is an unbiased statistical estimation for
hi (W) in the GNN’s first layer. For any vertex v; € V and any
dimension j € {1,2,...,d}, we have that E[hi(W)] = hj (W)

The complete proof is provided in Appendix-B.

Now, we use a mean aggregator function to estimate the
mean for each vertex v; in the PGC layer. The following
lemma shows the relationship between the neighborhood size
M (v;)| and the computational estimation error of the mean
aggregator function, which gives an accuracy guarantee of
WgT-)\ D ueN () Xu,j- Next, we give the following lemma.

Lemma 5: Let Agg() be the mean aggregator function in
the PGC layer. With at least 1 — § probability, for any vertex
v;, we have:

max
Jjell, ...,

,/dlog(d/(S)) on
e/ IN (v)]

The complete proof is provided in Appendix-C.

Moreover, we stack the hidden layers Hi, ..., H; on the
top of Po. These hidden layers Hj, ..., Hy rely only on the
PGC layer P( without looking at the original data, and thus
the computations of Hip, ..., Hy do not reveal any private
information about the input data. Finally, we define the cost
function as f (X;, @), which is used to measure the difference

e - Wi | = 0(
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between the original and predicted values of y;. The goal of the
GCN is to find the optimal parameter vector @ to minimize a
given cost function. We also give the definition of the optimal
model parameter ®* as below.

0" = arg ngan (x;, w) . (22)

i=1

In the inference stage,
prediction function, i.e.,

({xu', Vu € N(p)})w).

the private GNN returns a
Pi) = O(x' & Ag

D. The Correctness and Applicability of LGA-PGNN

We summarize the key steps of the proposed LGA-PGNN.
Algorithm 1 presents the procedure of local graph perturba-
tion, which perturbs a user’s local graph by enforcing LDP
noise to vertex representations. According to Lemma 1, the
Algorithm 1 preserves e-LDP. However, there are a large num-
ber of low-degree vertices with only a few neighbors in real
graphs. We use LGA to perform local neighborhood expansion
on low-order vertices to generate augmented representations of
neighborhood vertices, and facilitate subsequent model train-
ing and inference. LGA enables GNN to cancel injected LDP
noise to yield a relatively good approximation of neighborhood
aggregation, when PCG layer aggregates information from a
sufficiently large set of neighborhood vertices for the central
vertex. Specifically, users perturb their local private graphs and
then send them to the cloud. These received local graphs are
only used as the input of the PCG layer in LGA-PGNN. This
process runs only once, preventing the server from recovering
the user’s private graph information. There is no additional
information from the input data to be accessed. This ensures
that the computation of the k hidden layers Hi, ..., Hy above
the PGC layer P (W) is differentially private.

VI. PERFORMANCE EVALUATION

In this section, we have two analysis objectives. First,
we analyze the attack effectiveness of attribute inference
attack and link stealing attack. Secondly, we conduct extensive
experiments based on real-world datasets to evaluate the
effectiveness of LGA-PGNN under varying privacy budgets.

A. Experimental Setup

1) Experimental Environments: We conducted the experi-
ments on a Linux machine with an Nvidia Geforce RTX 3080
GPU of 11 GB memory, and an Intel(R) Xeon(R) Silver 4210
CPU with a processor speed of 2.20 GHz. All models were run
on a Python platform. The software environment is based on
the PyTorch Geometric Library that is an open-source software
database tool developed by Google. DGL is a Deep Graph
Library containing many state-of-the-art GNN benchmarks.
Table II shows the development environments used in our
experiments.
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TABLE I
ATTRIBUTE INFERENCE ATTACK UNDER VARYING PRIVACY BUDGETS

DeezerHU Dataset

DeezerCR Dataset

DeezerRO Dataset

€ Accuracy P R F-score  Accuracy P R F-score  Accuracy P R F-score
e =0.01 60.89 42.75 8.99 14.85 61.11 40.70 8.06 13.45 61.83 38.33 8.31 13.67
e=0.1 61.54 36.90 1.87 3.56 61.11 36.64 5.04 8.87 62.47 36.66 4.53 8.06
e=1 61.28 43.52 6.78 11.74 61.33 43.33 10.02 16.28 62.68 41.99 7.12 12.18
e=5 82.36 80.56  70.54 75.22 81.59 80.58 67.08 73.22 79.92 80.57 58.93 68.07
e=10 87.44 88.42  77.00 82.32 86.09 87.78  73.08 79.76 85.86 90.58 68.16 77.79
e=20 87.89 90.03  76.58 82.76 87.28 92.09 7230 81.01 86.32 91.00 69.19 78.61
€ = +00 87.99 90.81 76.07 82.79 87.07 90.44 7329 80.96 86.34 90.44  70.18 78.87
=¥+ &= 0.01 (large noise) -4- £ =1 (medium noise) —e— ¢ = 10 (small noise) —— & = +o (Non-Noise)
£ = 0.1 (large noise) -»- & =5 (medium noise) —*— & = 20 (small noise)
100% 100% 100%
80% F—-  —— 80% P t——t——t——y——yp 80% —— PR——
\ ———__ k e RO A s, g
T Py \ TR LGN *\ g G >
60% \ 60% 60% ‘\\ Ty
40% \t\ 40% 40% Y
\\\ \‘\ *
20% AN | 20% 20% N LTI
* g 1 T N
0% * ) ’ 0% 0% & A
m 10 20 30 40 50 m 10 20 30 40 50 d m 10 20 30 40 50 d

(a) DeezerHU Dataset

(b) DeezerCR Dataset

(c) DeezerRO Dataset

Fig. 4. F-scores of attribute inference attack under varying perturbation dimensions and privacy budgets.

TABLE I
THE MAIN DEVELOPMENT ENVIRONMENTS

Hardware  Information Software  Version
GPU Geforce RTX 3080 2.20GHz CUDA 11.6
Memory GPU 11GB, HDD 256GB PyTorch 1.8.0
CPU Intel Xeon Silver 4210 DGL 0.6.0

2) Parameters Setting: To implement the attribute infer-
ence attack and link stealing attack, we use a standard deep
neural network as the attack model consisting of two fully
connected layers with 128 neural units. Each layer is followed
by a BatchNorm layer. Furthermore, in our experiments, the
proposed LGA-PGNN uses a standard GNN model with two
graph convolutional layers, followed by two fully connected
layers with ReLU activation. Specifically, the learning rate is
set to 0.01 and the dropout rate is set to 0.5.

B. Attribute Inference Attack Results

In the experiment, we perform attribute inference attacks.
Table I shows the effect of attribute inference attacks under
different privacy budgets €. We can intuitively observe the per-
formance changes of attribute inference attacks under varying
privacy budgets from an attacker’s perspective. In a non-
private setting (i.e., € +00), we measure the attacker’s
ability to predict the user’s sensitive attributes. This means
that the data holder does not take the LDP mechanism before
uploading their own data to the server, i.e., no noise is
added to the local data. In this setting, the attack F-score
achieves the highest on the three datasets, and attackers can
infer user private attributes with high confidence. However,
when the privacy budget € is very small (corresponding to
a large amount of noise being added to the local data), the
attack performs the worst on the three datasets. For example,

when € 0.01, the attack F-score dropped by 79.23%
(from 82.79% to 3.56%) on the DeezerHU dataset, making
the attack almost ineffective. Also, we can see that as the
privacy budget € increases gradually (corresponding to more
loosed privacy protection), the attack performance achieves
the best performance, and eventually achieves the same attack
performance in the non-privacy setting. Specifically, when the
privacy budget € reaches 5, the attack F-score quickly rises
to a plateau. It shows that our method is difficult to defend
against the attack. Therefore, we propose setting the privacy
budget € as 1, which minimizes the attack performance while
providing a strong privacy protection, with F-score decreasing
from 82.79% to 11.75%.

In addition, we also show the trend changes of attack
F-score under varying perturbation dimensions and privacy
budgets. It can see that with the increase of the perturbation
dimension, the attack F-score decreases continuously. Similar
trends were observed for all privacy budgets. The downward
trend is even more dramatic when privacy budgets are small.
It is worth mentioning that the variance of the LDP mechanism
greatly affects the estimation accuracy, i.e., a lower variance
leads to a more accurate estimate. To reduce the noise variance,
we randomly perturb m out of d dimensions and then the per-
dimension privacy budget is increased from €/d to € /m. After
theoretical analysis, the optimal sampling parameter is set to
m*. This shows that we theoretically only need to perturb
m™ dimension to obtain a low variance. However, under this
setting, our approach is incapable of defending against the
attribute inference attack, as shown by the results in Fig. 4,
where the attack F-score is almost optimal under all privacy
budgets. In addition, when we perturb all dimensions d, the
attack F-score is the worst under all privacy budgets.

We compare our method with several baseline methods,
namely RandG-AIA, RI-MA, and FP-MA. For the attribute
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TABLE III
LINK STEALING ATTACK UNDER VARYING PRIVACY BUDGETS

Cora Dataset

Citeseer Dataset

Pubmed Dataset

€ Accuracy P R F-score  Accuracy P R F-score  Accuracy P R F-score
e =0.01 50.22 51.86  20.79 29.68 49.75 4996 31.96 38.98 49.84 48.81  28.34 35.86
e=0.1 49.35 49.85 40.51 44.70 50.24 50.66  35.82 41.97 50.40 49.80 32.02 38.98
e=1 49.21 49.69 4149 45.22 49.40 49.73  70.66 58.38 49.89 49.16 3743 42.50
e=5 49.09 49.51 3841 43.26 49.00 4745 1432 22.00 49.88 49.52 67.29 57.05
e=10 52.86 53.15 56.59 54.82 54.18 62.58 21.80 32.34 61.27 5890 71.84 64.73
e=20 90.60 90.41 91.04 90.73 90.31 89.40 91.57 90.47 91.88 89.94 94.12 91.98
€ = +o00 93.82 92.05 96.08 94.02 92.50 90.74  94.74 92.70 93.85 9230 95.54 93.89
=¥+ &= 0.01 (large noise) -4- £ =1 (medium noise) —e— ¢ = 10 (small noise) —— & = +o (Non-Noise)
£ = 0.1 (large noise) -»- & =5 (medium noise) —*— & = 20 (small noise)
100% 100% 100%
80% 80% f, 80%
60% 1 60% | 60%
40% f. w0 Pt | 0% P e 40%
=
20% 20% 20%t 7
0% 0% * 0% *
m 20 50 100 500 1000 d m 20 50 100 500 1000 d m 20 50 100 200 300 d

(a) Cora Dataset

Fig. 5.
TABLE IV
ATTRIBUTE INFERENCE ATTACK PERFORMANCE AND BASELINES
Methods DeezerHU DeezerCR DeezerRO
P R P R P R
RAN-ATA 3851 49.79 3722 49.64 36.12 48.77
RI-MI 3990 3370 36.62 3896 3552 46.89
FP-MA 37.64 4851 36.72 51.00 39.71 25.15
KNN-ATA 88.14 73.80 86.13 71.22 87.16 66.59
LR-ATA 87.90 73.02 8896 68.66 89.68 65.85
RF-AIA 87.73 76.61 87.53 72.83 87.12 70.22
SVM-ATIA 8791 7570 87.45 71.57 85.85 71.00
Our work  90.81 76.07 9044 7329 90.44 70.18

inference attack, we developed a baseline approach, RandG-
AIA, in which an adversary randomly predicts user sensitive
attributes. In [37], both RI-MA and FP-MA are used to
reconstruct missing attributes. We re-implement the RI-MA
and FP-MA methods in our experimental setting and use their
architectures to infer user sensitive attributes. It is notewor-
thy that these baseline methods perform relatively poorly.
In addition, we design several different types of attack models,
including k-Nearest Neighbors (KNN), Logistic Regression
(LR), Random Forests (RF), and Support Vector Machines
(SVM), which are frequently employed in classification tasks.
When the attacker is an LR-based model (LR-AIA), it outper-
forms the other baselines. However, our method consistently
outperforms all comparative methods, which means that our
method is more effective at inferring user sensitivity attributes.
Table IV shows the accuracy of attribute inference attack for
each attack model.

C. Link Stealing Attack Results

We intuitively observe the prediction ability of link stealing
attack models to users’ private link information. In Table III,
we report the performance of the link stealing attack model

(b) Citeteer Dataset

(c) Pubmed Dataset

F-scores of link stealing attack under varying perturbation dimensions and privacy budgets.

with different privacy budgets €. In a non-private setting (i.e.,
€ = 400), F-score is the highest on all three datasets, such
as 94.02% F-score on the Cora dataset. This means that users
are very vulnerable to link stealing attacks. As expected, when
the privacy budget is small, our privacy preserving method can
significantly reduce the attack F-score. For example, when
€ = 0.01, the attack model shows the worst performance
on the three datasets. As shown in Table III, for the Cora
dataset, the attack F-score dropped by 64.34% (from 94.02%
to 29.68%). The reason is that too much noise is added, which
makes it difficult for the attack model to converge to the
global optimum, so that it cannot predict the user’s private
link information correctly. When the privacy budget € is set
to 20, the attack model becomes stable. A larger ¢ means
that less noise is added to the local data, which reduces the
interference to the model training, and thus achieves better
performance via gradient descent. In this case, it is difficult for
us to defend against link stealing attacks. To make a privacy-
accuracy trade-off, we recommend setting the privacy budget
€ to less than or equal to 10. The experimental results clearly
show that our approach not only reduces the performance of
link stealing attacks, but also provides strong evidence in terms
of improving privacy and utility.

Moreover, Fig. 5 provides a reference for selecting privacy
budget value under different perturbation dimensions. As we
know, a smaller privacy budget can provide stronger privacy
protection, but less utility. When € is less than or equal
to 5, the attack model yields the low F-score on the three
datasets. In this case, our approach is effective against such
attacks. To achieve a trade-off between privacy and accuracy,
we set the perturbation dimension as 500. The attack model
yields the lowest F-score in Cora and Citeteer datasets, with
a reduction of 50.76% (from 94.02% to 43.26%) and 70.70%
(from 92.70% to 22.00%), respectively. When the perturbation

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on January 27,2024 at 12:27:00 UTC from IEEE Xplore. Restrictions apply.



1624 IEEE

TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 19, 2024

TABLE V
EFFECT OF LDP ON THE PERFORMANCE OF LGA-PGNN COMPARING TO NON-PRIVATE LGA-PGNN APPROACH

Model Cora Citeseer Pubmed Deezer Facebook  Amazon Computers Amazon Photo  CoAuthor CS
non-private LGA-PGNN € = +o0o  81.61 72.20 76.80 74.63 92.21 82.60 89.57 89.00
e=001 19.30 17.40 34.50 71.74 32.44 37.65 49.95 40.52
e=0.1 40.60 21.90 32.30 71.74 90.34 67.73 76.59 83.98
LDP-GNN e=1 25.90 17.60 39.60 72.07 92.83 72.68 88.86 85.58
€e=5 76.40 23.70 48.80 74.47 92.55 73.11 89.54 85.29
e=10 76.20 71.70 68.50 74.66 92.81 72.34 89.79 85.73
e=0.01 2520 30.90 41.30 71.80 29.09 47.54 80.95 65.34
e=0.1 23.20 31.10 40.60 71.88 90.05 77.61 86.55 84.51
LGA-PGNN e=1 25.00 25.70 38.50 73.41 92.11 81.72 89.10 89.19
e=5 79.30 34.30 63.10 74.74 92.74 81.29 89.56 89.43
e€=10 80.30 69.60 69.40 74.96 93.18 81.90 90.81 89.29
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Fig. 6. The effect of privacy budget ¢ on experimental results.

TABLE VI
LINK STEALING ATTACK PERFORMANCE AND BASELINES
Methods Cora Citeseer Pubmed
P R P R P R

RAN-LSA  50.29 5090 49.90 50.74 49.58 50.34
LSA2 86.70  86.70  90.10 90.10 78.80 78.80
LSA2-EUC 40.03 20.88 3554 3825 33.67 3181
LSA2-COS 79.87 5995 89.62 69.95 88.68 66.72
KNN-LSA  77.81 9522 6649 8548 77.81 95.22
LR-LSA 59.81 58.64 6385 5480 61.74 6054
RF-LSA 91.77 93.47 89.01 91.52 91.13 94.19
SVM-LSA 6239 63.03 6563 6199 6166 61.75
Our work 92.05 96.08 90.74 9474 9230 9554

dimension is set to 100, the attack F-score is reduced by
46.14% (from 93.89% to 47.75%) on Pubmed dataset. The
result shows that our method can resist link stealing attack
effectively, which provides a strong guarantee in terms of
privacy and practicality.

Table VI reports the experiment results (precision and
recall) of our method and the baselines. RandG-LSA is an
ideal baseline that randomly predicts sensitive links between
nodes. Furthermore, we compare our model with the state-
of-the-art LSA attack [27]. In this paper, the authors discuss
several attack methods with different prior knowledge, among
which their attack-2 is the closest to our scenario. In our
study, we re-implement the attack-2 (namely LSA2), which
calculates the correlation distance between the posteriors given
by the target model to infer sensitive links between nodes
of interest. In addition, [27] gives eight different distance
metrics. Following this work, we use Euclidean distance

and cosine distance (namely LSA2-EUC and LSA-COS) to
calculate distances between node attributes, as they achieve
optimal performance in almost all settings. We can observe
that LSA2 performs slightly better than LSA2-COS on the
Cora and Citeseer datasets, but poorly on the Pubmed dataset.
Specifically, we explored a variety of neural networks as attack
models, including KNN-LSA, LR-LSA, RF-LSA, and SVM-
LSA. Among all baseline models, RF-LSA performs the best.
However, it is inferior to our model in all cases. We can
observe that the precision of our model is 92.05%, 90.74%,
and 92.30% on the Cora, Citeseer, and Pubmed datasets,
which significantly beats the best baseline system (RF-LSA)
by 0.28%, 0.27% and 1.17%, respectively. This result proves
the validity of our method.

D. Comparative Classification Performance

In this part, we evaluate the classification performance of
LGA-PGNN under different privacy budgets. In our case,
the server uses LGA-PGNN to provide users with various
commercial machine learning services.

1) Non-LDP vs. LDP: To demonstrate the effectiveness of
our model, we quantified the performance loss of LGA-PGNN
against the non-private case (i.e., non-private LGA-PGNN).
To have a fair comparison, the non-private LGA-PGNN
adopts a standard two-layer GCN without any perturbation
mechanism. Then, we compared the performance of LGA-
PGNN with and without LDP in Table V. For example, the
non-private LGA-PGNN (without LDP) gives accuracies of
81.61% on Cora, 72.20% on Citeteer, and 76.80% on Pubmed
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test sets. Specifically, to evaluate the effectiveness of the LDP
mechanism, we provide a privacy-preserving baseline model
LDP-GNN, which injects random noise into the input data.
As anticipated, LDP-GNN decreases accuracy. For example,
LGA-PGNN incurs significant errors on all datasets when the
privacy budget is small (i.e., at € = 0.01). The reason is that
too much noise is added, making it difficult for the model
to learn useful information. The performance of LDP-PGNN
improves as the privacy budget € increases. For a very loose
€, we observe that the accuracy is almost identical to that
of non-private LGA-PGNN. This phenomenon is consistent
with the inescapable information theory of the privacy-utility
trade-off. This is because the aggregate function in the graph
convolutional layer can eliminate most of the noise in the
vertex features. The results clearly show that the LDP-GNN
provides compelling evidence on improving privacy and utility.

2) Effects of Graph Augmentation: To demonstrate the
effectiveness of the proposed LGA, we intuitively observed the
performance gain of LGA-PGNN with respect to the private
GNN with LDP mechanism (i.e., LDP-GNN) under different
privacy budgets. As shown in Table V, although the LDP-
GNN model uses the LDP mechanism to protect the user’s
private data, injecting random noise directly into the input
data leads to a decrease in the utility of the model. Moreover,
LGA-PGNN employed the graph augmentation to enhance the
performance of the LGA-PGNN model. In this case, noise
added by LDP mechanism can be eliminated partially. As we
can be seen, the change trend of LGA-PGNN is always
consistent with that of LDP-GNN. We show that in a graph
augmentation setting, LGA-PGNN almost always outperforms
LDP-GNN on all datasets under the same privacy level €. For
example, when € = 10, the accuracy of LGA-PGNN on Cora
dataset is approximately 4% higher than that of LDP-GNN.
This result proves that LGA-PGNN not only enhances the
utility of the private GNN model, but also provides a private
guarantee.

3) Privacy-Preserving GNN Models: To highlight the sig-
nificance of this study, our privacy preserving method is

generalized and applied in six popular graph neural net-
works. These baseline models include GCN [17], GAT [18],

10t

0% 0%

1072 107t 10° 10!

(h) CoAuthor CS dataset

1072 107t 10° 10!

(g) Amazon Photo dataset

F-score on eight datasets. wrt. privacy budget €, with DP.

Chebyshev [19], SAGE [20], SimGCN [21], TAGCN [22].
Fig. 6 illustrates the accuracy of each model under different
privacy budgets €. We discuss the utility and privacy level of
our privacy preserving method under different graph neural
network architectures. It can be see that different graph neural
network architectures exhibit different behaviors in terms of
their tolerance for the amount of noise added to the input data.
When € is small, all baseline models gain worse performance.
This is because a smaller size would incur more noise. As €
increases, the performance of all baseline models saturates at
a certain point, and improves significantly on all benchmark
datasets. In this case, the improved data utility results in more
accurate learning of all baseline models, almost all of which
are comparable to the no-privacy case. Overall, the results
indicate that for all baseline models, our privacy preserving
method allows for better privacy protection using smaller value
of € without sacrificing too much accuracy.

4) Comparison With Other State-of-the-Art Methods: To
highlight the significance of this study, we implemented
state-of-the-art LDP mechanism baselines. As these baselines
target different problem settings, we modified them to achieve
vertex-level and edge-level graph privacy protection, tailored
specifically to our problem settings. These baseline methods
are introduced below:

« RANGNN: The RANGNN [4] consists of four-layer
GCN, which randomly initializes the input features with
a Gaussian distribution (with a mean of 0.0 and standard
deviation of 0.01), optimizing the model with stochastic
gradient descent (SGD).

o RFGNN: A standard model of GCN was originally
proposed by [17]. Similar to RANGNN, the RFGNN
perturbs the input features at random as discussed by [4].

+« OHTGNN: Following the previous work [4], [38], we use
the one-hot encoding of vertex degrees in the input
layer of the standard GCN, which can be regarded as
a completely private method.

+« LAPGNN: Following the settings of [4] and [39], we per-
turb the input features by adding Laplace noise [11], [12].

o« LPGNN: The LPGNN was originally designed for vertex-
level privacy. Following their approach [4], [16], we use
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a multi-bit mechanism to privately collect vertex features
while making it suitable for our problem setup.

We compare LGA-PGNN with these private-preserving
techniques. Fig. 7 illustrates the F-score of each algorithm
under different privacy budgets. We see that RANGCN,
RFGNN and OHTGCN yield inferior performance. LPGNN
performs considerably better than the two fully private meth-
ods (RANGCN and OHTGCN) but worse than LAPGNN.
In addition, the baselines LPGNN and LAPGNN perform
poorly on the Tor-nonTor dataset. This result shows that
LPGNN and LAPGNN are easily misled due to a lack of an
adequate sample size. Importantly, we observe that our LGA-
PGNN outperforms all other private-preserving methods in all
cases, demonstrating that our method can capture useful infor-
mation. Specifically, our LGA-PGNN provides both edge-level
and vertex-level privacy guarantees based on the application
requirements.

VII. CONCLUSION

In this paper, we build a local graph augmentation-based pri-
vate graph neural network (LGA-PGNN). In order to address
the privacy issues pertaining to the graph data isolation,
we designed a privacy graph convolutional layer with formal
privacy guarantees, in which user’s local graph information
is kept private by injecting LDP noise into the local graphs
held by different data holders. We performed local neigh-
borhood expansion on low-degree vertices to enhance the
expressiveness of the learned model. In fact, our privacy-
preserving method can be easily generalized to other GNN
models. We evaluated the performance of LGA-PGNN on real-
world datasets for node classification. The results demonstrate
that LGA-PGNN achieves high accuracy while providing a
rigorous privacy guarantee. The fact that the superior perfor-
mance of our method indicates that privacy-preserving graph
learning is a worthwhile exploration.

This paper presents two privacy attacks for inferring private
node attributes and links. Future research will focus on explor-
ing new privacy attacks to recover private graph structure
information, such as subgraphs. In addition, we will try to
develop new LDP techniques to enhance privacy protection
in distributed graph learning. In future research, we will also
explore other graph augmentation mechanisms that are more
effective than the proposed LGA.

APPENDIX
A. Proof of Lemma 3
Proof 3: We need to find the optimal sampling parameter

* .

m* that minimizes the upperbound of the variance Var | x; il

m* = arg min max Var [xl*]] (A. 1)

mo gk
Xij

Recall that in Eq. (12), the variance of x; j is given as
follows.

d (e/Cm 4 3)
3m (e€/m) — 1)2

Var [x* ]:

d - ee/(zm)
iJj

—1].x2,
m (e€/@m —1) 1:| Xijo
(A.2)
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where the input domain of x;; is in the range [—1,1].
Therefore, when x; ; = +1, the variance of xlf* . 1S maximized.
We give the worst-case variance of x; jas follows.

i,j * iJ
x[,/

WorstVar [x* ] = max Var [x* ]
d . ec/Cm)
m (ee/(2m) _ 1)

(A. 3)

Jrom 1)

= 3 (/@M 1) !

Next, we set z = ﬁ and C = %. Then, Eq. (A. 3) can be
further derived as

N et 43 et
WOI'S'[VZII‘I:Xi’j]=C'Z'W+C~Z~62_l—1
et +3 et
=C-z- -1
¢ (3(e1—1)2+ez—1)
=C.z- M —1 (A 4
3(er — 1)? '

Specifically, minimizing Eq. (A. 3) with respect to m is
equivalent to minimizing Eq. (A. 4) with respect to z. Let z*

to be the optimal z. We can recover m* as 262,. Then, we have:

. _ 3(e%)? —2e% +3
< —argmzm|:C~z~(W)—li| (A.5)

Since the constants, C and —1, do not depend on z, we con-
sider dropping them from Eq. (A. 4). After that, Eq. (A. 4) is
re-writed as:

N2 _ 9,2
3(e%) 2e +3] (A. 6)

¢ = ammn [Z' 3 — 1)

)2 4
Let f(z) = z- % with respect to z = -, which is
a convex function. Then, we look for the minimum of f(z) on
(0, +00) by taking the derivative of this function f(z) with

respect to z. The result is given by

;o d 3(e%)? — 2¢° +3
f(Z)_EZ'[ 3(e7 — 1)2 }
B [3(e1)2 — 2¢% + 3]
N 3(e? — 1)2
[ —12(e%)? + 12(¢%) ]
T T et
99t — 24(e%)* 4 30(e%)* — 24¢° 49
B 9(e? — 1)*
[—12(e%)3 + 12(e%) ]
+Z._ e | (A.7)
By setting f'(z) = 0, we have:
4 _ z2\3 2\2 _ b4
. 9(e?)* — 24(e%) 4 30(e%)? — 247 +9 A 8)

12(e%)3 — 12(e?)

After solving the above equation, the minimum of f(z) is
obtained, i.e., z* ~ 1.2097. Then, we have that m* = 5 =
ﬁ' Final]y’ we Specify m* by

m*:max{l,min{d, {ﬁj}}

(A.9)
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B. Proof of Lemma 4
Proof 4: Based on Eqgs. (18) and (19), we have:

E[hi(W)] = E | > h(xf;)- W/,
_jed
=F z Agg ({x:yj, Yu € N(Uz‘)}) . Wi,Tj
_jed

(B. 10)

Specifically, a hidden neuron k; (W) defined by Eq. 19 at the
PGC layer Po (W) can be considered a weighted summation
of the input vertex attributes. Therefore, this formula can be
further derived as

EliW)1 =" Age ([ £ 1 vu e Nwn)) - W],
jed
" B. 11)

Thein, accordding to Lemma 2, we can derive the expectation
of h;(W) as below.

ETwi =" Age ({5, vu e N }) - wl,
jed

= h;(W). (B. 12)

C. Proof of Lemma 5

Proof 5: By Lemma 2, we know that for any i € |V|, xl?kj -
x;,j has zero mean, i.e.,

E [x;*jj _ x,-,,-] =0 (C. 13)

As mentioned in Lemma 3, we uniformly select m*

attributes from all d attributes of x;, and set x;k i = % St
m

with probability 7 and O with probability 1 — % Moreover,

the input domain of a perturbed vertex attribute x; j is in the
€€/2+1 6‘5/2+] H .
range [—"n—, ] Hence, we get:
d e/’ +1
i <= —— .14
|'x1,j 'xl,j| —_ m 86/2—1 (C )

Given an mean aggregator function in the PGC layer, for any

vertex v; € V and any dimension j € {1,2,...,d}, we have:
1
h(xij) = Nl Z Xu,j
l
B | v (C. 15)
h(xl*J) = IV ()] Z x;:,j
! ueN (v;)

Considering Egs. (C. 13), (C. 14) and (C. 15), and using
the Bernstein’s inequality, we have:

Pr[ R = i | = A]

:Pr[i{x;ﬁj—xi,j} zn)\:|

i=1

1627
(n\)?
=2-exp|— n N 5 d ec/@my]
221':] Var I:xi,/:l + 3 nA m " ee/@my_q
(C. 16)
Then, we can get:
PrHE(x;‘jj) - h(x,,,)’ > )\]
<2 (n))? (C. 17)
<2-exp| — ) )
O(%2)+X-0(%)
By the union bound, we have the following inequality:
P ‘E *Y— hixi ;i ‘ >\
' |:jel{lll,g.l.).(,d} (x; ;) = hxij)| = ]
d
= U PrHE(x?jj) - h(x,-,j)‘ > /\]
j=1
d
= > e[ [re ) - hei | = A
j=1
)\2
=2d-exp { ——— " - (C. 18)
0 (%) +xr0(¢)
Then, we set:
/\2
5 =2d-exp " (C. 19)

) (‘%) +20 (4)

To sure that maxjeq1,....4) )l_z(xl.’fj) — h(xi,j)‘ < A holds with
at least 1 — § probability, there exists

— o (ﬁ/d log(d/S))

C. 20
ev/IN(vi)l ( )

D. Datasets

For a comprehensive assessment, we evaluated LGA-PGNN
on eight benchmark datasets. Cora,! Citeseer,2 and Pubmed?
are three well-known citation network datasets for node
classification task, where nodes and edges represent papers
(or publications), and citation relationships, respectively. The
labels denote paper category. Moreover, these three datasets
are also used to evaluate the effectiveness of link stealing
attacks. Deezer” offers music streaming to users in three Euro-
pean countries (including Hungary, Croatia, and Romania)
and collects a list of their favorite genres. Then, three user
friendship network datasets are established, named Deezer
HU, Deezer CR, and Deezer RO, respectively. Each node has
84 different genres as node attributes. We label whether users
like “R&B” genre as class labels. Specifically, in our attribute
inference attack, we treat the “Alternative” genre as a private
attribute of the user. We then train a attack model in order to

1 https://lings-data.soe.ucsc.edu/public/lbc/cora.tgz
2https:/llinqs—datzLsoc:.ucsc.edu/public/lbc/citeseentgz
3https://linqs-data.soe.ucsc.edu/public/Pubmed-Diabetes.tgz
4http://snap.stam‘ord.cdu/data/
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Fig. 8. The effect of perturbation dimension on experimental results.
TABLE VII F. Effects of Feature Dimensions
MAIN DATASETS USED IN OUR EVALUATION STUDIES The selection of perturbation dimension has an essential
Datasets # V] #]E] # features  # Classes. . - . X
Cora 5485 5060 1433 7 influence on the results. To validity of the perturbation dimen-
Citeseer 2110 3668 3703 6 sion, we compare the classification performance of the baseline
. 19717 44,324 500 3 model GCN with different perturbation dimensions under the
DeezerHU 54,573 552,775 83 2 . . .
Facebook 22470 171002 4714 4 varying privacy budgets. Fig. 8 shows performance trends of
Amazon Computers 13,381 245,778 767 10 the baseline model GCN. Moreover, the changing trend in
Amazon Photo 7487 119,043 745 8 Fi : ; ; :
; ig. 8 shows that when the perturbation dimension m is large
CoAuthor CS 18,333 81,894 6805 15 & P e

infer this private attribute of other users. Amazon Computers’
and Amazon Photo> are generated from Amazon’s co-purchase
graph, where nodes are goods, that are connected by an edge
if they are frequently purchased together. The task is to predict
the product category. CoAuthor CS is a co-authorship graph
generated from the Microsoft Academic Graph dataset, where
nodes are authors, and the edge indicates that two authors co-
authored a paper. Facebook” is a page-page dataset generated
by Facebook, where nodes are Facebook pages, and two nodes
that like each other are connected by an edge. Table VII
provides details of these datasets.

E. Evaluation Metrics

In the following experiments, we evaluate the performance
of our privacy-preserving model based on some common
performance evaluation metrics in machine learning, including
Accuracy, Precision (denoted as P), Recall (denoted as R),
and F-score. Precision score is calculated as the ratio of
the number of correct positively labeled examples in all
positively labeled examples. Recall is defined as the ratio
of the number of correct positively labeled examples in all
the output examples that should have been labeled positive.
F-score is the harmonic mean of precision and recall. The
goal of any network intrusion research is to achieve a high
value for F-score.

5 https://github.com/shchur/gnn-benchmark#datasets

many features are disturbed, resulting in a significant decline
in the performance of GCN. In contrast, when m is small,
it even performs equally well with the no-privacy case. It is
worth mentioning that, as discussed in Sections V-A and V-B,
when m is small, users are vulnerable to attribute inference
attacks and link stealing attacks. Therefore, this requires us to
consider the trade-off between privacy and utility.
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