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Abstract—The upgrade of network devices to be equipped with
multiple network interfaces makes it possible to improve network
throughput performance through multipath transmission proto-
cols, especially multipath TCP (MPTCP). However, so far the
mostly used MPTCP protocols have a common limitation, namely
the rigid and conservative method. They have been designed with
little consideration of the fact that real networks are dynamic
and the network status changes frequently, thus leading to the
poor performance of current MPTCP in many realistic scenar-
ios. In this paper, we propose a lightweight multipath congestion
control algorithm based on online learning, named MP-OL. MP-
OL models congestion control as a multi-armed bandit problem,
and adjusts the sending rate of each subflow flexibly and adap-
tively through online learning. Therefore, MP-OL possesses the
capability of suiting various network scenarios, and can achieve
fairness and high performance in dynamic network environ-
ment. It can also flexibly switch between online learning and
traditional method, which reduces the computational complexity
while ensuring the learning efficiency, thus making MP-OL easy
to deploy and use. As the experimental results demonstrated,
compared with the leading MPTCP variants, MP-OL achieves
significant improvements in fairness and link utilization, and
shows better resilience to non-congestion loss and better adapt-
ability to unstable network conditions. In real networks, MP-OL
also obtains better throughput performance.

Index Terms—Congestion control, multipath transmission,
multipath TCP, online learning.

I. INTRODUCTION

NOWADAYS most network devices are equipped with
multiple network interfaces, which makes multipath

capability an efficient way to improve the end-to-end
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transmission performance [1]. For example, most mobile
devices, such as smartphones, are equipped with multi-radio
interfaces (e.g., LTE and Wi-Fi), resulting in more and more
multi-homed hosts accessing the Internet. Besides, data center
networks are also motivated to adopt multipath transmission
to make full use of the abundant network resources from the
server domain. As an extension to TCP and a representative
multipath transmission proposal, Multipath TCP (MPTCP) [2]
has gained intense attention from both academia and industry
because of its attractive characteristics.

Congestion control is an important and challenging issue
in the design and implementation of MPTCP. In practice, the
change of network condition is usually unpredictable, which
causes the existing multi-path congestion control algorithms
to face the challenges in heterogeneous and dynamic network
environments. This is because the dynamic and uncertainty
of a network make it hard for the control policies to find
the relationship between its input and output. However, some
leading MPTCP variants (e.g., Lia [3] and Olia [4], [5]) are ill-
prepared for dealing with such a complex relationship as they
adopt conservative predefined rules. Therefore, to deal with
the lower-than-expected performance of current MPTCP and
meet the increasing demands of applications, recent studies
begin to use an efficient method, i.e., machine learning (ML),
to learn such complex behaviors, so as to realize flexible high-
performance multipath congestion control [6], [7], [8], [9].

The application of machine learning enables impressive
accuracy improvements across many network control tasks
(e.g., [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16]),
and has attained outstanding achievements in the research
of improving network performance. However, though there
is a variety of great achievements, some problems that can-
not be ignored are becoming prominent. We summarize these
problems into two aspects: cost of research and development
(R&D) and practicality.

First, the accuracy of most ML models depends on the
consumption of computational resources. ML tasks belong to
compute-intensive applications, whose main energy consump-
tion is embodied in data analysis and computation. In the pro-
cess of ML, it is necessary to continuously carry out real-time
or offline classification and data analysis, which undoubtedly
increases the complexity of the algorithm. As a result, substan-
tial computational resources are needed to obtain an accurate
and advanced model, which will consume considerable energy
and generate huge financial and environmental costs.
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Second, the schemes based on ML are difficult to be put
into practical use. The main reason is two-fold: the disappoint-
ing performance of the model and the numerous difficulties
in deployment. Specifically, the schemes that employ offline
learning [6], [7], [8], [13], [14], [15], [16] usually assume that
the behavior of the network has converged, and they require a
pre-trained model before being practically used. Unfortunately,
such assumption and method are flawed when applied to actual
congestion control. First, training data is very important to the
accomplishment of a successful ML model, while the reality
is that it is difficult for most researchers to obtain sufficient
and reliable data for training. Second, when the real network
condition deviates from the assumption, the effectiveness of
the model may have a serious dilution. Therefore, to ensure
the reliability of models, ML-based schemes need to be con-
stantly updated and maintained even after actual deployment,
which increases users’ burden and puts higher demands on
users’ equipment.

The above issues are built-in problems of off-line learn-
ing, which means the ML-based schemes that employ off-line
learning could all suffer from these issues. And in the short
term, such issues cannot be solved by some remedial means
within the frame of the systems. On the contrary, the schemes
that are designed completely based on online learning have
some unique merits, which make them ideal for the Internet
field. Online learning has significant advantages over offline
learning. First, online learning can generate samples, train
samples and give feedback in real-time, so it solves the
problem of unreliable training data. And its training samples
and results will also change with the changes of network envi-
ronment, which makes them perfect for Internet applications
with high requirements in real-time processing. Second, online
learning is good at accurately estimating the environment [17].
Thus, compared with traditional algorithms, algorithms com-
bined with online learning can support the decision-making
under various kinds of network scenarios more effectively.
Moreover, online learning allows flexibility and variety in the
use of learning algorithms, which makes it possible to real-
ize practical, flexible and lightweight intelligent congestion
control algrithms.

To support the decision-making under dynamic and uncer-
tain network environment, we design MP-OL, an online
learning-based multipath congestion control algorithm. We
also consider the deployability and feasibility of ML-based
MPTCP congestion control algorithm. When an algorithm
deploys machine learning, its consumption of computing
resources and complexity may increase significantly [18],
and multipath schemes will further multiply the consumption.
For the sender of small mobile devices (e.g., smartphone),
the high computational complexity and the parallel usage
of multiple interfaces via MPTCP can rapidly consume the
energy of mobile devices, thus affecting the experience of
mobile users [19]. For the sender of mainframe servers, in the
case of huge concurrency and high terminal load, the extra
computing resources consumed by learning-based multipath
scheme may slow down the system performance.

Therefore, for the long-term development, MP-OL is
designed to be lightweight and low-complexity. We insert

a switch module which combines high-performance online
learning method with low-complexity traditional method to
reduce the complexity of the algorithm. MP-OL only carries
out online learning with low computational complexity at the
right time for performance gains, rather than in the whole pro-
cess of congestion control. To find the right opportunity for
carrying out online learning, a method to identify the change
of network state is also included.

The main contributions of this paper are as follows:
• We propose a phased online multipath congestion con-

trol algorithm, named MP-OL. To provide high learning
efficiency as well as low complexity, MP-OL selects dif-
ferent rules for congestion control according to current
network state, it can adapt to the dynamic state variety
of the network and achieve high link utilization, thereby
effectively improving the performance of MPTCP.

• We establish a model of multipath congestion con-
trol from an online learning perspective. This model is
designed based on multi-armed bandit (MAB), and uti-
lizes a utility function to quantify the benefit of each
arm. It can make a quick and accurate understanding
of the changing environment and converge fast to the
optimal sending rate through consecutive exploration and
exploitation.

• We implement MP-OL in the Linux kernel, and con-
duct extensive experiments in both of our laboratory
platform and real network to evaluate its performance.
Experimental results show that MP-OL achieves sig-
nificant improvements in fairness and link utilization.
Moreover, through testing in a variety of experimental
environments, we prove that MP-OL has good generaliza-
tion capability and can maintain satisfactory performance
under unstable network conditions.

The rest of this paper is organized as follows: Some related
works are introduced in Section II. In Section III, the system
model is first presented, and the way to achieve valid conges-
tion control from an online learning perspective is analyzed.
After that, our multipath congestion control algorithm MP-
OL is proposed in Section IV. To validate the effectiveness
of MP-OL, extensive performance evaluation is conducted in
Section V. At last, conclusions are drawn in Section VI.

II. RELATED WORK

A. Learning-Based Congestion Control

Machine learning is applied to congestion control to provide
flexible strategies and cope with changing network conditions.
Remy [13] is the first scheme to apply machine learning to
congestion control. Remy takes the target network assump-
tion as a prior knowledge, and generates a table that maps
network states to the corresponding actions of congestion
window (cwnd) under the guidance of an objective function.
But the premise of ensuring Remy’s performance is that the
network assumption is not violated. Hence, improved schemes
based on deep reinforcement learning (DRL) appear later (e.g.,
DRL-CC [7], Aurora [15], DeepCC [16] and DRL-TE [20]).
These schemes have better general applicability because they
all train an agent in advance and improve its behavior through
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continuous interaction with the environment. Meanwhile, their
disadvantages are equally notable. For example, the overall
time complexity and space complexity of the schemes using
the classical model of convolutional neural network (CNN)
are:

Time ∼ O

(
D∑
l=1

M 2
l ·K 2

l · Cl−1·Cl

)
, (1)

Space ∼ O

(
D∑
l=1

K 2
l · Cl−1 · Cl+

D∑
l=1

M 2
l · Cl

)
, (2)

where D is the number of convolution layers of the CNN,
l is the lth convolution layer, M 2

l is the size of the output
feature map in convolution layer l, K 2

l is the size of the con-
volution kernel in convolution layer l, Cl is the number of
convolution kernels in convolution layer l. The time complex-
ity of the CNN is a superposition of the time complexities of
all convolution layers, and the space complexity of the CNN
is jointly determined by the total number of parameters and
the sizes of the output feature map of layers. Therefore, these
DRL-based schemes are prone to suffer from high complexity,
resulting in a large amount of time and space consumed on
model training and prediction. It also has more difficulties in
quickly updating the model.

By contrast, schemes based on online learning (e.g.,
MPCC [9], Vivace [17] and PCC [21]) have no need to directly
interpret the environment or utilize the previous experience,
and thus do not generate high time and space complexity
when training the model. These schemes usually have a longer
convergence time but can react quickly to the changes of
network conditions without updating the model. For exam-
ple, MPCC [9] and Vivace [17] both design a utility function
and apply it to convex optimization, and decide their sending
rates through trial-and-error. Note that the design of utility
function is very important and deserves careful consideration.
Especially for multipath schemes, the design of utility function
is more complicated than single path schemes, which should
consider not only the global efficiency and fairness, but also
what changes should be made when the utility function is
applied to the subflow level.

B. Energy Issues and Data Issues of Machine Learning

As discussed in Section I, the development of ML mod-
els is mainly limited by the cost of R&D and practicality,
especially for those who employ off-line learning. First,
the accuracy improvement of ML models depends on the
availability of huge computational resources, with the cost
of electricity, hardware and compute time for training and
development. Taking DRL for example, Strubell et al. [18]
estimate the cost of cloud compute and electricity for train-
ing four important models [22], [23], [24], [25]. The results
show that training a NAS [25] model with 213M parameters
costs $942,973∼$3,201,722 USD on cloud compute, con-
sumes about 656,347 kWh of electricity, and emits 626,155
lbs of CO2, and higher associated costs are incurred when
the dataset is updated or the model needs to be optimized.
Second, we have more difficulties in the development of

ML models during practical production. Due to the short-
age of data resources, ML is moving towards privatization.
According to a research [26], about 70% of companies need
more than 100,000 labeled data items to ensure the confidence
of production-level model, but encounter challenges with train-
ing data quality and quantity. For existing intelligent network
control schemes, the source of training data has always been
a controversial issue. Researchers generally generate training
data on their own (e.g., using network simulator ns-3 [27])
since there are few public datasets available in this field. When
the self-generated datasets deviate from reality, the effective-
ness of the model will be severely affected. Therefore, due to
the needs for huge efficient datasets and high training costs to
ensure the reliability of an ML model, the deployability and
practicality of ML-based schemes are severely restricted.

C. Environment Assumption for Multi-Armed Bandit

In the process of congestion control, it is very neces-
sary to explore and exploit to find the optimal sending rate,
and multi-armed bandit is a reference solution to handle the
explore/exploit dilemma. Most stochastic bandit algorithms
assume that they are carried out in a stationary environment.
But the actual environment is not that ideal. To lift the restric-
tion of stationary environment assumption and make bandit
algorithms more suitable for real-world applications, there are
also works studying the non-stationary bandit problems [28],
[29], [30]. Piecewise stationary environment is a typical non-
stationary environment setting. It divides the entire time period
into S intervals, where S is a looser measure of nonstationarity,
and the expected reward of each arm is assumed to be fixed in
an interval but change between different intervals. Algorithms
are designed for various bandit settings, with knowledge of
interval S [31], [32] or unknown S [29].

III. ACHIEVING VALID CONGESTION CONTROL THROUGH

ONLINE LEARNING

In this section, we discuss how to achieve valid conges-
tion control from an online learning perspective. We model
the multipath congestion control problem as a Multi-Armed
Bandit (MAB) problem, and further simplify and improve
this model to endow it with the ability to adapt to the actual
networks with dynamic uncertainty. Through theoretical anal-
ysis, we prove the rationality of carrying out phased and
independent online learning, and elaborate the basic methods
for a decision-maker to learn the appropriate sending rate, so
as to lay the groundwork for the detailed design of MP-OL in
the next section.

A. Decision-Making Framework Construction

We model the general decision-making framework of con-
gestion control as: a Decision-Maker (DM) interacting with
a MAB system. DM selects an action per turn in order, and
obtains a reward from the probability distribution related to
this action. For end-to-end congestion control, the sender plays
the role of DM, and every action it takes is a form of gam-
bling with unknown results. The rewards can be reflected in
throughput performance, delay, packet loss, etc.
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From the view point of communication, highly dynamic
networks belong to non-stationary environment but can be
transformed into piecewise stationary environment. Assume
that the regret of each arm is affected by a bandit parame-
ter θ, and θ changes arbitrarily at arbitrary time, resulting in
dynamic regret. Since it is hard to analyze or model dynamic
regret in real network, we quantify the quality of algorithm by
calculating the difference (i.e., regret) between the reward of
the selected arm and the reward of the optimal arm.

The following problems make the decision-making of DM
more difficult:

• The probability distribution of reward for each arm in
MAB system is unknown to DM.

• The rewards observed by DM are incomplete. It can only
observe the random reward of the selected arm.

• The reward distribution is not fixed, since the network is
dynamic and new flows unceasingly join in the network,
resulting in the change of network performance metrics.

To ensure the effectiveness of the decision-making frame-
work and meet the demands of congestion control under
uncertain network conditions, DM should consecutively inter-
act (exploit and explore) with the environment to update the
reward of each arm, so as to adapt to changes.

B. Problem Formulation

Let A = {1, . . . ,A} be the set of arms, and t = 1, 2, . . . ,
be the sequence of decision round. At each round t, the sender
chooses one arm from A and obtains a regret of Ra

t . For the
convenience of calculations, we assume that the set of arms has
only two elements, i.e., A = {a1, a2}, a1 means increasing
the sending rate and a2 means decreasing the rate. The specific
variation quantity will not be discussed for the moment, but
will be mentioned in the subsequent scheme design.

In the MAB problem, the regret of arms can be obtained by
means of the regret mapping function calculation. Let fθ : rt =
fθ(xt ) represents the reward mapping function governed by
the environment’s bandit parameter θ, which means that the
learner chooses arm at at round t and gets the corresponding
reward rt . In this paper, we calculate the rewards based on
the utility value of a connection. Thus, we have:

fθ : rt = fθ(xt ) = U (xt ), (3)

where U (xt ) denotes the utility value of a flow (or a subflow
for MPTCP connections), which means that the sender trans-
mits data at rate xt and obtains a utility of U (xt ) in round
t. It is worth mentioning that the utility function can be flex-
ibly designed, and its form can be changed according to the
influential degree of different parameters.

Before starting a new round, the sender needs to decide
whether to increase or decrease the sending rate. But since it is
unknown to the sender which arm can come with the highest
reward, it needs to search for the appropriate sending rate
through exploitation and exploration in the next few rounds.

Suppose the sender chooses arm a1 in round t + 1 and
obtains U (xt+1), then the regret Ra1

t can be calculated as:

Ra1
t = rt+1 − rt = U (xt+1)− U (xt ). (4)

If we consider choosing a1 as the exploitation process by
default, then arm a2 should be chosen in the next round for
exploration. Thus, in round t + 2 the sender obtains U (xt+2)
and the corresponding regret Ra2

t is:

Ra2
t = rt+2 − rt = U (xt+2)− U (xt ). (5)

So far, we spend two rounds on determining the regret of
each arm and the arm a∗ ∈ A with the highest regret can be
obtained. Thus, in round t + 3, the sender will choose arm
a∗ since it is more likely to have the highest expected regret.
In the subsequent rounds, the sender repeats the above steps.

Remark 1 (Using MAB Rather Than Optimization Method):
Many existing congestion control designs adopt the method of
optimization. Optimization theory always assumes that exter-
nal conditions are given, and other factors can be all controlled
by one decision-maker (DM). Therefore, the optimization pro-
cess is a deterministic process. However, such an assumption
does not conform to the actual network conditions, as there
are always multiple users involved in the network, who are
not necessarily rational and sometimes have inconsistent pref-
erences, and the behavior of each user may cause the change
of the whole network conditions. For multipath transport, the
traditional methods also assume that the relationship between
different flows is competitive, while subflows cooperate to
achieve possible highest profit. However, the competitive rela-
tionship between connections is difficult to be embodied in
the design. Different from classical mathematical optimization,
game theory is concerned with the study of multi-person deci-
sion problems, and the variables that affect the outcome are
manipulated by multiple DMs, which clearly conforms bet-
ter to the characteristics of actual network. Therefore, we do
not adopt the traditional optimization methods (e.g., convex
optimization) when designing our scheme, but design the util-
ity function by considering the fact that subflows or flows
interact with each other. Our design utilizes a method based
on MAB to conduct exploration and exploitation.

Remark 2 (Suggestion on the Variation Quantity of Rate):
In order to ensure that the sending rate can quickly converge
to the optimal value, the variation quantity should be a vari-
able that can be adjusted adaptively according to the network
state rather than a constant. According to [17], we convert the
gradient of the utility function into the change in rate to incre-
mentally gain confidence in their decisions. As stated above,
the regret of choosing each arm in round t has been given,
we can determine the direction and quantity of rate variation
according to Ra1

t and Ra2
t . Let Regt = Ra1

t − Ra2
t , which

represents the regret of choosing arm a1 rather than arm a2
in round t. If Regt > 0, the sender gains more confidence
in increasing the rate, and vice versa. Let Δx be the differ-
ence between the rates of two arms, the gradient of the utility
function is:

γ =
Regt
Δx

=
Ra1

t −Ra2
t

Δx
=

U (xt+1)− U (xt+2)

xt+1 − xt+2
, (6)

which indicates the rate of return (RoR) of selecting arm a1.
The larger γ is, the more likely it is to get a high reward
by increasing the sending rate. Otherwise, if γ is negative,
consider reducing the rate. Let |γ| be the absolute value of γ,
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the greater |γ| is, the greater the variation quantity of the rate
is. Hence, in round t + 3, the sender should transmit data at
rate xnew = xt + βγ, where β > 0 is a conversion factor.

Remark 3 (Abrupt Changes in the Environment): As sug-
gested in [30], the bandit parameter θ shifts at unknown
time instants, but remains constant in every epoch, i.e., the
regret distribution between any two continuous change points
remains unchanged, which can be represented as:

r0, r1, . . . , rtc1−1︸ ︷︷ ︸
distributed by fθc0

, . . . , rtcS , rtcS+1, . . . , rT︸ ︷︷ ︸
distributed by fθcS

, (7)

where {tci }Si=1 is the set of the change points of regret dis-
tribution and {θci }Si=0 is the corresponding set of bandit
parameters. The sender has no knowledge of {tci }Si=1 and
{θci }Si=0, and fθ can be extended to complicated dependency
structures without affecting the design of our scheme.

The scenario described by Eq. (7) fits the actual network
in a certain way: The network state may remain stable over
a period of time, but change significantly when certain events
arrive (e.g., unexpected traffic burst and handoff). Bandit
parameter θ is considered as the characteristic of environ-
ment, and different network states also correspond to different
θ. These characteristics should be used as the contexts of
online learning, and the online learning system produces dif-
ferent results according to different contexts. Therefore, the
online learning processes under different network states can
be independent of each other.

We decide to adopt a phased online learning approach
that can respond to the variation of network state. When the
characteristic of the environment changes, the online learning
process will enter a new phase, and no longer care about the
information of the previous phase.

IV. ONLINE MULTIPATH CONGESTION CONTROL DESIGN

In this section, we present the detailed design of MP-OL.
The procedure of MP-OL includes slow start, online learning
and network state monitoring. We design a utility function as
the optimization objective of online learning, which consid-
ers the cooperative relations between subflows or flows and
enables flows to achieve a win-win result through cooper-
ative game. As discussed in Section III-B, MP-OL adopts
phased online learning. After finishing slow start, MP-OL
starts online learning and monitors the dynamic change of
network through a lightweight clustering method. When there
is an obvious change in network state, MP-OL will start a new
learning process. In general, MP-OL is practical and easy to
deploy since it only requires sender-side changes and does not
need datasets or pre-trained models. The basic framework of
MP-OL algorithm is illustrated in Fig. 1.

A. Per-Subflow Utility Function of MP-OL

Before designing the utility function, we first consider a
scenario in which m participants (flows/users) compete in the
same environment. At this point, the ideal situation is that they
are engaged in cooperative game. We hope that their respec-
tive payoffs can converge to similar values, so as to ensure

Fig. 1. Algorithm framework of MP-OL.

intra-protocol fairness. Meanwhile, if some actions of one
participant deviate from the prescribed strategy, the other par-
ticipants will show small regret to ensure that their sequences
of actions do not change radically. Similarly, for an MPTCP
connection with multiple subflows, all its subflows are also
engaged in cooperative game, and such relationships should
be taken into account when designing the utility function.

Consider an MPTCP connection f consists of a set of sub-
flows df . For one subflow j ∈ df , we design its utility
function as:

Uj =

⎛
⎝ ∑

i∈df ,i �=j

xi

⎞
⎠

a

+ xj
a − bxjLj − cxj

d
(
RTTj

)
dT

, (8)

where
∑

i∈df ,i �=j xi denotes the aggregate of sending rates of
all subflows belonging to connection f except for subflow j.
Lj , xj and d(RTTj )

dT denote the loss rate, sending rate and
latency gradient [17] of subflow j, respectively. a, b and c are
constants with the value range of 0 ≤ a < 1, b > 0, c ≥ 0.

Eq. (8) includes two parts: connection part and subflow
part. The connection part uses the sending rates of other sub-
flows to evaluate the impact of the actions of subflow j on the
whole connection f. While the subflow part only cares about
the impact of subflow j on itself.

Remark 4 (Loosely Coupled Subflows): In Eq. (8), subflows
are designed to be loosely coupled with each other. This is
because when MPTCP is used in practice, its subflows usually
go through different networks, and the loss rate and latency
gradient experienced by each subflow are not necessarily coin-
cident. Thus, each subflow should have higher independence
and mainly learn the information of its own link, so as to avoid
being affected by subflows on the worse links.

Remark 5 (Cooperative Game and Convergence to a Fair
Equilibrium): The utility function is designed to encourage all
flows involved to play the game in a cooperative manner.

When subflow j shares the same bottleneck link with other
m−1 subflows, even if subflow j increases its sending rate
and takes up more bandwidth than its fair share, the other
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subflows will reduce their rates accordingly. As a result, sub-
flow j receives a negative feedback from the connection part,
which stimulates it to adjust its sending rate to the right direc-
tion in the next couple of rounds. Therefore, the sending rates
of m subflows will eventually converge to an equilibrium point
(x∗1 , x∗2 , . . . , x∗m ) with x∗1 = x∗2 = · · · = x∗m .

Next, considering more general cases, regardless of whether
some subflows are sharing the same bottleneck link. Use dl
to represent the set of flows that pass link l, where j ∈ dl .

In Eq. (8), if the impact of other flows (j excluded) in link
l is not considered, then Lj and d(RTTj )

dT can be regarded as
constants, and we have:

∂Uj

∂xj
= axj

a−1 − bLj − c
d
(
RTTj

)
dT

, (9)

∂2Uj

∂xj 2
= a(a − 1)xj

a−2 < 0. (10)

Therefore, Nash equilibrium [33], [34] exists. Set X j
1 as the

Nash equilibrium, where ∂Uj (X
j
1 )

∂xj
= 0, X j

1 > 0. Considering
the fact that the actions of the participants are interacted, we
assume the relationships between loss rate, latency gradient
and the aggregate sending rate of link l as:

Lj = 1− e−
∑

i∈dl
xi

B , (11)

d
(
RTTj

)
dT

= T − e
−

∑
i∈dl

xi+R2

R1 , (12)

where B, T, R1 and R2 are constants with the value range of
B ,R1 > 0, T ≥ 1, R2 ≤ 0.

First, suppose all flows are still engaged in non-cooperative
game. So there are:

∂Uj

∂xj
= axj

a−1 +

(
b − bxj

B

)
e−

∑
i∈dl

xi

B

+

(
c − cxj

R1

)
e
−

∑
i∈dl

xi+R2

R1 − b − cT , (13)

∂2Uj

∂xj 2
= a(a − 1)xj

a−2 +

(
bxj
B2

− 2b

B

)
e−

∑
i∈dl

xi

B

+

(
cxj

R1
2
− 2c

R1

)
e
−

∑
i∈dl

xi+R2

R1 , (14)

where exists X j
2 > 0 such that ∂Uj (X

j
2 )

∂xj
= 0, and X j

2 is
negatively correlated with

∑
i∈dl ,i �=j xi . Because each flow

only cares about individual rationality and tends to increase its
sending rate, while does not want any other flows to increase
their sending rate, the final Nash equilibrium satisfies: ∀i , k ∈
dl ,X

i
2 = X k

2 .
Second, suppose all flows are engaged in cooperative game.

Take all flows in set dl as an example, and dl is a grand
coalition consists of q members. Set X =

∑
i∈d l

xi , so the
utility function of the coalition is:

Ul (X) = Xa − bX
(
1− e−

X
B

)
− cX

(
T − e

−X+R2
R1

)
, (15)

and we have:
∂Ul

∂X
= aXa−1 +

(
b − bX

B

)
e−

X
B

+

(
c − cX

R1

)
e
−X+R2

R1 − b − cT , (16)

∂2Ul

∂X2
< 0. (17)

There exists X3 > 0 such that ∂Ul (X3)
∂X = 0, which

is the Nash equilibrium of the game between coalition and
“Nature”. And it satisfies: ∀i ∈ dl ,X3/q ≥ X i

2 , so there is
Ul (X3) ≥ max

∑
i∈d l

Uj (xi ), which means the coalition can
create most cooperative surplus and acquire higher utility than
non-cooperation when all flows i ∈ dl are engaged in cooper-
ation, so no participant is willing to withdraw from the grand
coalition and make independent decisions.

After the grand coalition obtains the effective aggregate
sending rate X3 =

∑
i∈d l

xi , the next step is to allocate the
sending rate fairly within the coalition. Suppose dl contains q
flows and all participants are of equal status, the equilibrium
point (x∗1 , x∗2 , . . . , x∗q ) of final allocation result will satisfy
x∗1 = x∗2 = · · · = x∗q = X3/q .

Therefore, compared with non-cooperative game, flows can
achieve higher sending rates and utility values when we
emphasize both individual rationality and collective rationality.
The above steps prove that flows on link l can obtain effec-
tive and fair sending rate through cooperative game. Similarly,
this conclusion can also be extended to the flows in a whole
network.

B. Per-Subflow Rate Control of MP-OL

As depicted in Fig. 1, MP-OL consists of three phases
and each of which adopts different rate control methods.
MP-OL starts with Slow Start Phase, and then iteratively exe-
cutes Online Learning Phase and Network State Monitoring
Phase multiple times. The iteration continues until the transfer
completes or the connection terminates. Each subflow opti-
mizes its rate independently and asynchronously, and shifts
between these three phases without affecting other subflows.
We divide time into consecutive Monitor Intervals (MIs). Each
MI monopolizes one transmission round, which means that the
duration of one MI is 1 RTT (Round-Trip Time). For any sub-
flow j ∈ df , it selects a sending rate at the beginning of each
MI, and calculates its utility value according to Eq. (8) at the
end of the MI.

1) Slow Start Phase: MP-OL starts at Slow Start Phase.
Subflow j selects a sending rate at the beginning of the first
MI, and then doubles its sending rate every RTT until the
utility value decreases for the first time. Then, it exits Slow
Start Phase permanently.

2) Online Learning Phase: After exiting Slow Start
Phase, MP-OL enters Online Learning Phase. As stated in
Section III-B, MP-OL will spend two MIs deciding whether
to increase or decrease the sending rate. Suppose the current
sending rate of subflow j is r0, and the utility value is u0. In the
next two MIs, the sender adopts the sending rate of r0(1− ε)
and r0(1 + ε) respectively and gains the corresponding util-
ity values u1 and u2, where ε decides the learning step of
senders. In the process of exploitation and exploration, we
only plan to learn the direction to which the rate should be
changed. Thus, we choose small learning step to contribute
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Fig. 2. Illustrations of the methods used in Online Learning Phase and
Network State Monitoring Phase.

to the stability of the algorithm. The range of ε is recom-
mended as ε ∈ [0.1, 0.01], and in the experimentation, we
choose ε = 0.05. So far, the sender has selected arm a1 and
a2 successively, and it needs to calculate two gradients of the
utility function to estimate the best arm a∗:

γ1 =
u0 − u1
εr0

, γ2 =
u2 − u0
εr0

. (18)

The family of utility functions in Eq. (8) belongs to the cat-
egory of “socially-concave” when a ≤ 1 in game theory [35].
We depict them as Fig. 2(a). According to the characteristic
of the utility function: If γ1 · γ2 > 0, and γ1 and γ2 are both
positive, increase the sending rate in the next MI. If γ1 and γ2
are both negative, decrease the sending rate in the next MI.
According to Eq. (6), the variation quantity of sending rate
Δr changes dynamically and can be calculated as:

Δr = β
u1 − u2

r0(1− ε)− r0(1 + ε)
= β

u2 − u1
2εr0

, (19)

so the sending rate adopted in the next MI is rnew = r0+Δr .
From Fig. 2(a) we can find that when the sending rate is

close to the optimal value, the effect of using the gradients of
utility function to adjust the sending rate will be no longer sat-
isfactory. If we insist on using online learning, the algorithm
will fall into a dilemma of slow convergence but high comput-
ing overhead. Therefore, MP-OL exits Online Learning Phase
temporarily when γ1 · γ2 ≤ 0 and adopts a low-complexity
traditional method to fine tune its congestion windows (cwnd).

3) Network State Monitoring Phase: In Network State
Monitoring Phase, cwnd retains the values learned in the
previous phase, and MP-OL adopts a coupled window
adjustment strategy based on additive increase multiplicative
decrease (AIMD) to continue to fine-tune cwnd, and the
detailed adjustment method is the same as LIA [3].
Meanwhile, the sender also regularly monitors the change
of network state. If it is detected that the network state has
changed significantly, the sending rate learned previously will
be no longer appropriate. Thus, subflow j needs to re-enter
Online Learning Phase to learn a new sending rate suitable
for current network conditions. Otherwise, subflow j continues
monitoring.

MP-OL applies the method of clustering analysis to monitor
the variation of network state. We set n MIs as one Monitoring
Period (MP), during which the sender will record the loss
rate l and latency r experienced by subflow j in each MI,

represented as P = {(l1, r1), (l2, r2), . . . , (ln , rn )}. Then the
sender accesses the information of the previous MP: P ′ =
{(ln+1, rn+1), (ln+2, rn+2), . . . , (l2n , r2n )}. It regards these
two sets of data as two clusters and calculates the distance dc
between them. In Network State Monitoring Phase, MP-OL
only records the network state information of two MPs: the
current MP and the previous MP. There is no need to store
any more history information.

Before clustering analysis, we should first normalize these
two sets of data. MP-OL adopts Min-Max Normalization to
perform a linear transformation on the original data, and make
them fall in the range of [0, 1], so as to transform loss rate
and latency into dimensionless quantities, while preserving the
relationships among the original data values. The calculation
method is given below:

• For sequence l1, l2, . . . , ln , ln+1, ln+2, . . . , l2n , perform:

l∗i =

li − min
1≤j≤2n

{
lj
}

max
1≤j≤2n

{
lj
}− min

1≤j≤2n

{
lj
} , (20)

such that a new sequence l∗1 , l∗2 , . . . , l∗n , l∗n+1, l
∗
n+2, . . . , l

∗
2n is

obtained, which is dimensionless and satisfies l∗i ∈ [0, 1].
• Similarly, for r1, r2, . . . , rn , rn+1, rn+2, . . . , r2n , the

new sequence is r∗1 , r∗2 , . . . , r∗n , r∗n+1, r
∗
n+2, . . . , r

∗
2n .

So far, we have mapped the two original sets P and
P ′ to two new sets N = {(l∗1 , r∗1 ), (l∗2 , r∗2 ), . . . , (l∗n , r∗n )}
and N ′ = {(l∗n+1, r

∗
n+1), (l

∗
n+2, r

∗
n+2), . . . , (l

∗
2n , r

∗
2n )}. As

shown in Fig. 2(b), MP-OL regards set N and set N ′ as
two clusters and calculates their respective centroids (L, R)
and (L′,R′), where L = (l∗1 + l∗2 + · · ·+ l∗n )/n , R =
(r∗1 + r∗2 + · · ·+ r∗n)/n , and so is the calculation of L′ and R′.
Thus, the Euclidean distance dc between these two clusters is:

dc =

√
(L− L′)2 + (R − R′)2. (21)

MP-OL sets a threshold d for the distance in advance. If
dc ≤ d , the network state has not changed significantly, sub-
flow j stays in Network State Monitoring Phase and continues
monitoring. If dc > d , the network state has changed signif-
icantly, therefore, subflow j re-enters Online Learning Phase
to learn a new proper sending rate. Different combinations of
n and d have different effects, we will test and analyse the
values of n and d in the next section.

Remark 6 (A Discussion on the Complexity of MP-OL):
Eq. (8) implies O(n) time complexity (n is the number of
subflows) of Online Learning Phase, which means MP-OL
has the same time complexity as the traditional AIMD-based
methods. The number of subflows is the main factor affecting
the efficiency of MP-OL. When there is a large number of
subflows, the O(n) time complexity will lead to a decrease in
efficiency. But given that MPTCP generally does not deploy
too many subflows in practice, the effect of O(n) time com-
plexity on MP-OL can be neglected. At the same time, the
space complexity of MP-OL is O(1), for it only temporar-
ily occupies a fixed size of storage space during operation.
Therefore, MP-OL is superior to those schemes that employ
off-line learning or DRL in terms of both time complexity and
space complexity.
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Fig. 3. The structure of platform used in the experiments.

Fig. 4. Topologies that can be implemented in our laboratory platform.

Remark 7 (The Impact of the Environment Assumption on
MP-OL): The magnitude of environment change determines
whether our algorithm should react to the change. When it is
small, re-using the previous model only comes with a very
small additional regret. Thus, maintaining the previous learn-
ing model will not bring obvious negative influence, and might
be more efficient and lower-cost than learning a new model.

V. PERFORMANCE EVALUATION

We implement the proposed algorithm MP-OL in the Linux
kernel, and conduct sufficient experiments on our laboratory
platform as well as in a real network environment. We choose
Olia [4], Balia [36], wVegas [37] and MPCC [9] as the con-
trastive MPTCP variants, where Olia, Balia and wVegas are
all implemented in the Linux kernel, and MPCC is an online-
learning-based MPTCP congestion control algorithm proposed
recently. In this section, as recommended in [17], we set
a = 0.9, b = 11, c = 1. Unless otherwise specified, MP-
OL sets n = 5 and d = 0.5 by default. The reason for this
choice will be introduced in subsequent experiments. Fig. 3
depicts the structure of our deployed laboratory platform. All
the servers and clients are running on Linux ubuntu 16.04 OS
with MPTCP kernel version 4.19.196 [38]. In this platform,
we can implement the topologies shown in Fig. 4 to simulate
different network scenarios for testing.

Note that the application of MP-OL is not limited to
MPTCP, its congestion control method is universal among var-
ious multipath protocols. For example, the congestion control
methods of MPTCP and MPQUIC [39] are basically the same,
but considering that MPQUIC traffic only accounts for a very
small part of all UDP traffic at present, and still lacks techni-
cal achievements that turn research into revenue. Therefore,
we implement MP-OL based on MPTCP to provide more
adequate performance comparison.

Fig. 5. Goodputs of MPTCP variants under varying random packet loss
rates.

A. Resilience to Non-Congestion Loss

We first test the resilience to non-congestion loss of our
algorithm. In real networks, packet loss is not only caused
by congestion, but also by interference, link failure and han-
dover. The design of MP-OL includes some anti-packet loss
measures. To validate this feature, we employ the topology
of Fig. 4(a), and set the delay to 30ms and bandwidth to
100Mbps. We add different random packet loss rates on Link1,
run iperf3 [40] for 120 seconds, and count the goodput of each
MPTCP variant. The result is illustrated in Fig. 5.

In Fig. 5, as the random packet loss rate increases from
0% to 10%, the goodputs of the variants of MPTCP decrease
accordingly, but at different rates, which means that the degree
to which loss rate influences goodput varies with the algo-
rithm. As loss-based congestion control algorithms, Olia and
Balia both perform poorly in non-congestion loss environment
even if the loss rate is as low as 0.2%. When the loss rate
reaches to 3%, their goodputs decrease by more than 75%.
Delay-based algorithm wVegas is also unable to achieve high
goodput in the whole random loss rate range. MPCC can guar-
antee higher goodput when loss rate does not exceed 1%, but
its goodput still drops rapidly to less than half its best value
at any higher loss rate. This means that the random packet
loss rate that MPCC can tolerate is less than 2%. MP-OL has
better performance over a wider range. The goodput curve
of MP-OL decreases the slowest among all the curves, which
means that MP-OL maintains higher goodput across the entire
range and can tolerate higher random packet loss rate than all
other MPTCP variants. Even if there are a lot of random lost
packets, MP-OL can try higher sending rates since it relies on
the gradient of the utility function and adjusts its sending rate
based on exploitation and exploration. Therefore, MP-OL has
more chances to achieve a higher goodput under high random
packet loss rates. Specifically, the performance benefit of MP-
OL is significant when loss rate is in the range of 0% ∼ 2%,
and as loss rate increases to 3%, MP-OL can still achieve 55%
of its best goodput, which significantly outperforms MPCC.

B. TCP-Friendliness and Intra-Protocol Fairness

In this part, we use the topology of Fig. 4(b) to study
the TCP-friendliness, and investigate how different MPTCP
variants interact with delay-based TCP (Vegas [41]) and loss-
based TCP (Cubic [42]). The delay and bandwidth of Link1
are set to 30ms and 100Mbps, respectively. And we use the
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Fig. 6. Jain’s fairness index of different MPTCP variants.

topology of Fig. 4(d) to study the intra-protocol fairness and
test how MP-OL interacts with different MPTCP variants, in
which the delay and bandwidth of Link1 and Link2 are both set
to 30ms and 50Mbps, respectively. We choose Jain’s fairness
index (JFI) [43], a widely known metric used for evaluating
the fairness of resource allocation among traffic flows, to intu-
itively compare the fairness of different MPTCP variants. We
run iperf3 for 120 seconds and calculate the JFI for differ-
ent MPTCP variants in three cases. The values of JFI lie in
the range of [0.5, 1], where the value of 1 indicates maximal
fairness. The results are shown in Fig. 6.

First, we let MPTCP subflows share the same bottleneck
link with a TCP Vegas flow. Experimental results show that
Olia and Balia obtain JFIs close to 0.5, which means they
monopolize almost all the bandwidth resources and are very
unfriendly to delay-based TCP. The JFIs of MPCC and wVe-
gas are very close to 1, which means they can share the
bandwidth with delay-based TCP with almost perfect fair-
ness. MP-OL’s JFI is slightly lower than that of MPCC or
wVegas because it adjusts its cwnd according to the tradi-
tional method in Network State Monitoring Phase (i.e., cwnd
is increased by 1 for each RTT). But when in cooperation
with Online Learning Phase, to delay-based TCP, MP-OL
still shows significantly better friendliness than Olia or Balia.
Second, we let MPTCP subflows share the same bottleneck
link with a TCP Cubic flow. The results show that the JFI
obtained by MP-OL is extremely close to 1 and significantly
better than loss-based MPCC, Olia and Balia. While wVe-
gas can hardly compete with loss-based TCP, achieving the
worst system fairness, most of its bandwidth is preempted
by Cubic. MP-OL provides the best friendliness to loss-based
TCP among the five MPTCP variants. Finally we test the intra-
protocol fairness and the friendliness of MP-OL to different
types of MPTCP variants. The MPTCP variants involved can
be divided into three types: online-learning-based (MP-OL,
MPCC), loss-based (Olia, Balia) and delay-based (wVegas).
The results show that when an MP-OL flow competes with
another MP-OL flow, they can obtain a JFI extremely close to
1 and share the network resources equally, indicating that the
intra-protocol fairness is satisfied. Moreover, no matter com-
peting with loss-based, delay-based or online-learning-based
MPTCP, MP-OL can always obtain JFIs that are close to 1
and ensure fairness.

Fig. 7. File download performance of MP-OL and other four MPTCP
variants.

On the whole, MP-OL has good TCP-friendliness,
MPTCP-friendliness and intra-protocol fairness.

C. Transmission Performances for Different Sizes of Flows

The actual network is filled with various sizes and types
of data, which is also an important factor affecting the
performance of MPTCP. According to the sizes of data
flows, the existing researches usually classify flows into two
categories: mice flows and elephant flows. For different cate-
gories of flows, the key factors that affect the transmission
performance are different. For mice flows, the key factors
could be the design of slow start phase or delay. While for
elephant flows, it could be bandwidth.

This section studies the ability of MPTCP variants to deal
with different categories of flows. As for the classification of
flows, we refer to the definition in [44]: Flows with sizes less
than 1MB are mice flows, while flows with sizes larger than
1MB are elephant flows. We adopt the topology of Fig. 4(c),
and set the delay and bandwidth of Link1 and Link2 both to
30ms and 50Mbps respectively. We control the size of a flow
by setting a file of a given size and using it for transmission.
The larger the file size, the larger the flow size. The average
throughputs for file downloads are illustrated in Fig. 7.

We observe that MPCC performs very poorly in transmitting
mice flows, especially when the flow size is less than 0.3MB.
When transmitting 0.03MB files, MPCC can only achieve
about 50% of the throughput of Olia, Balia and wVegas, or
90% of the throughput of MP-OL. When the file size grows
to 0.1MB, the throughput of MPCC begins to reach that of
Olia, Balia and wVegas, but is still far inferior to MP-OL. We
believe that the problem is in the slow start phase. MP-OL
has the same exit condition for slow start as MPCC. They
both exit slow start phase permanently once the utility value
declines, but MP-OL still performs much better in mice flow
transmission. We attribute it to the poor design of utility func-
tions. MPCC only empirically expands the design of single
path scheme PCC [17], [21] and uses the aggregate sending
rate of all subflows in its utility function. As a result, the action
of a single subflow is susceptible to the overall performance
of the flow or the dynamic state variety of the network. Thus,
the exit condition for slow start phase is more likely to be
triggered accidentally, and thus quitting slow start untimely
and entering the probing state with slow convergence speed.

With the increase of flow size, the defects of MPCC’s slow
start phase are gradually diluted. In contrast, MP-OL always
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TABLE I
THE VARIATION OF NETWORK PARAMETERS IN SITUATION 1

performs well in dealing with different categories of flows,
and achieves the best overall performance. MP-OL’s advan-
tages is especially noticeable when transmitting mice flows. It
achieves 25% ∼ 90% higher throughput than MPCC, which
is also 1% ∼ 40% higher than wVegas, Olia and Balia. This
is because we improve the design of the utility function of
MP-OL such that a single subflow is less susceptible to the
performance of other subflows or the dynamic state variety of
the network, and can fully play the advantages of slow start
phase to accelerate mice flows. As flow size increases from
10MB to 100MB, MP-OL reaches high throughput rapidly,
which is basically consistent with MPCC, and it can guarantee
the highest or near highest throughput, which is by no means
inferior to other MPTCP variants. Due to the fixed network
parameters and overall stable network state, MP-OL cannot
give full play to its ability to optimize throughput under unsta-
ble network conditions, and hence does not show an obvious
advantage when transmitting flows larger than 10MB. Anyway,
MP-OL inherits the advantage on throughput performance of
MPCC in transmitting elephant flows, and in addition achieves
the performance improvement of mice flows. This part also
proves the effectiveness of our hypothesis about the relation-
ship between subflows or flows, and their cooperative relations
are reflected in the design of our utility function, which is also
proven to be effective.

D. Coping With Varying Network Configuration

Previous experiments are conducted under fixed network
parameters. Next, we intend to study the impact of chang-
ing network parameters. We adopt the topology similar to
Fig. 4(e), and run iperf3 for 150 seconds, during which we
modify the network configuration regularly. In each round of
testing, we set the bandwidths of Link 1 and Link 2 both to
200Mbps and change the delay and loss rate of each link, and
delay jitter is also considered. We simulate the moderate vari-
ation and drastic variation of network state, which are called
Situation 1 and Situation 2, respectively. Each MPTCP flow
contains two subflows: Subflow 1 on Link 1 and Subflow 2
on Link 2. The variation of network parameters of Link 1 and
Link 2 are shown in Table I and Table II.

We deploy the configuration of Situation 1 and Situation 2,
respectively, and test the performance of MP-OL, MPCC,
wVegas and Olia. The throughput curves along with time
of each subflow are shown in Fig. 8 and Fig. 9. As seen in
Fig. 8, MP-OL has better average throughput than the other
MPTCP variants, and can accurately identify every change
point of network state and make timely adjustments. Observing
the characteristics of MP-OL curves, we can find that it

TABLE II
THE VARIATION OF NETWORK PARAMETERS IN SITUATION 2

Fig. 8. Throughput comparison of MPTCP variants in Situation 1.

combines the advantages of MPCC and Olia, and achieves
the highest bandwidth utilization among all MPTCP variants:
First, the throughput of MP-OL converges to a relatively good
value quickly, and then continues moving towards the optimal
value. Second, MP-OL can always maintain a relatively stable
throughput, while the throughput of MPCC and wVegas both
fluctuate much more significantly. For some applications such
as multimedia, the highly fluctuating throughput is undesir-
able [45], and our scheme MP-OL is thus more preferable. In
Fig. 9 we reach similar conclusions. In addition, we find that
the throughput of MP-OL can still gradually converge to the
optimal value even when the network state changes drastically,
while the throughputs of MPCC and wVegas tend to remain
stagnant after reaching a low performance, and cannot carry
on further exploration and improvement.

E. Performance Comparison Under Different Monitoring
Parameters

In Section IV-B3, we introduce two monitoring parame-
ters: Monitoring Period n and the threshold d for the distance
between clusters. In our design, n determines the length of
MP-OL’s decision cycle and the impact of outliers on the
decision results, and d determines the perception of MP-OL
towards the change extent of network state. In the previous
experiments, we set n = 5 and d = 0.5 by default, now we
want to learn more about the influence of parameters n and
d on the performance of MP-OL. We adopt the same topol-
ogy, network configurations and operations as Section V-D,
and set n ∈ {1, 2, . . . , 10} and d ∈ {0.1, 0.2, . . . , 0.8}, which
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Fig. 9. Throughput comparison of MPTCP variants in Situation 2.

Fig. 10. The average throughput of MP-OL when selecting each combination
of n and d in Situation 1 and Situation 2.

amounts to 10 × 8 = 80 different combination plans. We cal-
culate the average throughput of MP-OL in each combination
[n, d]. The results are illustrated in Fig. 10(a) and Fig. 10(b).
We also plot the throughput curves of Subflow1 and Subflow2
along with time when parameters n and d reach their minima
and maxima, namely [n = 1, d = 0.1] and [n = 10, d = 0.8].
The results are shown in Fig. 11.

Fig. 10(a) and Fig. 10(b) can provide reference basis for the
values of n and d. We infer that, in most cases, the combina-
tions of a large n with a small d or a small n with a large d
are not recommended, for they interfere with the model’s judg-
ment of network states. The recommended ranges of values for
n and d are n ∈ [4, 7] and d ∈ [0.3, 0.6), but can also be mod-
ified according to actual conditions. Compare Fig. 11(a) with
Fig. 8(c), Fig. 11(b) with Fig. 8(d), Fig. 11(c) with Fig. 9(c),
and Fig. 11(d) with Fig. 9(d), we can further recognize the
influence of parameters n and d on MP-OL’s behavior. No
matter how the network configuration changes, when we set
[n = 1, d = 0.1], the characteristics of the throughput curves of
MP-OL share many similarities with MPCC. And when we set
[n = 10, d = 0.8], MP-OL behaves like Olia. This is because
when n = 1, d = 0.1, MP-OL exits Network State Monitoring
Phase easily and quickly, which means its behavior is almost
completely controlled by Online Learning Phase. Similarly,
when n = 10, d = 0.8, the cycle of Network State Monitoring
Phase becomes longer and the exit condition is more difficult
to be met, which means that MP-OL will spend the majority
of time on Network State Monitoring Phase during the whole

Fig. 11. The throughput curves of MP-OL when it sets [n = 1, d = 0.1]
and [n = 10, d = 0.8] respectively in Situation 1 and Situation 2.

transmission process, and consequently degrades into an Olia
experience.

As to Monitoring Period n, the larger n is, the more time
MP-OL will spend on monitoring, but the less easily the
monitoring results are affected by outliers, resulting in good
performance of the system in steady state. While with a
smaller n, although MP-OL can respond more quickly to the
variation of network state, it is more likely to suffer from inac-
curate judgment and thus cause unstable state of the system.
When n is very small, even if the network fluctuates slightly
at a certain time, resulting in short-term loss rate fluctuation
and latency fluctuation, MP-OL will misjudge some jitters
within the normal range as significant changes of the network
state. In conclusion, parameter n or parameter d does not exist
independently, they collaborate to determine how MP-OL’s
Online Learning Phase and Network State Monitoring Phase
fit together. Reasonable values are conducive to fully play the
respective advantages of these two phases and achieve better
performance through effective cooperation.

F. Benefits in Real Network

In addition to experiments on controlled networks, we also
test our scheme in a real network environment. We deploy an
MPTCP server on the cloud located in a foreign country and
download a 100MB file from the cloud-based server using both
Wi-Fi and 4G. Considering the diurnal patterns for Internet
usage [46], we conduct our tests in two different periods of
the day. The total throughput of MPTCP and the throughput
of each subflow are shown in Fig. 12. It can be observed that
wVegas is hard to work in real network, as it achieves the
lowest total throughput and 4G only accounts for 20% ∼ 42%
of the total throughput. MPCC, Olia and Balia have unstable
performance due to the continuous influence of environmen-
tal factors. Their throughputs on Wi-Fi are the most unstable,
with the fluctuating range over 50%. While MP-OL achieves
the highest total throughput of 7.3Mbps ∼ 8Mbps , its fluctu-
ating range is under 35%. Similar to the results in controlled
networks, MP-OL achieves the most significant throughput
improvement among all tested MPTCP variants on both Wi-Fi
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Fig. 12. Tests in real network during different periods of the day, files are
downloaded from a cloud-based server using both Wi-Fi and 4G.

link and 4G link. Additionally, MP-OL also shows better sta-
bility and has smaller throughput fluctuation on both the whole
connection and the subflows.

Jointly considering the results in Sections V-D, V-E and V-F,
we find that MP-OL can adapt well to various change modes
of the network environment, perform well in real network,
and is basically excelled than the other MPTCP variants. This
proves that MP-OL obtains good generalization capability by
reasonably setting the monitoring parameters n and d.

VI. CONCLUSION

In this paper, we analyzed the congestion control of
multipath transmission from the perspective of online learning,
and proposed MP-OL, a phased online multipath congestion
control algorithm. In our proposal, with a MAB-based model
and clever design of the utility function, we enable subflows
and flows to achieve significant performance benefits through
cooperative game. We also adopted a near-optimal rate control
method, which improves the algorithm efficiency and reduces
the computational complexity.

We implemented MP-OL in the Linux kernel. Experimental
results proved that MP-OL overcomes the limitations of the
existing online approaches. We also demonstrated the advan-
tages of our scheme in fairness, link utilization, resilience to
non-congestion loss, and adaptability to unstable network con-
ditions over the conventional approaches. Our evaluation of
MP-OL’s performance in real network motivates further eval-
uation of MP-OL in some other network scenarios, such as
data center and time-sensitive network. Additionally, our cur-
rent scheme is designed centering around online learning that
has to sacrifice a fraction of convergence speed and accuracy to
ensure flexibility and lightweight. Thus, the tradeoff between
efficiency and effectiveness also deserves further study.
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