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Congestion Mitigation in Quantum Networks
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Abstract—The quantum network is designed to connect
numerous quantum nodes and support various ground-breaking
quantum applications. Most of these applications require commu-
nicating parties to share entangled pairs. Therefore, entanglement
routing, a technology distributing entangled pairs between dis-
tant quantum nodes, plays a vital role in realizing quantum
networks’ capability. However, due to the limitation of quan-
tum memory size and quantum decoherence, the entangled pairs
shared by adjacent quantum nodes can hardly satisfy con-
current entanglement routing requests, thus leading to severe
network congestion. In this paper, we propose a novel conges-
tion mitigation (CM) scheme to tackle such bottleneck problems.
The basic idea of CM is to “recycle” idle link-level entangle-
ment resources from well-resourced links to bottleneck links
utilizing a unique enabling technology of quantum networks,
called entanglement swapping. CM can increase the capacity
of each bottleneck link, thus overcoming resource limitations to
improve resource utilization and network throughput. To com-
plete our work, we also propose a swapping-based entanglement
routing design, including path selection and resource allocation
algorithms. Extensive simulations show that our design can sig-
nificantly alleviate network congestion and improve the request
service rate of quantum networks compared to the traditional
entanglement routing designs.

Index Terms—Quantum networks, entanglement routing,
entanglement swapping, congestion mitigation.

Manuscript received 18 June 2022; revised 1 November 2022; accepted
8 May 2023. Date of publication 12 May 2023; date of current version
12 December 2023. This work is supported in part by National Scientific and
Technological Innovation 2030 Major Project of Quantum Communications
and Quantum Computers under grant No. 2021ZD0301301, Anhui Initiative
in Quantum Information Technologies under grant No. AHY 150300, Youth
Innovation Promotion Association Chinese Academy of Science (CAS) under
grant No. Y202093, and JSPS KAKENHI under Grant No. 23H03380. The
associate editor coordinating the review of this article and approving it for
publication was C. Avin. (Corresponding authors: Jian Li; Kaiping Xue.)

Zhonghui Li, Jian Li, Kaiping Xue, Nenghai Yu, and Qibin Sun are
with the School of Cyber Science and Technology and the School of
Information Science and Technology, University of Science and Technology
of China, Hefei 230027, Anhui, China (e-mail: lijian9@ustc.edu.cn;
kpxue@ustc.edu.cn).

David S. L. Wei is with the Department of Computer and Information
Science, Fordham University, Bronx, NY 10458 USA.

Ruidong Li is with the College of Science and Engineering, Kanazawa
University, Kanazawa 920-1192, Japan.

Jun Lu is with the School of Cyber Science and Technology, the School
of Information Science and Technology, and the Department of Electronic
Engineering and Information Science, University of Science and Technology
of China, Hefei 230027, Anhui, China.

Digital Object Identifier 10.1109/TNSM.2023.3275815

, Graduate Student Member, IEEE, Jian Li
, Senior Member, IEEE, David S. L. Wei
, Senior Member, IEEE, Nenghai Yu

, Member, IEEE,
, Life Senior Member, IEEE,
, Qibin Sun, Fellow, IEEE, and Jun Lu

I. INTRODUCTION

UANTUM networks [1], [2], [3], [4] are distributed

systems to connect numerous quantum nodes to support
various quantum applications, such as quantum communica-
tion [5], distributed quantum computing [6], [7], [8], and
improved sensing [9], [10]. As an essential function in a
quantum network, the distribution of entangled pairs (also
known as EPR pairs) between two direct-linked quantum
nodes has been experimentally validated over short-distance
quantum channels [11], [12]. However, due to quantum deco-
herence [13], [14] and the “no-cloning” theorem [15], the
“store-and-forward” communication approach used in classi-
cal networks becomes unavailable for remote entanglement
distribution in quantum networks. Fortunately, entanglement
swapping [16] - a quantum technology that can ‘“couple”
multiple EPR pairs shared by adjacent quantum nodes into
end-to-end entanglement - can be considered a reliable relay
solution to enable EPR pairs to be shared by a pair of distant
quantum end nodes. Thus, for a remote entanglement distri-
bution request from a source-destination (SD) pair in quantum
networks, end-to-end entanglement can be established by
performing entanglement swapping along a path (hereafter
referred to as a swapping path) consisting of multiple quantum
repeaters [17], [18].

In this paper, we investigate the entanglement routing
problem, namely, how to generate end-to-end entanglement by
performing entanglement swapping in quantum networks [19].
The design of entanglement routing poses several challenges:
1) The swapping operation might fail. Due to the imper-
fection of quantum hardware [20], the implementation of
end-to-end entanglement distribution is probabilistic. Hence,
an entanglement routing design should minimize the effects
of imperfect swapping operations. 2) An EPR pair cannot
be shared by multiple requests. Due to the collapse-after-
measurement theory, an EPR pair can only serve one SD pair
for end-to-end entanglement distribution. Besides, it is hard to
distribute EPR pairs between adjacent quantum nodes. As a
result, the limited EPR pairs will block concurrent entangle-
ment routing requests. Therefore, we expect that entanglement
routing design can effectively mitigate network congestion.
3) Quantum decoherence limits the life span of entangled
states. Since entangled states decay during storing in quan-
tum memory [21], each EPR pair can only be valid for
a very short time, e.g., a typical lifetime is 1.46s [22].
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To fully synchronize and utilize the entanglement resources,
a time-division network model is preferred to guarantee an
appropriate entanglement routing duration. These challenges,
with no counterpart in classical networks, make it impossi-
ble to apply classical designs directly to quantum networks.
Therefore, designing an effective entanglement routing scheme
becomes an urgent yet challenging problem.

A. Related Work

Several enlightening entanglement routing designs have
been proposed in quantum networks. Research [23] is one
of the first works to study the entanglement routing problem
in quantum networks using the traditional Dijkstra’s algo-
rithm. In the study of [19], the author proposes a more
complicated routing metrics taking into account some physical
factors, such as decoherence time and the success probabil-
ity of entanglement swapping. Both [23] and [19] assume
that there is only one entanglement routing request at a
specific time, which is not practical in quantum networks.
Pirandola [24] proposed an entanglement routing protocol in
a diamond topology. However, their protocol relies on the
assumption that entanglement swapping can be performed
flawlessly, which is obviously not applicable to the practi-
cal system. Pant et al. [25] introduced a greedy algorithm
for path selection in a grid topology. However, this algo-
rithm only works well on the networks having one shared
EPR pair between two adjacent quantum nodes. Shi and
Qian [26] proposed the Q-CAST algorithm, using the EPR
pairs shared by adjacent nodes in the sub-optimal paths as a
backup resource to remedy the failure of entanglement routing.
Although the Q-CAST algorithm was shown to achieve higher
throughput than some existing algorithms, the performance of
Q-CAST is sub-optimal. In addition, Schoute et al. [27] inves-
tigated the entanglement routing problem but limited for ring
and sphere topologies. Das et al. [28] assessed entanglement
routing designs in different particular topologies.

The existing research works mentioned above mainly focus
on path selection in the entanglement routing design. However,
the problem of limited entanglement resources unable to meet
the demand of numerous requests in a concurrent entanglement
routing request scenario, i.e., network congestion problem, is
also one of the essential issues in entanglement routing design.
To the best of our limited knowledge, how to mitigate network
congestion caused by the gap between concurrent entangle-
ment routing requests and the limited capacity of quantum
networks remains an open problem in entanglement routing
design. In this work, we focus on how to alleviate network
congestion in entanglement routing design.

B. Our Contributions

To satisfy the demands posed by concurrent entanglement
routing requests, in this paper, we propose a swapping-based
entanglement routing design, which can effectively reduce
the number of blocked requests in a resource-limited quan-
tum network. We adopt a time-division model, in which each
entanglement routing task in a time slot is completed by two
core parts, i.e., path selection and resource allocation. For the
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path selection problem, we propose a success probability of
entanglement routing first algorithm, named SPERF, to select
the swapping path with hops limit. Furthermore, we pro-
pose a novel congestion mitigation (CM) scheme for tackling
the resource competition problem, which contains two steps,
i.e., entanglement resource allocation (ERA) and entangle-
ment resources transformation (ERT). At the beginning, ERA
allocates the entanglement resources to entanglement rout-
ing requests along swapping paths selected by SPERF. When
there is insufficient entanglement resource to meet concur-
rent entanglement routing requests, the bottleneck links might
exist in quantum networks. Then, ERT “recycles” the idle
EPR pairs from the well-resourced quantum links to improve
the capacities of bottleneck links based on such a finding
that swapping operation can transform entanglement relation-
ships between quantum nodes. In this way, the performance
of resource utilization and the number of satisfied SD pairs
can be significantly improved.

We summarize the main contributions of this paper as

follows:

e We propose the SPERF algorithm for path selection
to mitigate the imperfection of entanglement swapping.
Based on a centralized network model, we consider a
time-synchronous network operation model, and a com-
plicated entanglement routing problem can be decom-
posed into two essential sub-problems. For the first
sub-problem, i.e., path selection, we adopt the success
probability of establishing end-to-end entanglement as a
new routing metric to design SPERF.

e We propose a novel CM scheme including ERA and
ERT algorithms to tackle the second sub-problem,
i.e., resource allocation. The ERA algorithm adopts
a priority-based solution to pre-allocate the entangle-
ment resources on the bottleneck links to improve
the number of satisfied SD pairs. To improve the
capacity of each bottleneck link, the ERT algorithm
presents a novel idea to “recycle” the idle entanglement
resources based on the unique properties of entanglement
swapping.

e We conduct extensive simulations to verify the effec-
tiveness of the proposed algorithms. Compared to the
existing greedy and random allocation approaches, the
performance evaluations demonstrate the superiority
of our scheme in terms of the number of satisfied
SD pairs.

C. Paper Organization

The remainder of this paper is organized as follows. In
Section II, we first briefly describe the overview of our work
and network components. Moreover, we present the system
model considered in this paper and describe two important
problems, i.e., path selection and resource allocation, in quan-
tum networks. Furthermore, the design of the path selection
algorithm and CM scheme consisting of ERA and ERT algo-
rithms are introduced in Section III. At last, the performance
evaluation is conducted in Section IV, and the conclusions are
drawn in Section V.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on January 30,2024 at 16:15:33 UTC from IEEE Xplore. Restrictions apply.



LI et al.: SWAPPING-BASED ENTANGLEMENT ROUTING DESIGN FOR CM IN QUANTUM NETWORKS

)
\4)

(b) Greedy algorithm.

l‘r3’l
=

Supplementary.
Entanglement _#=

()
Y
(c) SPERF algorithm.

(d) CM scheme.

Fig. 1. Work examples (Black solid lines are physical edges, and the existence
of an edge between two nodes means that they can share entangled pairs. Solid
lines in other colors represent link-level entanglement. Dashed lines represent
the swapping operation.

II. BACKGROUND AND SYSTEM MODEL

This section first provides an overview to show the whole
picture of our work. Then we present the network components
and system model considered in this paper. Furthermore, the
entanglement routing problem in quantum networks is defined
and transformed into two sub-problems, i.e., path selection and
entanglement resource allocation.

A. Overview

Entanglement routing works by selecting a swapping path
connecting each SD pair [29], [30], [31] to “couple” multiple
EPR pairs shared by adjacent quantum nodes into an end-to-
end entanglement. Generally, link-level entanglement is estab-
lished by distributing EPR pairs between adjacent quantum
nodes [32], [33], [34], and multiple parallel EPR pairs can be
distributed over a quantum link. Considering that entanglement
distribution is probabilistic and the layered design is feasible in
quantum networks [35], [36], [37], we consider an “continuous
model” [38], [39] (also known as connectionless strategy [40])
in this paper, which means a given number of EPR pairs
are pre-shared by two adjacent quantum nodes before path
selection. The transition from link-level entanglement to end-
to-end entanglement is realized by performing entanglement
swapping- essentially a local measurement operation assisted
by classical communication.

We focus on the implementation of concurrent entanglement
routing requests between multiple SD pairs in a general quan-
tum network topology, such as the one shown in Fig. 1(a). In
this example, we assume that there are two SD pairs, (s1, d1)
and (s, d2), simultaneously request to share one and two EPR
pairs in a time slot, respectively. Considering the limited quan-
tum memory resources of each quantum node, we assume
that each edge shares two EPR pairs. Besides, the success
probability of entanglement swapping for the four quantum
repeaters, i.e., 11, 12, 13, and 74, is set to 1.0, 1.0, 0.9 and 0.8,
respectively.

The recent work in [25] introduces a greedy rout-
ing algorithm, which selects the swapping path with the
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fewest hops in quantum networks to generate end-to-end
entanglement between SD pairs. As a result, the greedy
algorithm will find swapping path sy — 13 — d; and
so — 14 — do for two SD pairs as shown in Fig 1(b).
However, it is worth noting that entanglement swapping is an
imperfect operation, which means that the swapping path with
the minimum hop counts does not represent the path with the
maximum probability of successful end-to-end entanglement
distribution. Consequently, there are other swapping paths that
would be better for the SD pair (s1, d1) to successfully build
end-to-end entanglement, e.g., the path going through quantum
repeaters r, and ro.

Fig. 1(c) illustrates the SPERF routing algorithm proposed
in this paper for path selection. SPERF algorithm defines a
new routing metric, i.e., the success probability of establishing
an end-to-end entanglement, to value the quality of a swap-
ping path. The new routing metric mainly takes the success
probability of entanglement swapping and hops into account
simultaneously. SPERF is realized based on two core ideas,
i.e., the quantum node with a high success probability of
entanglement swapping is preferred, and the path connecting
each SD pair with a smaller number of hops is preferred. As
a result, the SPERF routing algorithm finds swapping paths
$1 = 1. — rg — dy and s — r1 — 19 — dy for two SD
pairs, respectively, which can improve the success probability
of entanglement routing.

Due to the mismatch between the total resource demands
of concurrent entanglement routing requests and the limited
EPR pairs shared by each pair of adjacent quantum nodes,
both the greedy algorithm and the SPERF algorithm result
in network congestion. As shown in Fig. 1(c), the capacity
of the edge (r1,72) is less than the entanglement resources
required by two SD pairs. Consequently, the bottleneck edge
can only allow one entanglement routing request ((s1, d1) or
(s2, d2)) to be served in a time slot. To tackle such a bottle-
neck problem, we present the CM scheme to effectively realize
the generation of end-to-end entanglement between multiple
SD pairs simultaneously. As shown in Fig. 1(d), the idle link-
level entanglement resources possessed by edges (1, 3) and
(r9,73) can be “recycled” to increase the capacity of the bot-
tleneck edge (1, ro). Concretely, (1, 3) and (72, 3) allocate
two EPR pairs, respectively, to supplement one EPR pair to
(r1,m2) by performing entanglement swapping on quantum
repeater 73. As a result, the number of EPR pairs possessed by
edge (r1,m2) equals the number of EPR pairs required by the
two SD pairs, i.e., concurrent entanglement routing requests
can be satisfied at the same time.

B. Network Components

Centralized Processor: Generally, a quantum network works
in synergy with classical networks because quantum operations
are inseparable from classical communication [41]. Notably,
the frequent and complex classical information interactions
when multiple SD pairs attempt to establish end-to-end entan-
glement cannot be ignored [42]. Local classical controllers
adopted for entanglement routing would result in classical
message flooding since each quantum node does not have
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the global information (e.g., the success probability of entan-
glement swapping and entanglement resources) of quantum
networks [25]. Besides, the centralized processing design is
beneficial for tracking entanglement relationships during the
generation of end-to-end entanglement, thus facilitating entan-
glement relationship synchronization. Hence, we introduce a
classical centralized processor as an auxiliary tool in quantum
networks, the function of which is to perform the routing cal-
culations and broadcast the scheduling information to quantum
nodes.

Quantum Nodes: Each quantum node is a quantum
information processing device. In this paper, we assume
that each node can generate, store, transmit, and manipu-
late quantum states. Any pair of adjacent quantum nodes
can establish link-level entanglement by entanglement gen-
eration. Each quantum node is equipped with a finite number
of quantum memory units [43] and the necessary hardware
to perform quantum operations, such as entanglement swap-
ping. Here, quantum nodes mainly include quantum end nodes,
quantum repeaters, and quantum routers. Quantum end nodes
are responsible for teleporting unknown quantum bits and
processing quantum information to support various quantum
applications. Quantum repeaters aim at extending the distance
of entanglement distribution. A quantum router is a networking
device that connects numerous quantum end nodes together
and routes each entanglement routing request to the destination
node. Quantum routers and quantum repeaters work together
to support the interconnection of numerous quantum end nodes
in a quantum network.

Quantum Link: In quantum networks, a quantum link con-
necting two adjacent quantum nodes supports the distribution
of EPR pairs, and it is essentially a quantum channel. There
are two types of quantum links: optical fiber and free space.
Both types of quantum links are inherently lossy and decoher-
ence [44], which leads to the fact that the success probability
of entanglement distribution between adjacent quantum nodes
exponentially decays with the physical length of a quantum
link [45], [46]. Hence, two adjacent quantum nodes must make
multiple entanglement distribution attempts to generate entan-
glement over a quantum link. Besides, multiple parallel EPR
pairs can be possessed by a quantum link with the aid of
quantum memory.

Quantum Memory: In the past decades, quantum memory
has been studied in a variety of storage schemes [47], [48],
[49], [50]. Quantum memories are becoming practical in terms
of coherence time, fidelity, and efficiency. Considering that the
success probability of entanglement distribution between adja-
cent quantum nodes is extremely low and the storage fidelity
of quantum memory is up to 99.5% [51], we adopt a “contin-
uous model”, i.e., EPR pairs are shared by adjacent quantum
nodes before path selection, to serve entanglement routing
requests. Besides, since quantum memory can be designed as
the combination of multiple independent accessible memory
units [52], we can assign a unique identity for each entan-
glement stored in memory in the form of the shared EPR
pairs to distinguish each other, which can guarantee that end-
to-end entanglement is correctly established between each
SD pair.

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 20, NO. 4, DECEMBER 2023

P1: Entanglement Generation
Function: Establish entanglement le—
between adjacent quantum nodes

v
P2: Path Selection

Function: Select a swapping path
for each SD pair
Method: SPERF algorithm
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G=<V, E, C>

le—]
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Node configuration

=] .
H Centralized
= P3: Resource Allocation Processor 9
=] Function: Assign entanglement resources
: to SD pairs
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i

P4: Entanglement Swapping
Function: Generate end-to-end
entanglement
Method: Parallel swapping operations

Edge information
< C(H,V)

Fig. 2. Four phases assisted by the centralized processor in one time slot.

C. System Model

We abstract a quantum network as an undirected graph
G = (V,E,C), where V is the set of | V| nodes, E is the set
of |E| edges in the graph, and |C/| is the set of all edge capac-
ities. Each node u € V represents a quantum node (including
the end node and networking node), and the edge (u,v) € E
presents the physical quantum link between adjacent quantum
nodes u and v. The success probability of entanglement swap-
ping of the quantum node u is denoted as ¢,. Besides, we
define the edge capacity, C(u’v), as the number of the EPR
pairs shared by a pair of adjacent quantum nodes u and v.

To reduce the delay in the generation of end-to-end entan-
glement, we adopt a parallel strategy to perform quantum
operations, including entanglement generation and entangle-
ment swapping. For parallel swapping operations, all quantum
nodes on a swapping path must simultaneously be entangled
with their predecessor and successor. Hence, time synchro-
nization among all nodes is necessary [26]. Here, we introduce
the concept of time slots in quantum networks. By dividing
each time slot into four phases, a complicated entanglement
routing problem can be decomposed into several sub-problems
that are easier to solve. Concretely, a time slot consists of four
phases, i.e., entanglement generation, path selection, resource
allocation, and entanglement swapping. As shown in Fig. 2,
entanglement routing is realized under the control of a classi-
cal centralized processor, which collects the global information
of quantum networks, e.g., network topology, node con-
figuration, and edge information, via the classical Internet.
We elaborate on the implementation of each phase in what
follows.

Phase One (P1) is called the entanglement generation phase,
responsible for generating link-level entanglement resources.
Each quantum node allocates a non-uniform number of quan-
tum memory units to each edge to store EPR pairs. At the
beginning of each time slot, the light source of entangled pho-
tons makes several attempts to distribute EPR pairs to two
adjacent quantum nodes through quantum channels until all
the allocated quantum memory units are occupied or time-
out [22]. As a result, each edge possesses multiple EPR pairs
(black line in Fig. 3(a)). For example, the capacity of the edge
(r1,72) is two, ie., C(p 1) = 2.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on January 30,2024 at 16:15:33 UTC from IEEE Xplore. Restrictions apply.



LI et al.: SWAPPING-BASED ENTANGLEMENT ROUTING DESIGN FOR CM IN QUANTUM NETWORKS

(a) P1: Establish link-level entangle-
ment (black lines).

(b) P2: Select swapping paths for
two SD pairs.

(c) P3: Pre-allocate resources to each
SD pair along the swapping path.

(d) P4: Swap entanglement (dashed
lines) to generate end-to-end entan-
glement.

Fig. 3.  The main work of four phases: entanglement generation, path
selection, resource allocation, and entanglement swapping.

Phase Two (P2), called the path selection phase, aims to
select swapping paths for multiple SD pairs according to the
results of the routing algorithm running on the classical cen-
tral processor. At the beginning of P2, the classical centralized
processor receives the requests from multiple SD pairs that
need to establish end-to-end entanglement and collects the
configuration information of quantum nodes and edge states
via the Internet.! Then, the centralized processor executes the
SPERF algorithm to select a swapping path for each SD pair.
A swapping path is identified by the sequence of the quan-
tum nodes along the swapping path. As shown in Fig. 3(b),
s1 = 1y — rp — dy and s — 1 — 19 — do are the swap-
ping paths selected for two SD pairs (s1,d;) and (s, do),
respectively.

Phase Three (P3), also called the resource allocation phase,
is responsible for assigning link-level entanglement resources
to each SD pair under the control of the centralized processor.
In this phase, the centralized processor runs the CM scheme
(including ERA and ERT algorithms) and broadcasts entan-
glement resource allocation scheduling to all quantum nodes
on the swapping path. We assume two SD pairs expect to
share one and two EPR pairs, respectively, in a time slot.
As shown in Fig. 3(c), the edge (rq,r2) allocates two EPR
pairs to SD pair (sy,dp), and the link-level entanglement
resources that SD pair (s1, d;) lacks can be supplemented
by utilizing idle link-level entanglement resources (yellow
line in Fig. 3(c)) on edges (r1,73) and (r9, r3). As a result,
no entanglement routing requests are blocked in this time
slot.

Phase Four (P4) is the entanglement swapping phase, the
primary function of which is to establish end-to-end entan-
glement between SD pairs. In this phase, quantum nodes on
the swapping path perform entanglement swapping to patch
multiple link-level entanglement resources allocated on each
edge together to form long-distance end-to-end entanglement,
as shown in Fig. 3(d). In order to reduce the delay in

n general, a quantum network is designed to assist the Internet to realize
unconditional secure communication.
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entanglement routing, a parallel entanglement swapping strat-
egy [53] can be adopted instead of performing swapping
operations hop-by-hop. In other words, the quantum nodes
on a swapping path simultaneously perform a local mea-
surement to swap entanglement, and the destination node
manipulates the entangled quantum bits it possesses according
to the aggregated measurement results to establish end-to-end
entanglement with the source node.

D. The Entanglement Routing Problem

After link-level entanglement between adjacent quantum
nodes is created, the main work of entanglement routing is
to select swapping paths and to establish end-to-end entan-
glement by performing swapping operations to “couple” the
allocated EPR pairs [54]. Considering some practical situ-
ations, e.g., concurrent entanglement routing requests, the
imperfection of entanglement swapping, and the limited entan-
glement resources, there are mainly two problems, i.e., path
selection and entanglement resource allocation, that need to
be solved for the design of entanglement routing.

Path Selection: The path selection problem in entanglement
routing design is defined as follows: Given a quantum network
with non-uniform edge capacity and random topology, design
a routing algorithm that can provide an effective solution to
select a swapping path for arbitrary SD pair.

Path selection significantly affects the distribution rate of
end-to-end entanglement in quantum networks since entan-
glement swapping is an imperfect operation. Although the
basic structure of quantum networks is analogous to clas-
sical networks, the existing routing technologies adopted in
classical networks are insufficient to solve the path selection
problem in quantum networks. The reasons are described as
follows: 1) Classical packets can be buffered in any node for
a long time for future transmission. However, entangled states
only have a short lifespan due to the phenomenon (known
as quantum decoherence) that the quality of the entangled
system decays gradually during the interaction with the noisy
environment; 2) An EPR pair can only be used to establish
end-to-end entanglement for one SD pair due to the “collapse
after measurement” phenomenon. That is, EPR pairs cannot
be shared by different SD pairs. However, a classical link can
serve multiple data flows. In summary, we need to present a
new path selection algorithm considering the unique charac-
teristics of quantum networks. In this paper, we introduce the
SPERF algorithm to select swapping paths for entanglement
routing, and the specific design of the SPERF algorithm will
be discussed in Section III-A.

Resource Allocation: Considering entanglement resource
competition and bottleneck problem, the resource allocation
problem in this work is defined as follows: Given an arbitrary
network topology, design a scheme to handle resource compe-
tition between multiple SD pairs to maximize the number of
satisfied entanglement routing requests and determine which
idle link-level entanglement resources are used to increase the
capacity of the bottleneck edge.
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It is worth noting that one EPR pair can not be shared
by multiple SD pairs. Generally, each SD pair will request
to share more than one EPR pair. However, there are lim-
ited entanglement resources over each edge. Consequently, an
edge has two states. We call the first state is satisfied state. In
this state, the edge possesses sufficient link-level entanglement
resources to meet the requirements of multiple entanglement
routing requests, i.e., iz1 Di < C(u’v), where D; is the
number of the required EPR pairs of i-th SD pair among k
SD pairs on edge (u,v). In this state, the edge directly allo-
cates EPR pairs to SD pairs as needed. The other state of the
edge is scarce state. That is, the required EPR pairs exceed
the capacity of the edge, i.e., Z?:l D; > C(u,v)' The edge in
the scarce state is a bottleneck edge. The resource allocation
on the bottleneck edge limits the number of SD pairs that can
realize entanglement routing in a time slot. Here, we propose
a CM scheme to complete the resource allocation and alleviate
network congestion in Section III-B.

III. ALGORITHM DESIGNS

The proposed entanglement routing design includes three
algorithms, i.e., SPERF, ERA, and ERT. These algorithms
are designed under the consideration of realistic quantum
network models: arbitrary topology, concurrent entanglement
routing requests, different numbers of entanglement resources
required, and limited quantum memory resources. This section
elaborates on how these three algorithms select a swapping
path, allocate link-level entanglement resources, and tackle
the bottleneck problem to achieve entanglement routing in
quantum networks.

A. Path Selection

It is challenging to avoid network congestion by path
selection in quantum networks where link-level EPR pairs
have been pre-distributed between adjacent quantum nodes.
Besides, the ERT algorithm designed in this paper can “recy-
cle” idle entanglement resources to increase the capacities of
bottleneck edges. In other words, the ERT algorithm can be
used as a remedy to alleviate the network congestion on the
selected swapping path. Hence, we do not focus on the design
of routing algorithms for selecting the optimal swapping path.
In this paper, our goal is to satisfy as many entanglement
routing requests as possible. Hence, the selected path needs
to perform well in the capability of end-to-end entanglement
distribution, i.e., the success probability of entanglement rout-
ing. We design a routing algorithm to select the path with
the higher success probability of entanglement routing as the
swapping path. Concretely, the routing algorithm is designed
based on the following two principles:

(1) The quantum node with a high success probability
of entanglement swapping is preferred: Entanglement swap-
ping is an imperfect operation, the success probability of
which indicates the capability of a quantum repeater to extend
the distance of entanglement distribution. In a nutshell, the
higher the success probability of entanglement swapping, the
easier it is to establish entanglement between the two dis-
tant quantum nodes. We note that the success probability of
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entanglement routing between an SD pair is proportional to
the product of the success probability of entanglement swap-
ping of all the intermediate quantum nodes on the swapping
path. Hence, to create end-to-end entanglement more effi-
ciently, the quantum node with the high-quality operation of
entanglement swapping is generally preferred in entanglement
routing.

(2) The swapping path with a smaller number of hops is
preferred: The larger the hops of the swapping path, the more
entanglement swapping is performed. As a result, the suc-
cess probability of entanglement routing will decrease with
the number of hops since the imperfection of entanglement
swapping. Besides, more swapping operations will result in the
additional consumption of entanglement resources and end-to-
end entanglement distribution delay, which is not conducive to
improving the performance of quantum networks. Hence, the
path selection algorithm prefers to select the swapping path
with fewer hops for each SD pair.

We define a new metric, called the success probability of
end-to-end entanglement distribution, to quantify a swapping
path. For a swapping path that spans n hops, the success prob-
ability of entanglement swapping of quantum node u is gy,
where u € (1,2,...,n). We get the success probability of
entanglement routing between the source nodes src and the
destination node dst:

n—1
Q(src,dst) = H Gu-
u=1

Obviously, two metrics, i.e., the number of hops and the
success probability of entanglement swapping of each hop,
together affect the success probability of end-to-end entan-
glement distribution. The path selection algorithm should
maximize Qg g5ty as much as possible for all SD pairs.
Here, we introduce the success probability of the entangle-
ment routing first algorithm (SPERF) to select a swapping
path for performing entanglement swapping.

In order to determine the optimal path with the highest
success probability of entanglement routing, all the paths con-
necting each SD pair are required. However, traversing the
network topology to obtain the set of paths connecting each
SD pair results in extremely poor algorithm convergence.
Moreover, when the hops of a path exceed a specific value,
the success probability of entanglement routing is extremely
low. As such, the path is not conducive to end-to-end entan-
glement distribution, and we can discard this path. Therefore,
to reduce computational time, the SPERF algorithm first finds
paths with a hops constraint, i.e., the hop of the swapping path
is less than or equal to k. If we can find multiple paths with
a hop number less than k between the source node and the
destination node, the swapping path is the path with the high-
est success probability of entanglement routing in the path set.
Otherwise, we take the end node of each path in this path set
as the new “source” node to find the path connecting each SD
pair using the minimum hop scheme. In this way, we can get
a new path set, and the path with the highest success prob-
ability of entanglement routing in this path set is selected as
the swapping path.
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Algorithm 1: SPERF Algorithm
Input: G = (V,E, C), (sre, dst);
Output: The swapping path P; %"

<s7‘c,dst);
1 Py gsty < the set of paths from src to dst;
2 q, p < two stacks of n elements, all set to null;
3 wisited < an array of n elements, all set to false;
4 g.pushstack(src);
5 Push all neighbor nodes of src onto p;
6 while ¢ is not empty do
7 hops = 0;
8 1 < p.popstack();
9 if visited[i] then
10 | continue;
1 end
12 else
13 visited[i] « true;
14 hops = hops + 1;
15 end
16 List < construct the list of adjacent nodes of i;
17 if List is not empty then
18 u < the first element of List;
19 g.pushstack (u);
20 visited|u] < true;
21 hops = hops + 1;
2 if hops < k then
23 ‘ Push the rest elements of List in p;
24 end
25 end
26 else
27 ‘ g and p push back until the top of p is not null;
28 end
29 if the top of q is dst then
30 ‘ Psre,qsty <—construct a path from src to dst;
31 end
32 else
33 set the top of ¢ as “src” node;
34 find path using the minimum hop scheme;
35 Psre,qsty < update the path set;
36 end
37 end
38 PS'U)(lp

(sre,dst) the path with the highest probability;

Formally, the SPERF algorithm includes two steps. The
first step aims to find paths for each SD pair. When the cen-
tralized processor receives the entanglement routing requests
from SD pairs, it adopts a deep-first search to traverse the
network topology G = (V, E, C) (Lines 6-36). In this pro-
cess, Lines 6-30 attempt to find paths with hops less than k.
If no path can connect each SD pair with hops less than %,
the minimum hop scheme is adopted to update the path set
(Lines 32-36). As a result, we get a set of paths from the
source node to the destination node, P 4s¢)- The second
step aims to select a swapping path from Py.. ;o) with the
highest success probability of entanglement routing instead of
the minimum hop counts (Line 33). Assisted by the centralized
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processor, the network system completes the computation of
Q(sre,dsty on each selected path according to the configu-
ration of each quantum node. Then, the results are sorted,
and the path with the highest success probability of end-
to-end entanglement distribution is selected as the swapping
path.

B. Resource Allocation and Congestion Mitigation

Resource allocation aims to mitigate congestion caused
by entanglement resource competition and satisfy as many
SD pairs’ demands as possible in one time slot. Here, we
propose the CM scheme, a two-step entanglement resource
allocation scheme. The first step of CM is to complete the
entanglement resource pre-allocation to meet the demands of
SD pairs as much as possible, which is implemented by the
ERA algorithm. Then the ERT algorithm is designed to tackle
the bottleneck problem by “recycling” the idle entanglement
resources to improve the capacity of the bottleneck edge.

(1) Entanglement Resource Allocation: There would be
a mismatch between the resource demands of concurrent
entanglement routing requests and the limited entanglement
resources over some edges, and we call such edges in the
scarce state, i.e., each edge is a bottleneck edge. It is challeng-
ing for a bottleneck edge to assign insufficient entanglement
resources to multiple requests. A poor allocation scheme
will further block a larger number of entanglement routing
requests. Hence, we need to design an effective algorithm to
tackle the problem of resource allocation on the bottleneck
edge to improve the number of satisfied entanglement routing
requests.

There may be a greedy algorithm: each bottleneck edge
preferentially attempts to assign link-level entanglement
resources to the SD pair with a low requirement of entan-
glement resources. In this way, the number, s;, of the SD pair
whose requirement is satisfied on the i-th bottleneck edge is
maximized. Most notably, the request of each SD pair is sat-
isfied only if all edges on the selected swapping path allocate
sufficient entanglement resources to it simultaneously. Hence,
we cannot equate the sum of s; on all bottleneck edges with
the number of satisfied SD pairs in the network topology. The
reason is that there is a situation where a selected path has
multiple bottleneck edges, and not all bottleneck edges can
meet the demand for entanglement resources. The greedy algo-
rithm mistakenly assumes that the SD pair satisfied on one
bottleneck edge is contented on all edges. Therefore, local
optimality on one bottleneck edge cannot be regarded as global
optimality in the network topology for the greedy resource
allocation algorithm.

To tackle the problem of resource allocation on the bot-
tleneck edge, we introduce the ERA algorithm as shown in
Algorithm 2. ERA aims to maximize the total number of sat-
isfied entanglement routing requests. The core idea of ERA
is to preferentially allocate entanglement resources to the
SD pairs with the least demand for entanglement resources.
The ERA algorithm first orders all unsatisfied SD pairs in
increasing order of their demands (Line 1). Then, a judg-
ment is performed on all bottleneck edges to determine if the
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(a) Bottleneck edge (d, e) lacks one

shared EPR pair. tion via path {d, b, e}.
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Algorithm 2: Entanglement Resource Allocation

Input: L : the set of all bottleneck edge
R : the set of all unsatisfied SD pairs;
D : the set of all SD pairs demands

Output: Allocation scheme on the bottleneck edge;
1 Sort R in ascending order based on each SD pair’s

demand;
2 satisfied < an array of n elements, all set to false;
3 for All request R; do

4 for All bottleneck edge L, ., do
5 if R; in edge L, ) then

6 if C( v) > D‘ then

7 | satzsﬁed[ ;] < true;

8 end

9 else

10 | satisfied[R;] + false;
1 end

12 end

13 end

14 if satisfied[R;] then

15 Allocate entanglements to R;;
16 Update Ci,, , of the bottleneck edge;
17 end

18 end

resource meets the demands of SD pairs (Lines 3-13). The
ERA algorithm only attempts to assign entanglement resources
to the SD pair whose demand can be satisfied on all selected
edges (Lines 14-17). As long as one bottleneck edge fails to
meet the demand of an SD pair, all bottleneck edges will not
allocate entanglement resources to the SD pair.

(2) Solve the Bottleneck Problem: The bottleneck problem
significantly affects the performance of quantum networks.
Fortunately, we can perform swapping operations to increase
the capacity of the bottleneck edge since entanglement swap-
ping can transform the entanglement relationship between
quantum nodes. In a nutshell, the state of an edge can be
switched from the scarce state to the satisfied state with the
assistance of entanglement swapping. Consequently, the idle
entanglement resources can be “recycled” to solve the bottle-
neck problem, thus improving the request service capability
of quantum networks.

The basic idea of the ERT algorithm is to find paths with
sufficient idle entanglement resources to perform entangle-
ment swapping. For example, as shown in Fig. 4, three paths
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(b) Entanglement resource transforma- (c) Entanglement resource transforma- (d) Entanglement resource transfor-
tion via path {d, a, b, e}.

mation via path {d, b, c, e}.

In the general network topology, swapping operations can be performed on different paths to increase the capacity of the bottleneck edge.

can be selected to supplement entanglement resources for the
bottleneck edge (d, ¢) who lacks one EPR pair (Fig. 4(a)).
For the first path, entanglement swapping is performed on
intermediate node b to generate an additional link-level entan-
glement between d and e (Fig. 4(b)). For other two paths,
d— a—b— eshowninFig.4(c)and d - b — c — e
shown in Fig. 4(d), swapping operations need to be performed
two times. Considering the success probability of entangle-
ment swapping and the variability in the number of idle EPR
pairs on different paths, there are different performances in
the number of the satisfied entanglement routing requests by
generating supplementary entanglement through these three
paths. Here, we introduce the ERT algorithm to construct a
path efficiently tackling the bottleneck problem.

Suppose that there is a bottleneck edge L( v)» and the num-
ber of EPR pairs that L, ,) lacks is denoted as Miss, .. The
ERT algorithm aims to construct a path (called ERT path) con-
necting u# and v in the revised topology G’ = (V,E’ C'),
where E’ is the set of remaining edges after cutting off the
bottleneck edges, and C’ is the set of the remaining capacities
of all edges after ERA. The minimum number of remaining
EPR pairs on the selected path must be greater than Miss,, ,,
Note that the original path we select may include the edge (i, j)
whose entanglement resources cannot meet the requirement of
the bottleneck edge, i.e., C(; ;) < Miss(, ). For example, we
assume that Miss gy ) is equal to 2, and the original ERT
path d — b — e is selected to increase Cq . in Fig. 4(a).
However, the capacity of the edge (b, e) is less than Miss(g ).
Here, we consider (b, e) as the new bottleneck edge to discover
the appended path b — ¢ — e. Hence, the construction of the
ERT path is an iterative process. To avoid endless searches,
we limit the hops of the ERT path. Besides, the ERT algo-
rithm selects the path with the highest success probability of
entanglement routing as the optimal ERT path.

The ERT algorithm is shown in Algorithm 3. The first step
of the ERT algorithm is to build the set of all paths con-
necting # and v by the improved DFS. If the path is only
one hop and the link-level entanglement resources are suffi-
cient, the bottleneck edge is resolvable (Lines 6-9). For each
multi-hop path, it is necessary to judge whether the entangle-
ment resources of all edges meet the demand. Lines 11-13
are used to count the number of edges that are in the sat-
isfied state. If the capacity of each edge L; xy on the path
is greater than the requirement of the bottleneck edge, i.e.,
Cljk) = Miss(y,y). the path can be used to tackle the bot-
tleneck problem (Lines 11-13, Lines 21-23). On the contrary,
the edges that cannot satisfy the requirement of entanglement
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Algorithm 3: Entanglement Resource Transformation

Input: G’ = (V,E’, ("), L, ) the bottleneck edge;

Output: The set of optimal path for P(O 5, tv);

1 satisfied < an array of n elements, all set to false;
2 Py ) « paths connecting u and v within A hops;

3 if P(uﬂ}) is not empty then

4 for All path P(’(um) do

5 m < the number of hops of P(iu’v);

6 if m =1 and C’(mv) > Miss(uyv) then
7 ‘ satisifed[ L, )] < true;

8 end

9 for All edge L; 1 do

10 if O(j,k) > MZ'SS(%U) then

1 | 141

12 end

13 else

14 Delete the edges in the topology;
15 P(; 1y < paths with (& — m) hops;
16 Add P(],k) into P(u,v);

17 MiSS(j7k) — MiSS(uJ}) — C(j,k);
18 end

19 end

20 if l = m + I then

7 | satisifed[L(, ] < true;

22 end

23 else

24 ‘ Remove P(iu’v) from Py, 4

25 end

26 end

27 end

28 else

» | satisfied[L, ] < false;

30 end

31 if satisfied[L(, )] then

32 ‘ P(Of, tv) < the path with highest probability;
33 end

are treated as new bottleneck edges. In this situation, we need
to update the network topology and the requirement of entan-
glement resources of the new bottleneck edge (Lines 14-18).
Besides, the path that does not possess sufficient entangle-
ment resources needs to be removed from the path set (Lines
24-26). Finally, the path with the highest success probability
of entanglement routing in the path set meeting the entangle-
ment requirement of the bottleneck edge L, ,) is chosen as
the optimal ERT path (Lines 32-34).

u,v

C. Implementation

The quantum internet uses the fundamental concepts of
quantum mechanics for networking numerous quantum pro-
cessors to support ground-breaking quantum applications [55].
The main function of the quantum Internet is to distribute EPR
pairs between distant quantum end nodes, which is also the
focus of this paper. Here, we describe the implementation of
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the swapping-based entanglement routing design in a practical
scenario of quantum networks, i.e., multiple SD pairs request
to share EPR pairs for teleportation-based quantum communi-
cation in each time slot [56], [57]. After the first and second
phases, the centralized processor receives the entanglement
routing requests from the SD pairs and then executes the
SPERF algorithm to select the swapping path for each SD
pair in P3. Generally, the topology of a quantum network
is stable [58], i.e., the set of nodes and edges of a quan-
tum network does not change over several consecutive time
slots. Hence, the results of path selection obtained in each
time slot can be cached in the centralized processor. In this
way, the cached paths can be used directly when some SD
pairs initiate entanglement routing requests again in the sub-
sequent time slots, thus reducing the computational overhead
of path selection. Besides, some classical techniques, e.g.,
machine learning, can realize accurate predictions based on
historical information. Hence, the SPERF algorithm can also
be executed in the first phase of a time slot to pre-select the
swapping path for the possible SD pairs in advance to reduce
the computational overhead.

ERA and ERT algorithms cooperate to realize resource
allocation in P3. After path selection, the ERA algorithm is
first performed to allocate link-level entanglement sources for
requests that can be satisfied along the initial swapping path.
After ERA, the initial topology G is revised to G’ where only
the set of nodes is the same as G. The difference between E
in G and E' in G’ is the set of bottleneck edges, and each
edge capacity in C’ equals the difference between its initial
capacity in C and the number of EPR pairs allocated to the
request. Then the ERT algorithm is performed to select the
ERT path for boosting the capacity of the bottleneck edge in
the revised topology G’. After ERT, the centralized proces-
sor reruns the ERA algorithm to allocate the supplementary
entanglement resources for the unsatisfied SD pairs.

After resource allocation and congestion mitigation, it is
clear which entanglement routing requests can be satisfied.
For the satisfied requests, all the intermediate quantum nodes
on the selected swapping path simultaneously perform swap-
ping operations to generate end-to-end entanglement, and then
each SD pair performs teleportation to realize the transmission
of quantum information. Notably, although the ERT algorithm
can boost the capacity of the bottleneck edge by “recycling”
the idle entanglement resources, there are still some entangle-
ment routing requests that will be blocked in a time slot. For
the blocked requests, we queue them to a request pool with a
processing priority at the next time slot. The priority of each
blocked request can be determined by its demand for entan-
glement resources and waiting time. In this way, the blocked
requests have a higher priority to be processed in the next
slot. Hence, the problem of “starvation”, i.e., some requests
will wait indefinitely before being processed, can be effectively
avoided.

D. Discussion and Complexity Analysis

In this work, we define the path with the highest success
probability of entanglement routing as the optimal swapping
path for end-to-end entanglement distribution. To gain the
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optimal swapping path, we must obtain the set of all paths that
connect each SD pair, which does harm to the convergence of
the path selection algorithm, especially in a large-scale quan-
tum network. Fortunately, we find that the success probability
of entanglement routing will be less than 0.5 when the hops of
the selected path are greater than 10, even though the average
success probability of entanglement swapping of each quan-
tum node is as high as 0.9. In other words, when the hops
exceed 10, the success probability of entanglement swapping
has little effect on the success probability of entanglement
routing. Therefore, to quickly obtain the swapping path, we
adopt a cut-off solution, i.e., k in the SPERF algorithm can
be set to 10. Moreover, the hops of the ERT path are limited
to less than 5, i.e., & < 5 in the ERT algorithm. In this, the
central processor can select the swapping path for each SD
pair in a relatively short time.

For the exhaustive search algorithm, the time cost of finding
a swapping path with the highest success probability of entan-
glement routing under the limited condition that the number of
hops of the path is less than 10in G = (V, E, C) is O(|V|!).
However, the time cost of the DFS-based SPERF algorithm is
O(] V|?). When the scale of quantum networks is large, the
SPERF algorithm can find the optimal path faster than the
exhaustive search algorithm. Considering n SD pairs and m
bottleneck edges in a time slot, each SD pair needs to check
whether a bottleneck edge meets the requirement of entangle-
ment connections. Hence, the time cost of the ERA algorithm
is O(mn). Although the ERA algorithm has the same time cost
as the greedy allocation algorithm, it outperforms the greedy
algorithm in the number of satisfied SD pairs. The time cost of
the ERT algorithm is O(|V'|?) because of utilizing the DFS-
based strategy. ERT algorithm also outperforms the exhaustive
search algorithm on computational complexity.

IV. PERFORMANCE EVALUATION

In this section, we perform extensive simulations to eval-
uate the performance of our entanglement routing design.
Simulations involve randomly generated networks with a cer-
tain number of node and edge resources, a set of SD pairs, and
a series of requests for generating a different number of EPR
pairs. We show the averaged results of multiple simulations
based on a given set of parameters.

A. Evaluation Methodology

Comparison Schemes: We compare the SPERF algorithm
with the other two general schemes under different network
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scales and with a different success probability of entanglement
swapping. One is the minimum hop algorithm (referred to as
Min-Hops). The other is a greedy algorithm (referred to as
Greedy) which always selects the quantum nodes with the
highest success probability of entanglement swapping to con-
struct a swapping path between each SD pair. Besides, we
compare the ERA algorithm with two strategies, i.e., the ran-
dom allocation scheme (referred to as Random) and the greedy
algorithm that preferentially assigns entanglement resources to
SD pairs with the lower requirement of entanglement resources
on each edge. Finally, the scheme using the ERT algorithm
and the scheme without ERT are compared based on the ERA
algorithm.

Performance Metrics: We compare the performance of dif-
ferent path selection algorithms concerning one metric, i.e., the
success probability of entanglement routing. The success prob-
ability indirectly represents the number of EPR pairs shared
between SD pairs in a time slot. Besides, we compare the
performances of different resource allocation schemes for the
number of satisfied SD pairs in a time slot. The number of
satisfied SD pairs is defined as the entanglement resource allo-
cation scheme’s capability to tackle the bottleneck problem. A
larger value means better performance in mitigating network
congestion.

B. Evaluation Results

(1) Main Observations: From our simulations, we observe
that the path selection algorithm we proposed outperforms
Min-hops and Greedy in terms of the success probability
of entanglement routing. Nonetheless, the superiority of the
SPERF algorithm is not apparent when the network scale and
the success probability of entanglement swapping are high
since the number of hops of the swapping path is too larger.
Besides, the ERA algorithm performs better than Random and
Greedy in terms of the number of satisfied SD pairs in one time
slot, especially in scenarios with high concurrent requests and
high demand for entanglement resources. The ERT algorithm
can effectively mitigate congestion to improve the number of
satisfied SD pairs.

(2) Path Selection Algorithm: To evaluate the performance
of three different path selection algorithms, we vary the
number of quantum nodes from 100 to 500 in the network
topology, and the success probability of entanglement swap-
ping for each quantum node is randomly generated from a
range from 0.5 to 1.0. The results of repeated simulation show
that the SPERF algorithm is conducive to selecting the swap-
ping path with a high success probability of entanglement
routing in quantum networks.

Effect of network scale: Fig. 6 shows the success probabil-
ity of establishing end-to-end entanglement decreases as the
number of network nodes increases for three routing algo-
rithms. The success probability of the swapping path selected
by the Greedy algorithm gradually approaches 0 when the
number of quantum nodes exceeds 400. The degradation
rate of the SPERF and the Min-Hops algorithms increases,
and the difference between the Min-Hops algorithm and the
SPEREF algorithm in the performance of the success probability
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Fig. 7. Effect of the success probability of entanglement swapping.

becomes smaller as the network size continues to increase. The
reason is that the number of quantum nodes in the selected path
increases as the network sizes increase and the SPERF tends
to choose the path with a smaller hop count to guarantee the
success probability. Generally, the SPERF algorithm performs
well on the success probability of entanglement routing than
the Greedy and the Min-Hops as the network grows in size.

Effect of entanglement swapping success probability: We
evaluate the performance of three algorithms with different
average swapping success probability when the number of
nodes is fixed at 100. In Fig. 7, we can see that the success
probability of entanglement routing increases with the average
swapping success probability, and the SPERF is consistently
better than the Min-Hops and the Greedy in the success prob-
ability. When the swapping success probability is about equal
to 1.0, the performance of the three path selection algorithms
sharply increases and tends to be the same. This is because
we can regard entanglement swapping as a perfect operation
in this case, i.e., end-to-end entanglement can be built with a
100 percent success probability through any path.

(3) Entanglement Resource Allocation: We compare the
performance of three different resource allocation schemes in
the scenario: the number of concurrent SD pairs is 10, the
number of required entanglement resources of each SD pair
is randomly generated between 2 and 10, multiple bottleneck
edges, and different edge capacities. Simulation results show
that the ERA algorithm can significantly improve request ser-
vice capability in a quantum network with limited quantum
memory resources.

Effect of concurrent SD pairs: When the number of SD
pairs in the network varies from 2 to 10, the change in the
number of the satisfied SD pairs under different resource
allocation schemes is shown in Fig. 8. We can see that the
number of satisfied SD pairs first increases with the num-
ber of SD pairs. When the number of SD pairs continues
to increase, the increase rate slightly decreases due to the
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resource contention among different SD pairs. Besides, we can
also observe in Fig. 8 that the advantage of the ERA algorithm
over the Random and the Greedy is gradually expanded as the
concurrent SD pairs increase.

Effect of required entanglement resources: To investigate
how the average number of required entanglement connections
how affects the performance of the ERA, we pick a value
from the set {2, 3, 4, 5, 6, 7, 8, 9, 10} to be the indepen-
dent variable and set the edge capacity to 20. The greater the
number of required entanglement resources, the more intense
the resource competition, i.e., the more bottleneck edges in a
time slot. Accordingly, the number of the satisfied SD pairs
decreases with the number of the average required entangle-
ment resources for all three schemes, as shown in Fig. 9.
We can also observe that the ERA algorithm’s performance
degrades at a slower pace than the Random and the Greedy.
This is because both Random and Greedy would cause an SD
pair to fail to possess sufficient entanglement resources among
all selected edges, and the probability of failure increases as
the number of the required entanglement resources increases.

Effect of bottleneck edge: We vary the number of bottleneck
edges on each selected path from 1 to 10 to compare three
schemes. The more bottleneck edges, the lower the probabil-
ity that Random and Greedy enable the requirement of each
SD pair to be satisfied among all selected edges. Hence, the
number of satisfied SD pairs decreases with the number of
bottleneck edges, as shown in Fig. 10, and the performance
of the ERA decreases at a slower rate than the other two
schemes. When the number of bottleneck edges surpasses a
certain value, the Random and the Greedy tend to stabilize at
an extremely low number of satisfied SD pairs.

Effect of edge capacity: We evaluate the performance of
three resource allocation schemes by varying the average
capacity of each edge from 5 to 30. Fig. 11 shows how the
number of satisfied SD pairs changes with the capacity of each
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edge. Larger edge capacity in quantum networks means less
resource contention between concurrent entanglement rout-
ing in a time slot. Accordingly, the number of satisfied SD
pairs would increase as edge capacity increases for all three
schemes. We can also see that the increase rate of the ERA is
greater than the other two schemes due to the Random and the
Greedy cannot ensure that all selected edges assign sufficient
entanglement resources to each SD pair. When this capacity
exceeds a threshold set to 20 in our simulations, the number of
satisfied SD pairs cannot be further improved. This is because
the size of a quantum memory becomes the bottleneck.

(4) Entanglement Resource Transformation: To evaluate the
ERT algorithm, we compare the performance of the scheme
adopting both ERA and ERT algorithms and the scheme using
the ERA algorithm only. Fig. 12 shows the performance of
two schemes to solve the bottleneck problem with different
network scales and concurrent SD pairs. As expected, the ERT
algorithm can solve the bottleneck problem in the scenario of
high concurrent entanglement routing between multiple SD
pairs (Fig. 12). The advantages of the ERT algorithm increase
with network scale since more idle entanglement resources
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can be utilized to improve the capacity of the bottleneck edge
(Fig 12(a)). Moreover, the effect of the ERT algorithm on
mitigating congestion increases with the number of concurrent
SD pairs due to the competition for entanglement resources
intensifying (Fig 12(b)).

V. CONCLUSION

In this paper, we proposed a swapping-based entangle-
ment routing design for establishing end-to-end entangle-
ment between multiple SD pairs simultaneously in quantum
networks. This design fully considers two unique properties
of the swapping operation, i.e., entanglement swapping is an
imperfect operation, and the swapping operation can trans-
form entanglement relationships between quantum nodes. To
reduce the negative effect of the imperfect swapping opera-
tions, we introduced the SPERF algorithm, which presents a
new metric, the success probability of entanglement routing,
to evaluate the selected path. In order to mitigate congestion,
the two-step scheme CM is proposed. The ERA algorithm
first achieves entanglement resource allocation on the bottle-
neck edges, and then the ERT algorithm solves the bottleneck
problem by “recycling” idle entanglement resources. Extensive
simulations have shown that our entanglement routing design
can significantly improve the rate of end-to-end entanglement
distribution than the min-hop and greedy routing schemes.
In addition, CM can effectively mitigate network congestion
and increase the number of satisfied SD pairs in a time slot.
In this work, we mainly consider the impact of the hops
of the selected path and the success probability of entangle-
ment swapping on the remote entanglement distribution rate.
However, due to quantum decoherence, entanglement fidelity
is also a vital factor affecting the performance of entangle-
ment routing design in quantum networks. In future works, we
plan to improve the entanglement routing design by developing
fidelity-based algorithms.
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