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Abstract—Existing congestion control algorithms for MPTCP
that care about only long flow transmission aim at the
Congestion-Avoidance (CA) phase and they need a long time to
reach convergence states. We verified that the exponential growth
of congestion window (cwnd) in the uncoupled Slow-Start (SS)
leads to not only unfairness to TCP but also buffer overflow due
to burst data. Moreover, these algorithms cannot support fair
bandwidth sharing among TCP/MPTCP flows before reaching
convergence at the bottleneck, which may reduce the transmis-
sion efficiency of short flows and even hurts long flows. In this
paper, we propose a Throughput Consistency Congestion Control
(TCCC) algorithm consisting of Coupled Slow-Start (CSS) and
Aggressive Congestion Avoidance (ACA). To prevent packet loss
caused by excessive burst data, CSS couples the increment of sub-
flows’ cwnd and reset the ssthresh value to safely move the flows
to CA when it achieves expected throughput. Based on CSS, ACA
periodically detects path states and allocates the same throughput
increment as the best TCP to subflows to achieve fair bandwidth
share in CA. Finally, we implement TCCC in both NS3 and real
testbed. The results show that TCCC reduces retransmissions,
improves transmission efficiency, and maintains better fairness.

Index Terms—Multi-path TCP, congestion control, transmis-
sion efficiency, fairness.

I. INTRODUCTION

W ITH the rapid development of various network access
technologies, network access devices are usually
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equipped with multiple interfaces. For instance, mobile
devices have WiFi and 3G/4G wireless interfaces, and data
center networks often provide alternative paths between two
hosts [1]. Though transmission efficiency can be improved
when multiple interfaces are utilized simultaneously, TCP can
only transmit over one interface at a time. To provide the capa-
bility of simultaneous use of multiple paths between multi-
homed end-hosts, Multi-path TCP (MPTCP) is recommended
by IETF [2]. It is not only compatible with regular TCP but
also able to aggregate bandwidth and improve robustness.

Congestion Control is one of the key issues affecting the
transmission efficiency of MPTCP. It controls the data injected
into the network through the congestion window (cwnd) to
reduce packet loss and retransmissions caused by congestion.
Usually, congestion control algorithms consist of two parts
including Slow-Start (SS) and Congestion-Avoidance (CA)
with disparate cwnd adjustment strategies. Most algorithms
grow cwnd exponentially to rapidly increase the transmission
rate in SS. In CA, to prevent congestion, they augment cwnd
with a slower pace. Raiciu et al. [3] proposed that MPTCP con-
gestion control algorithms should satisfy the following design
goals: (1) Improve throughput: MPTCP should achieve at least
the same throughput as a single TCP connection when there
is no congestion. (2) Do no harm: MPTCP takes up no more
capability than regular TCP at the shared bottleneck.

So far, many popular congestion control algorithms of
MPTCP have been proposed to achieve the two goals [3],
[4], [5]. However, these algorithms only couple cwnd growth
of subflows in the CA phase, and each subflow still behaves
like independent TCP in SS. Thus, compared with TCP that
may cause buffer overflow at routers due to the exponential
increase of cwnd in SS, MPTCP suffers more severe packet
loss (with multiple subflows in SS). This is adverse to the
transmission efficiency of short flows, which become more
and more popular in the current network environment [6]
and account for 95% of real Multi-path TCP traffic [7].
Moreover, although many algorithms aim to satisfy the sec-
ond design goal, the performance of MPTCP is restricted.
Their throughput is much less than that of a TCP flow before
reaching convergence when they compete at the same bot-
tleneck [8]. Therefore, these algorithms, with uncoupled SS
and excessive restrictions on cwnd in CA, will undoubtedly
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reduce the transmission efficiency of short flows and affect the
performance of long flows.

Although some works try to solve the above problems, they
mainly focus on one of the scenarios of long flows or short flows.
For example, to improve the performance of short flows using
MPTCP, Barik et al. [9] and Li et al. [10] proposed different meth-
ods to slow down the cwnd increment of MPTCP in SS. There
are also schemes dedicated to improving the transmission effi-
ciency of both long and short flows. Thomas et al. [11] speeds up
the convergence process of MPTCP algorithms, which couples
cwnd increment in both SS and CA phases. Kheirkhah et al. [12]
and Lee et al. [13] only work in special environments of data
centers and 5G networks. Additionally, some algorithms use
emerging machine learning technology [14], [15], [16], [17].
Compared with heuristic algorithms, they may adjust cwnd
more accurately, however, having high overhead and facing the
problem of controlling lags.

The real network, with the requirement to transmit data of
various sizes, is usually a mixed transmission of long flows
and short flows with disparate characteristics. The existing way
of judging short flow and long flow is empirical. Specifically,
some related works distinguish them by the file size, for exam-
ple, Zhao et al. [18] and Kheirkhah et al. [19] illustrated that a
majority (90%) of the flows are short flows with a size smaller
than 1MB. Some suggest that short flows can be judged by
completion time, which may never leave the Slow-Start phase
with a small congestion window [20]. In our scheme, short
flows are connections transmitting files smaller than 1MB,
whose transmission efficiency is mainly affected by the SS
algorithm. Long flows, with larger transmission files, consume
most of their life during the CA phase and are mainly affected
by the CA algorithm. Besides, fairness (bottleneck fairness) is
also one of the important metrics in our design, which aims to
enable MPTCP flows to achieve the same throughput as TCP
flows at the bottleneck [21].

In this paper, we jointly consider fairness transmission
for both short and long flows and propose a Throughput
Consistency Congestion Control (TCCC) scheme. It is a
heuristic algorithm that consists of two parts: Coupled Slow-
Start (CSS) and Aggressive Congestion-Avoidance (ACA)
algorithms. Mainly, TCCC couples the increment of cwnd
in both SS and CA phases based on the throughput consis-
tency principle, which means, TCCC is committed to ensuring
that MPTCP achieves the same throughput as the best TCP.
Specifically, when multiple subflows are in the SS phase, CSS
couples the cwnd growth of each subflow to prevent buffer
overflow caused by high-speed window increase. Then, all
the subflows actively move to the CA phase after reaching
the maximum throughput limitation to ensure that MPTCP
achieves the same throughput as TCP in the whole SS pro-
cess. Based on CSS, the ACA algorithm updates the coupling
coefficient for window growth periodically. It records the path
state of each subflow within an updating interval and computes
the estimated throughput increment of MPTCP according to
the best TCP flow. Then, it allocates throughput increments
to subflows and updates their coupling coefficients. The main
contributions of this paper are summarized as follows:

• To improve the performance of MPTCP in the mixed
transmission of long and short flows while ensuring

fairness with TCPs, we propose a TCCC scheme com-
posed of CSS and ACA. CSS couples the exponential
growth factor of multiple subflows to avoid severe packet
losses in SS and improves the efficiency of short flows.
ACA periodically maintains the throughput increment of
all subflows in MPTCP equal to the best TCP flow’s to
achieve fairness. It provides new adjustment factors of
cwnd to strive for high throughput and better performance
for long flows.

• We further analyze the fairness of the TCCC by using a
fluid model first proposed by Peng et al. [5]. By com-
paring the aggressiveness of each algorithm through the
provided utility coefficients, we reveal that TCCC can
maintain fairness with TCP.

• We implement TCCC in both software simulation and
real testbed and evaluate the performance of short and
long flows. The results reveal that TCCC can bring a
goodput gain of up to 40% for short flows, and increases
the bandwidth share of MPTCP at the bottleneck to
97.9% of TCP for long flows.

This paper inherits the basic idea of our conference
paper [22]. They differ mainly in the following aspects: We
further consider the scenario of long flow transmission, which
is out of the scope of CSS but is important for the cur-
rent Internet, and provide a new algorithm called ACA. Thus,
TCCC can improve the efficiency of MPTCP in mixed long
and short flows, and maintain fairness with TCP flows at the
same bottleneck. We also provide the theoretical analysis of
fairness performance for CSS and ACA and reproduce the
original experiments. Meanwhile, we expand the experimental
testing from software simulation to the real testbed and reveal
the efficiency of our proposed algorithm through various tests.

The rest of this paper is organized as follows. In Section II,
we introduce several popular congestion algorithms and illus-
trate the performance issues of the current MPTCP. Our
proposed TCCC is described in detail in Section III and we
present the theoretical analysis in Section IV. Subsequently,
we give a performance evaluation in Section V and conclude
our work in Section VI.

II. RELATED WORK AND PROBLEM STATEMENT

Congestion control is the key issue in transport protocol
design, which plays a crucial role in efficient transmissions.
TCP congestion control has developed rapidly from TCP
Reno [23], NewReno [24] to S-TCP [25], CUBIC [26] and
till now [27], [28]. These algorithms treating packet loss as
the notification of path congestion are classified as loss-based
ones, which decrease window size if a loss occurs.

The loss-based congestion control algorithms of MPTCP
are mostly extended from the existing TCP Reno algorithm.
For example, SCTP [29] is a straightforward extension of the
single-path TCP, which uses independent TCP Reno in each
subflow and occupies multiple sources compared with TCP.
Although simple, it will seriously occupy the bandwidth of
the TCP flows at the same bottleneck. To maintain fairness
with TCP flows, Equal-Cost Multi-Path TCP (EMTCP) [30]
adds 1√

n
(n is the number of subflows of MPTCP) to the

adjustment coefficient of cwnd to increase the window more
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gently. However, it does not consider differences between
paths and would not make efficient use of the network. So
another two methods Coupled [31] and LIA [3] are proposed,
which remove traffic to the least congested path while also
maintaining some in the congested one to improve transmis-
sion efficiency. Khalili et al. also proposed a new method
OLIA [4], which adds a correction factor to the adjustment
factor of LIA to achieve Pareto-optimal. Peng et al. [5] further
demonstrated that there is a tradeoff between responsiveness
and TCP-friendliness in MPTCP. So they put forward a more
balanced solution called BALIA to ensure fairness with TCP.

Most of the congestion control algorithms mentioned above
are optional algorithms applied in the MPTCP kernel and capa-
ble to maintain fairness between TCP and MPTCP to some
extent. However, all of them only couple the cwnd increment
factor of each subflow in the CA phase and behave like inde-
pendent TCP in SS. Zhang et al. [32] revealed that a single
TCP may cause buffer overflow at routers due to the exponen-
tial increase of cwnd in SS. It can be reasonably inferred that
MPTCP with multiple uncoupled subflows in the SS phase
is more likely to suffer severe packet loss. It becomes even
inevitable as the increase of buffer size of commodity switches
is significantly outpaced by that of the link speed [33]. The
packets that are lost during transmission need to be retrans-
mitted through dup-ACKs or waiting for Retransmission Time
Out, which undoubtedly seriously affects the efficiency of
short flows. Moreover, these algorithms also face problems at
the CA phase as they excessively reduce the competitiveness
of MPTCP to fully meet the second design goal of MPTCP.
Kato et al. [8] conducted experiments in the Linux operat-
ing system and revealed that LIA is weaker than Reno [24].
Through experiments (illustrated in detail in Section V), we
also perceive that LIA can only obtain about 80.7% of the the-
oretical bandwidth when it competes for bandwidth with TCP
at the same bottleneck. BALIA and OLIA are also unable to
achieve fair bandwidth allocation. Therefore, these algorithms
that are unable to fairly share the bandwidth with TCP at the
bottleneck also reduce the transmission efficiency of MPTCP
for long flows.

So far, some work is devoted to solving the above problems,
however, they are mainly focused on solving the problem of
the SS or CA phase. For example, Barik et al. [9] noticed
that uncoupled SS of MPTCP may lead to a buffer overflow,
which is harmful to short flows. So they proposed a conges-
tion control named LISA, which adjusts the initial value of
cwnd according to the window size of existing subflows and
keeps the sum of cwnd remains unchanged. In [10], Li et al.
proposed Halfback, which suggests pacing out the data up to
the threshold amount in one RTT in the JumpStart phase. They
also provide reverse-ordered proactive retransmission notified
by NACK to improve reactiveness if JumpStart fails. It needs
routers to support the priority queue and NACK notification.

In [11], Thomas et al. discovered that most existing MPTCP
algorithms suffer high convergence latency, rendering them
ineffective for short flows. Thus, they proposed NMCC
scheme, which achieves friendliness faster by normalizing the
throughput growth rate of flows rather than the throughput

itself. Moreover, they introduced the extended NMCC proto-
col that caters to friendliness upon both throughput growth
and throughput reduction epochs.

In [34], Dong et al. proposed mVeno that modifies the
addictive increment of Veno to effectively couple subflows.
Specifically, mVeno calculates the backlog at the queue to
notify network states and distinguishes packet losses caused
by a random error of wireless links or by network congestion.
Then, it provides different weights for subflows with disparate
flow characteristics to improve the overall performance of
MPTCP over wireless networks.

Wei et al. [35] utilized Explicit Congestion Notification
(ECN) signals to detect congestion and discover the shared
bottleneck flows. Then, they defined different congestion
degrees in constrained additive increase and provided cou-
pled congestion control algorithm with bottleneck-fairness.
Moreover, they developed a forward prediction packet schedul-
ing scheme to model the subflow’s future behavior and
preschedule data transmission to achieve fine-grained control.

MMPTCP [12] and DEFT [13] are two methods proposed
to improve the transmission efficiency for both long and
short flows for data centers and 5G networks, respectively.
Though involving different traffic characteristics compared to
an Internet-like network, their joint consideration of short and
long flows in congestion control design is still worth introduc-
ing. MMPTCP runs in two phases. Initially, it scatters all the
packets in the network under a single congestion window to
exploit available paths. Short flows that ever are squeezed by
the long flows can complete transmission faster. During the
second phase, MMPTCP runs as standard MPTCP to pursue
throughput. DEFT provides a novel window control algo-
rithm considering the state of the millimeter, which shows fast
responsiveness when the link changes. Besides, it includes a
delay-equalizing algorithm that minimizes additional reorder-
ing delay in the receiver buffer.

There are also methods using emerging new techniques.
Li et al. [14] and He et al. [17] both proposed a deep reinforce-
ment learning framework to generate the congestion control
rules for MPTCP. They conduct appropriate window adjust-
ment factors in the online decision stage based on offline
training. Xu et al. [15] provided a hierarchical tile coding
algorithm to partition the high-dimensional state space into
discrete tiles for state representation. Pokhrel and Walid [16]
proposed a deep Q-learning-based congestion control scheme,
which learns and acts from its experience of optimal con-
gestion control using deep Q-learning. Despite more flexible
window adjustment, these methods have a high training over-
head and face the problem of controlling lag. Specifically,
Xu et al. [15] and He et al. [17] both revealed that it cost an
hour to several hours to train a model for a given network sce-
nario. To improve transmission efficiency, they usually need to
train model in multiple different network scenarios, which is
a high overhead compared with traditional algorithms. When
using the model, the online interference time varies from
0.5ms to 1ms, which causes controlling lags.

Compared with the algorithms mentioned above, the
proposed TCCC focuses on improving the efficiency of
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MPTCP on the premise of maintaining fairness with TCP con-
nections. It simultaneously solves the problems of the two
stages of MPTCP congestion control improving the transmis-
sion efficiency of short flows and long flows. However, if both
types of flows are treated in the same way, long flows may
block the transmission of short flows, which is a common
problem for schemes that control sending rate at end nodes
including ours. It can be solved by splitting flow queues at
intermediate routers, which we leave as our future work.

III. THROUGHPUT CONSISTENCY CONGESTION CONTROL

In this section, we introduce our Throughput Consistency
Congestion Control (TCCC) scheme in detail. We elaborate
on the two algorithms that work in the SS and CA phases,
and explain the efficient improvement of the transmission for
both long and short flows.

A. Design Overview

Firstly, we provide a design overview to present an overall
idea of the scheme. TCCC consists of two parts includ-
ing Coupled Slow-Start (CSS) and Aggressive Congestion-
Avoidance (ACA) algorithms. They aim to solve the serious
packet loss caused by the uncoupled window increase in SS,
and the excessive restriction on cwnd growth in CA, respec-
tively. Thus, the states of subflows determine which algorithm
to use. Specifically, CSS works when MPTCP subflows are
in the initial SS phase, which couples window increment and
actively moves subflows to the CA phase, where ACA takes
over control of window adjustment. Both CSS and ACA fol-
low the principle of throughput consistency, that is, they strive
to maintain the overall throughput of MPTCP consistent with
that of the best TCP at the same bottleneck. Specifically, CSS
couples the cwnd increment factor of multiple subflows in
SS to avoid serious packet loss. When reaching the maximum
throughput limitation, it actively moves to CA to maintain fair-
ness in the SS process. Based on this, ACA periodically detects
path states and maintains the expected throughput increment
of MPTCP is equal to the best TCP flow within the updat-
ing interval. Then it allocates the throughput increment to
subflows and provides new factors of cwnd adjustment to
improve the aggressiveness of MPTCP when competing with
TCP. We present the mathematical notation used in the system
and derivation in Table I. The design details are shown in the
following.

B. Coupled Slow-Start Algorithm

In this subsection, we introduce the Coupled SS algo-
rithm [22] that can improve the performance of short flows’
transmission using MPTCP. It consists of two parts: Coupled
Ssthresh and Linked Smooth Growth. The former leverages an
estimating method to reset the ssthresh value of MPTCP so
that it can actively move subflows to the CA phase. The lat-
ter couples subflows and provides a slower and more friendly
cwnd increment parameter, which can avoid serious packet
loss caused by exponential growth. The two modules work
together to adjust cwnd reasonably and achieve fairness and
efficiency improvement. Moreover, Coupled SS algorithm only

TABLE I
MATHEMATICAL NOTATION USED IN SYSTEM AND DERIVATION

plays a part in the initial SS phase of MPTCP. Because when
subflows of MPTCP are in different phases, it requires much
extra consideration to maintain fairness with TCP, we leave it
as our future work.

1) Coupled Ssthresh: Coupled Ssthresh is mainly dedicated
to enabling MPTCP to quit SS timely and avoid exces-
sive window growth and packet losses in SS. Specifically, it
leverages the existing threshold estimation method (shown in
detail in Section IV-B) to estimate the optimal TCP threshold.
Afterward, it computes the expected throughput of the best
TCP (It is the best path available to the user. In the shared
bottleneck scenario, it is the path with the smallest RTT in
our design.) in SS by the estimated threshold and the min rtt
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Algorithm 1: CSS Algorithm

1 Initialize ini_SS = true, α = 1.5;
2 for each subflow r do
3 ini_SSr = true;
4 end
5 con_ssth = ssth;
6 exp_th = con_ssth

min rtt ;
7 if a new subflow joins then
8 Totcd =

∑
r=1 cwndr ;

9 NewTotcd = Totcd + IW ;
10 CT = logα

con_ssth
Totcd ;

11 α = CT

√
con_ssth
NewTotcd ;

12 end
13 if subflow r receives a new ACK then
14 if ini_SS == true then
15 rttr = g · rttr + (1− g) · rttr ;
16 cur_th =

∑
r

cwndr
rttr

;
17 if cur_th ≤ exp_th then

18 αr = α
rttr

min rtt ;
19 cwndr+ =

min(MSS , (αr − 1) · acked_Bytes);
20 else if cur_th > exp_th then
21 ini_SS = false
22 for each subflow r do
23 ssthr = cwndr ;
24 ini_SSr = false;
25 // subflows actively enter CA
26 end
27 end
28 else
29 cwndr+ = acked_bBytes ;
30 end
31 end

of subflows. To ensure fairness between TCP and MPTCP, it
takes the expected throughput of the best TCP in the SS phase
as the expected throughput of MPTCP. It is also a condition for
MPTCP to actively move to CA. The details of the algorithm
are illustrated in Algorithm 1.

Coupled Ssthresh algorithm firstly sets the flag of ini-
tialSS = true, and than uses the existing method to estimate
the ssth values and rtt of paths available to it. Afterwards,
it leverages the value of con_ssth = ssth and the minimum
value of RTTs to calculates the expected throughput exp_th
of MPTCP in SS as Line 6. Finally, the expth provides a judg-
ment condition for MPTCP to actively quit SS. Thus, it ensures
transmission efficiency of MPTCP but also guarantees fairness
among MPTCP and TCP in SS phase. Specifically, CSS can
compare the current throughput of MPTCP with the expected
throughut, and quit SS if MPTCP has reached the expected
throughput. Then, it resets the initial SS flag to false and
makes each subflow enter CA without packet loss. Therefore,
the algorithm ensures that MPTCP achieves the same through-
put as the best single TCP at the end of SS if no packet loss
occurs. When the threshold estimation is not accurate or there

is packet loss in TCP SS, it still plays a role in improving fair-
ness for reducing the gap between TCP and MPTCP, which s
presented in detail in Section IV-C.

2) Linked Smooth Growth: Although the Coupled Ssthresh
algorithm can guarantee fairness with TCP at the end of SS,
the exponential window increment of multiple subflows may
still cause a buffer overflow. To eliminate packet losses caused
by the exponential growth of multiple subflows and main-
tain fairness with TCP during SS, CSS includes the Linked
Smooth Growth algorithm. Unlike other algorithms that give
fixed parameters for window increment, CSS can continu-
ously adjust its coupling factor as a new MPTCP subflow
enters. Specifically, when a new subflow is added, it calculates
the sum of cwnd of all current subflows as the current total
cwnd and adds IW as the new value of Total cwnd notified as
NewTotcd. Using the given coupling factor and the calculated
completion time, CSS computes the basic coupling factor α
by remaining the expected completion time unchanged. In our
setting, the initial value of α is 1.5 because the receiver usu-
ally uses a delayed ACK [36]. The new basic coupling factor
is lower than before, which is consistent with the intuition that
MPTCP should slowdown cwnd the growth of each subflow
after a new subflow is added.

However, because different subflows have disparate link
states, MPTCP cannot adjust its window according to the base
coupling factor. CSS considers the impact of RTT to induce
different window increase rates. Specifically, when the subflow
receives an ACK, CSS computes the smoothed RTT value,
where the parameter g is the smoothing factor whose value
is 0.5. Then, it leverages the min rtt and basic parameter α
obtains the coupling factor of each subflow as Line 20. Finally,
according to the obtained coupling factor of each subflow, it
utilizes the Byte Counting algorithm [36] to adjust the cwnd
reasonably.

C. Aggressive Congestion-Control Algorithm

In this subsection, we introduce the Aggressive CA algo-
rithm that maintains fairness between MPTCP and TCP in
CA. specifically, ACA estimates the TCP throughput accord-
ing to the TCP algorithm and confirms that MPTCP and
TCP have the same throughput increment over the estima-
tion period. Then it allocates total throughput increment to
multiple subflows by ensuring that the traffic transfers to
the subflow with better link quality. Besides, considering the
throughput decrement caused by packet losses, ACA maintains
the balance of increase and decrease in window adjustment
to achieve a stable state. It’s worth noting that ACA is also
motivated by the TCP NewReno (with the Additive Increase
Multiplicative Decrease scheme) as LIA and BALIA. So
we only analyze and guarantee fairness with TCP NewReno
connections.

Suppose there are an MPTCP and a TCP connection at a
common bottleneck. Their connection information is as fol-
lows: there are n subflows in an MPTCP connection, the RTT
value of subflowr is rttr , the current congestion window is
cwndr , and the smallest RTT of subflows is min rtt . The win-
dow of TCP connection is cwnd tcp . If MPTCP and TCP have
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the same throughput, we have:
n∑

r=1

cwndr
rttr

=
cwnd tcp

min rtt
. (1)

For the TCP connection using Reno algorithm in the CA
phase, its cwnd is increased by 1 in each RTT. As for MPTCP
connections, we denote the window increment of subflowr in
each rttr as αr . Thus, to achieve fairness, the throughput of
TCP and MPTCP satisfies

n∑

r=1

(
cwndr
rttr

+
t · αr

rttr

)

=
cwnd tcp

min rtt
+

t

min rtt
(2)

where cwnd tcp is the cwnd of a TCP-like flow on the best
available path (the one with the minimal RTT). The throughput
of the best TCP can be estimated by cwnd tcp/min rtt . Based
on SS fairness, the above formula can be simplified to

n∑

r=1

αr

rttr
=

1

min rtt
. (3)

For each period of T, we achieve the fairness requirement
between TCP and MPTCP.

Then, we allocate the estimated throughput increase to each
subflow based on its path states enabling MPTCP to remove
the traffic from the congested path to the non-congested path.
Firstly, the change in the throughput of a flow is proportional
to the change in its congestion window size divided by its
RTT

� throughput ∝ �cwnd

rtt
. (4)

Thus, to share the throughput increment to all subflows rea-
sonably, we should increase their congestion window size
proportional to the RTT value observed in each route r. Taking
two subflows subflowi and subflowj as an example, their
windows are computed by

cwndi
cwndj

=
αi · rtti
αj · rttj . (5)

Then, by substituting Eq. (5) into Eq. (3), ACA allocates
throughput increment to MPTCP subflows. The cwnd incre-
ment factor of subflowr at each RTT is

εr =
cwndr/rttr

min rtt ·∑n
k=1

cwndk
rtt2k

. (6)

Next, considering throughput decrement caused by packet
losses, ACA calculates the window reduction to achieve a sta-
ble state. It assumes that the packet loss rate of the subflow r
is pr , the increasing factor is εr , and the decreasing factor is
ηr . In the process of CA, the increases and decreases of the
window size must balance out, i.e., the rate of ACKs × aver-
age increase per ACK must equal the rate of drops × average
decrease per drop. That is:

(1− pr ) · εr
cwndr

= pr · cwndr
2
· ηr . (7)

If subflows have the same packet loss rate, making the
approximation that pr is small enough that 1 − pr ≈ 1, it

Algorithm 2: ACA Algorithm

1 when ini_SS == false:
2 if subflow r receives a new ACK then
3 if cwndr < ssth then
4 cwndr+ = acked_Bytes ;
5 else
6 cwndr+ = 1

rttr ·min rtt ·∑n
k=1

cwndk
rtt2

k

;

7 end
8 else if subflow r experiences packet loss then
9 if subflows have the same packet loss rate then

10 cwndr− =
min rtt ·(∑n

k=1 cwndk/rttk )
2

2·rttr ·∑n
k=1 (cwndk/rtt2k )

;

11 else
12 cwndr− = cwndr

2 ;
13 end
14 end

can be obtained that cwnd tcp =
√

2/pr . Under the fair-
ness requirement of consistent throughput, cwnd tcp meets
the requirements shown in Eq. (2). Substituting approxima-
tion condition and the value of εr , the value of ηr can be
calculated as follow:

ηr =
min rtt · (∑n

k=1 cwndk/rttk )
2

rttr · cwndr ·
∑n

k=1

(
cwndk/rtt

2
k

) . (8)

If subflows have different packet loss rates, ACA uses the same
window decrease strategy as TCP, that is, halving the window
and ηr = 1; Thus, the CA algorithm can be written as

cwndr =

{
cwndr +

εr
cwndr

,

cwndr − cwndr
2 · ηr , (9)

where εr and ηr are obtained by Eq. (6) and Eq. (8), respec-
tively. The total process is shown in Algorithm 2. We
theoretically analyze the fairness performance of the algorithm
and discuss the details of implementation in the next section.

IV. METHOD ANALYSIS

In this section, we analyze the fairness of TCCC and discuss
the impact of ssthresh estimation and link bottleneck on con-
gestion control algorithms. Specifically, we use the fluid model
to uniformly represent the algorithms. Then, we compare the
available metrics of algorithms’ aggressiveness to present the
fairness performance of TCCC.

A. Fluid Model

Firstly, we present the fluid model utilized to analyze the
theoretical efficiency of ACA. As described in [5], the model
considers a network that consists of a set L = {1, . . . , |L|}
of links with finite capacity cl is shared by a set of sources
S = {1, . . . , |S |}. Each source s ∈ S is available to a fixed
collection of routes (or paths) r, and R := r |r ∈ s , s ∈ S is
the collection of all routes. The routing matrix H ∈ 0, 1|L|x |R|
denotes the relationship between links and routes, where
Hlr = 1 if link l is in route r, and 0 otherwise. Each
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source s maintains a congestion window cwndr (t) and round
trip time rttr at time t for every route r ∈ s to cal-
culate the sending rate xr (t) := cwndr (t)/rttr . For each
link l, yl (t) :=

∑
r∈R Hlrxr (t) is the aggregate traffic

rate. Let pr (t) :=
∑

l∈LHlrpl (t) represents the approxi-
mate packet loss probability. Where pl (t) denotes a congestion
price at time t for link l. Thus, each route r ∈ s asso-
ciate three variables (xr (t), cwndr (t), qr (t)), and each source
s ∈ S can be presented by (x s(t),w(s)t , q s(t)), where
(x s(t) := (xr (t), r ∈ s)), (w s(t) := (cwndr (t), r ∈ s)),
(q s(t) := (qr (t), r ∈ s)).

Motivated by the AIMD algorithm of TCP NewReno,
Peng et al. [5] model MPTCP algorithm as follows, where
time t is omitted for simplicity:

ẋr = kr (x s)(φr (x s)− pr )
+
xr

r ∈ s s ∈ S , (10)

ṗl = γl (yl − cl ) l ∈ L (11)

where (a)+x = a for x > 0 and max{0, a} for x ≤ 0, and
γl is a positive parameter determining the dynamic property.
Suppose a source s increases its window at the return of each
ACK and the increment is denoted by Ir (ws) and decreases
the window on route r when a packet loss occurs and the
decrement is denoted by Dr (ws) when a packet loss occurs.
Then, kr (xs) and Dr (xs) can be computed by

{
kr (xs) =

xr
rttr

Dr (ws),

φr (xs) = Ir (ws)/Dr (ws).
(12)

The MPTCP algorithm installed at source s can be specified
by (Ks ,Φs ), where Ks(x s) := (kr (x s), r ∈ s) is a vector of
positive gains that determines the dynamic properties of the
algorithms, and Φs (x s) := (φr (x s), r ∈ s) determines the
equilibrium properties of the algorithms. Beside, the shape of
vectors (Ks ,Φs ) also rank the different variants with respect
to their friendliness and responsiveness (For the full details,
see [5]). More specifically:

Theorem 1 (Friendliness): Under certain assumptions
(which are intuitive and usually (but not always) satisfied), an
MPTCP algorithm (K̃ , Φ̃) is friendlier than another algorithm
(K̂ , Φ̂) if Φ̃s(xs) ≤ Φ̂s(xs).

Theorem 2 (Responsiveness): For two MPTCP algorithms,
if one has a smaller eigenvalue real part of Jacobian J �

λ̄(J �) = max

⎧
⎪⎨

⎪⎩

xH
[
∂Φs
∂xs

]+
x

xHΛ−1
k x + pHΛ−1

γ p

⎫
⎪⎬

⎪⎭
, (13)

it is more responsive, where Λk = diag{kr (xs), r ∈ R}, Λγ =

diag{γl .r ∈ L}, and ∂Φs
∂xs

are evaluated at the equilibrium
point. The theorem can be simplified as: An MPTCP algorithm
with a larger Ks(xs) and more negative definite ∂Φs

∂xs
is more

responsive.

B. Fairness Analysis

In this part, we provide fairness analysis of our scheme that
includes ACA and CSS, respectively.

TABLE II
MODEL PARAMETERS OF SEVERAL REPRESENTATIVE ALGORITHMS

1) ACA Analysis: We use the fluid model proposed by
Peng [5] to analyze the theoretical efficiency of ACA. We
take TCP-NewReno as an example to show the function of
this model. As TCP-NewReno adjusts the window as

• For each ACK on route r, cwndr ← cwndr +
1

cwndr
,

• For each loss on route r, cwndr ← cwndr
2 ,

its model coefficients can be expressed as

kr (xs) =
1

2
x2r , φr (xs) =

2

rtt2r x
2
. (14)

When subflows have the same packet loss rate, according to the
definition of the model, the window increment and decrement
rates of TCCC can be expressed as

Ir (ws) =
1/(rttr ·min rtt)
∑

k∈s xk/rttk
,

Dr (ws) =
min rtt · (∑k∈s cwndk/rttk

)2

2rttr ·
∑

k∈s cwndk/rtt2k
. (15)

Thus, the corresponding performance parameters are

kr (xs) =
xr ·min rtt · (∑k∈s xk

)2

2 · rtt2r ·
∑

k∈s cwndk/rtt2k
,

φr (xs) =
2

min rtt2 · (∑k∈s xk
)2 . (16)

For readers to clearly follow the fairness analysis of the
ACA algorithm, we also give the model parameters of several
representative algorithms in Table II.

To take advantage of known theories, we prove that TCCC
satisfies the required constraints and verified that TCCC satis-
fies the required conditions (The specific details of conditions
from C0 to C5 are shown in [5].) as Coupled. Then, we prove
the friendliness and responsiveness performance of the scheme
according to the given theorems.

Firstly, we present “friendliness” performance of algorithms
by comparing values of Φr :

φCoupled
r ≤ φBALIA

r < φEWTCP
r < φTCP

r ,

φCoupled
r ≤ φTCCC

r < φEWTCP
r < φTCP

r . (17)

It can be easily deduced that when there are n subflows in
MPTCP, the order of the Φ value of algorithms is consistent
with the above. From the Theorem 1, we can prove that TCCC
and BALIA all behaves no better friendly than Coupled.
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Next, we compare the “responsiveness” performance of dif-
ferent algorithms. We suppose that all subflows of MPTCP
have the same RTT, then we obtain that

kr (x s)
TCCC =

xr
(∑

k∈s xk
)2

2
(∑

k∈s xk
) ≥ 1

2
x2r . (18)

Thus, for each s, we deserve:

Ks
TCCC ≥ Ks

BALIA ≥ Ks
Coupled . (19)

By comparing the Ks value and Φ̃s of different algo-
rithms, we prove that TCCC is more responsive than Coupled
based on the Theorem 2. However, when compared with
BALIA and EWTCP, we cannot directly achieve responsive-
ness performance according to the simplified theorem because
their relation of Ks and Φs are staggered. Thus, we utilize
the basic “Responsiveness” theorem to compare their λ(J

�
).

In the special cases where all states of MPTCP subflows are
equal, we have

λ
(
J
�
)BALIA ≤ λ

(
J
�
)TCCC ≤ λ

(
J
�
)TCP

. (20)

Therefore, we can be obtained that TCCC is more aggres-
sive than BALIA, but it still does not exceed TCP. The same
conclusion can also be proven when subflows have different
packet loss rates. Thus, we can conclude that TCCC maintains
fairness with TCP.

We must note that, the response to packet loss of the e-
NMCC algorithm is more involved than the model prescribes
and our analysis is carried out under special conditions. In the
next section, we present the performance through detailed sim-
ulation testing and actual tests in our testbed for more specific
measurements of the algorithm.

2) CSS Analysis: As the SS window adjustment follows a
simple formula, we prove its fairness performance by mathe-
matical deduction. We assume that there are a TCP connection
and an MPTCP connection with n subflows competing bottle-
neck bandwidth. The ssthresh value of TCP and MPTCP’s
subflow_r obtained by the estimation algorithm is ssth and
ssthr , respectively. The corresponding RTT is rtt, rttr , and
min rtt denotes the minimum rtt of all paths.

As for the uncoupled SS algorithms (e.g., LIA and BALIA),
their maximal throughput in SS is

∑r=n
r=1

ssthr
rttr

at the end
of SS, while the throughput of TCP is ssth

rtt . If rttr is the
same as rtt, it is reasonable to deduce that ssthr equals ssth.
Thus, MPTCP algorithms with uncoupled SS have n times
of throughput at the end of SS if the estimation of ssthresh is
accurate. If these algorithms don’t use the threshold estimation
method and set the ssthresh to its default value. Algorithms
usually suffer packet loss before reaching the value. MPTCP
algorithms with uncoupled SS still have a higher window
increase rate compared with TCP. While in CSS, it utilizes
con_ssth = max{ssthr} to actively enter the CA phase when
it achieves the expected throughput. Thus, the throughput of
CSS is con_ssth

min rtt , which equals the estimated throughput of
the best TCP connection. Besides, CSS continuously adjusts
the coupling factor of each subflow as a new MPTCP subflow
enters maintaining fairness during SS.

C. Ssthresh Estimation

In TCP, the SS phase aims to discover the available network
bandwidth effectively, and the ssthresh is the upper bound
of cwnd to prevent serious packet loss caused by burst data.
However, the SS ssthresh is still a fixed value in the exist-
ing network environment, which is highly likely to cause
continuous packet loss and performance degradation for TCP
transmission. There is some work devoted to finding a proper
ssthresh to solve the problem of continuous packet loss caused
by fixed values in TCP connection. In [37], Hoe et al.
revealed that data packets sent closely spaced may arrive at
the receiver at the rate of the bottleneck link bandwidth. Thus,
they proposed to calculate an approximation of the ssthresh
by using the least-squares estimation on three closely-spaced
ACKs received at the sender and their respective time of
receipt. Zhang et al. [32] proposed to adjust the value of
parameter ssthresh dynamically according to the bandwidth,
packet loss, and current RTT. With a reasonable approxima-
tion, our scheme can prevent the excessive window increase
that leads to multiple packet losses. Thus, it may improve
transmission reliability, reduce transmission delay, and ensure
friendliness among TCP and MPTCP.

Next, we discuss the impact of estimation accuracy, which
may decrease with the dynamic changes of networks, on CSS
algorithms. If the maximum throughput limitation is too low,
the sender would prematurely switch to the additive increase
mode, and the transfer time would be longer. If the approxi-
mation is too high, MPTCP and TCP both suffer packet loss
before reaching the ssthresh value. In this case, compared
with those decoupled schemes, our algorithm can still play
a role in reducing burst data for slowing down the window
increase rate. Therefore, we use the average estimated value
when the network is stable and choose a larger estimation
value to ensure transmission efficiency in dynamic networks.

D. Bottleneck Detection Problem

When the subflows of MPTCP do not share a bottle-
neck, using the principle of network fairness to couple the
growth of congestion window will significantly reduce the
transmission efficiency of MPTCP. To achieve higher algo-
rithm efficiency, we utilize the existing bottleneck detection
schemes to detect bottlenecks, and then decouple the growth
rate of subflows when they do not share bottlenecks. We
investigated the existing related works in bottleneck detec-
tion in detail and find three reliable solutions: DWC [38],
MPTCP-SBD [39], and SB-CC [35]. They detect bottlenecks
by observing delay increase and packet loss during the same
period, specifically, comparing three key statistics of one-way
delay, leveraging packet loss signals during the observation
window, and using ECN signals, respectively. Among them,
the SB-CC strategy is more reliable and more adaptable to
dynamic networks than others. Besides, SB-CC provides a sec-
ondary judgment process to ensure detection accuracy. Thus,
in scenarios that support ECN, we integrate our scheme with
SB-CC to improve the efficiency of MPTCP under shared bot-
tleneck and non-shared bottleneck scenarios. However, how
determining whether to use the coupling algorithm in the SS
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Fig. 1. Topologies used for TCCC evaluation.

is still an unsolved problem. MPTCP is prone to packet losses
due to exponential growth of cwnd in SS when the buffer size
is small. Thus, we use a coupled algorithm in SS at the begin-
ning of the connection and change to an uncoupled algorithm
when detected that subflows do not share a bottleneck.

V. PERFORMANCE EVALUATION

In this section, we evaluate the effectiveness of TCCC on
short flows and long flows through the NS3 simulator and a
real testbed implemented with the Linux kernel of MPTCP.
In addition, the algorithms we used for performance compar-
ison are mainly LIA, LISA, BALIA, and e-NMCC. As in [3]
and [5], all TCP connections use the TCP NewReno algo-
rithm. In order to ensure the accuracy of data, we run each
experiment 50 times and present the average result and its
standard deviation. Next, we show the performance of TCCC
in simulation and the real platform, respectively.

A. Setup

First, we introduce the experimental environment topology
and related configurations in the two scenarios.

1) Simulation Setup: We evaluate our mechanism proposed
on NS3 simulator [40] with the MPTCP NS3 code provided
by google MPTCP group [41]. We consider two experimental
scenarios: the shared bottleneck scenario as shown in Fig. 1(a)
and the non-shared bottleneck scenario as shown in Fig. 1(b).
In the shared bottleneck scenario, there is an MPTCP connec-
tion with two subflows that shares a common bottleneck with
a TCP connection. Specifically, MPTCP client and MPTCP
server are both multi-homed, and they establish two subflows

between them. The TCP client and TCP server are single-
homed and they share a bottleneck from Route1 to Route2 with
MPTCP connection. BG client and BG server are to simulate
background traffic. Its bandwidth occupation fluctuation from
1% to 5% of the bottleneck bandwidth to simulate dynamic
networks.

In the non-shared bottleneck scenario, two subflows of
MPTCP travel through different bottlenecks independently,
and each subflow competes for bandwidth with one TCP con-
nection. The background traffic is generated the same as the
shared bottleneck scenario. Moreover, the bandwidth at the
bottleneck is set to 5Mbps and the delay is 30ms. The band-
width of other paths is 100Mbps and the delay is 10ms. The
buffer size at the bottleneck is set to 47 packets, which equals
the Bandwidth-Delay Product of the path. Besides, the packet
size is set to 1400 bytes in our simulations.

2) Testbed Setup: The real testbed is used to present the
performance of TCCC in real networks. We focus on the
shared bottleneck scenario and utilize the same topology as the
simulation shown in Fig. 1(a). The testbed includes eight PCs
running on 64 bits Ubuntu 16.04, and their roles are as follows:
one MPTCP client, one TCP client, two routers, two corre-
sponding servers using Apache2 [42], and two clients generate
background traffics. Both MPTCP client and MPTCP server
are implemented with the MPTCP 0.94 [43]. Background traf-
fic is a TCP connection made by iperf [44]. We use wget to
download files with a specific size and compare the average
download time and bandwidth share of MPTCP in the bottle-
neck. Besides, The link information is the same as that in the
software simulation.

B. NS3 Simulation

In this subsection, we show how TCCC performs in the
ns3 simulation environment. In this scenario, we simulate short
flows and long flows by file transfer. Specifically, we transfer
files with a number of packages less than 700 to simulate short
flows and transfer files that are larger than 10000 packets to
simulate long flows. We consider both shared bottleneck and
non-shared bottleneck situations and present the efficiency of
algorithms with varying buffer sizes and file sizes.

1) Short Flows: We first show the performance of TCCC
for short flows by downloading small files (less than 1MB).
We consider both the impact of file size and buffer size of
the bottleneck on transmission efficiency. Next, we present
the performance under shared bottleneck and non-shared
bottleneck scenarios, respectively.

Shared Bottleneck Scenario: To show the performance of
our algorithm on short flows in the shared bottleneck sce-
nario, we set the bottleneck buffer size to 47 packets and
download files of different sizes from 100 packets (140KB) to
700 packets (980KB) with an interval of 200 packets between
each one. Fig. 2(a) shows the average file completion time and
Fig. 2(b) shows the corresponding retransmissions. We can
observe that by coupling SS and slowing down the growth rate
of the congestion window, TCCC suffers less packet loss and
completes the file transfer within a shorter time. Specifically,
compared with LIA, TCCC reduces the download time by
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Fig. 2. File transfer with fixed buffer size (47 packets) in the shared
bottleneck scenario.

Fig. 3. File transfer with fixed file size (400 packets) in the shared bottleneck
scenario.

0.5s on average and 2.2s in the best case. It also reduces the
download time by 0.4s compared with e-NMCC. When the
number of packets is smaller than 100, the transmission com-
pletion time of LISA is less than that of LIA and BALIA, since
LISA removes the excessive increase of new-added subflow.
As the file size increases (larger than 100 packets), LISA per-
forms badly because it is unable to solve packet losses caused
by exponential window increments.

Since the buffer size of the bottleneck can significantly
affect the performance of short flows, we change the buffer
size at the bottleneck to evaluate the adaptability of TCCC in
various network environments. Specifically, we vary the buffer
size from 20 to 80 packets (200% of the path’s BDP) and
download the file size of 400 packets (560KB). The average
file completion time and the corresponding retransmissions
are shown in Fig. 3(a) and Fig. 3(b), respectively. It can be
observed that with the increase in buffer size, the completion
time of all algorithms decreases. This is because a larger buffer

can accommodate more burst data and reduce the possibility
of packet loss. Thus, with a larger buffer size, these algorithms
can reduce the number of retransmitted packets and complete
the transmission earlier. When the buffer size is 20 packets,
the completion time of all algorithms is larger, since all the
algorithms suffer more packet loss than in the case where the
buffer is small. In this case, TCCC still performs best and it
reduces the completion time by about 1s compared with the
worst one. When the buffer size exceeds 40 packets, TCCC
can drastically reduce packet loss, and continuously bring a
goodput gain over LIA and BALIA, e.g., up to 40% at the
buffer size of 60 packets. From Fig. 3(b), we can observe that
the number of retransmissions of TCCC decreases significantly
with the increase in buffer size. When the buffer varies from
40 packets to 60 packets, the number of retransmitted pack-
ets of TCCC is reduced by 57.45%. When the buffer size is
80 packets, TCCC experiences no packet loss. Therefore, its
completion time reaches the minimum. These minimums are
caused by their upper bounds on total cwnd, i.e., the ssthresh
and con_ssth.

In order to avoid buffer overflow at the bottleneck, TCCC
sets con_ssth to exit SS in advance and enter the CA phase
smoothly. However, this may lead to throughput reduction of
MPTCP when it exits SS with a too-small cwnd. To eval-
uate the impact of this tradeoff, we test how the Sum of
cwnd of MPTCP algorithms varies with the buffer size at
the bottleneck after 400 packets (560kb) are transmitted. As
shown in Fig. 3(c), with the increase of buffer size, the Sum
of cwnd of all algorithms increases. Specifically, when the
buffer size varies from 20 packets to 80 packets, the Sum of
cwnd of TCCC, e-NMCC, LIA, and TCP increases by 30.77%,
24.14%, 36.73%, and 45.45%, respectively. When the buffer
size increases from 20 packets to 60 packets, the Sum of cwnd
of TCCC is still the largest of all algorithms. This is because
it couples the increment of cwnd and reduces the packet loss
in transmission. Therefore, the window drops down caused by
packet loss is less than that of other algorithms, which results
in a larger final Sum of cwnd. However, when the window size
is 80 packets, TCCC is inferior to LIA and BALIA because
the larger buffer can also reduce packet loss. Although TCCC
does not perform well when the buffer size is too large, it is
still better than e-NMCC, and it is best when the buffer is
small.

Non-shared Bottleneck Scenario: In this part, we present the
performance of different algorithms in a non-shared bottleneck
scenario. At first, we fix the buffer size from Route1 to Route2
to 47 packets(one BDP) and vary the file size from 100 packets
(140KB) to 700 packets (980KB). Fig. 4(a) and Fig. 4(b) show
the average completion time and the corresponding retrans-
missions, respectively. We observe that TCCC performs better
and reduces the completion time by about 1.2s on average
as compared with other algorithms, which is mainly due to
the decrease in retransmissions. Specifically, TCCC reduces
the transmission time of the file with 300 packets by 42.37%,
42.35%, 46.71%, and 17.87% as compared with LIA, BALIA,
LISA, and e-NMCC, respectively.

To evaluate the adaptability of TCCC in a non-shared bot-
tleneck scenario, we vary the bottleneck buffer size from
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Fig. 4. File transfer with fixed buffer size (47 packets) in the non-shared
bottleneck scenario.

Fig. 5. File transfer with fixed file size (400 packets) in the non-shared
bottleneck scenario.

20 packets to 80 packets to download the file with the size of
400 packets (560KB). Fig. 5(a) shows the average completion
time and Fig. 5(b) shows the corresponding retransmissions.
With the increase in buffer size, the number of retransmit-
ted packets of TCCC decreases significantly. When the buffer
size is smaller than 60 packets, TCCC reduces packet loss
and brings a goodput gain of up to 45.35% as compared
to LIA. When the buffer size exceeds 60 packets, TCCC is
inferior to other algorithms. The reason is the same as in a
shared bottleneck scenario with a large buffer size. We can
also conclude that the buffer size of the bottleneck also has
a significant effect on the transmission of short flows in a
non-shared bottleneck scenario.

Though the con_ssth is good for short flows, it may hurt
the performance of MPTCP for long flows when its subflows
do not share a bottleneck. We present how the Sum of cwnd
varies with the buffer size at the bottleneck after completing
the transfer of 400 packets (560KB). As shown in Fig. 5(c),

when the buffer size is smaller than 60 packets, TCCC has a
larger Sum of cwnd than other algorithms. That means, TCCC
can still improve the transmission efficiency of long streams
when the buffer size is less than 60 packets. However, when
the buffer size exceeds 60 packets, the buffer is large enough
to prevent LIA, BALIA, and LISA from packet loss during
SS. As a result, these algorithms perform better than TCCC
for a higher cwnd. Although the performance of TCCC is not
ideal when the buffer size is large, it still performs best when
the buffer size is very small and this problem can be solved
by accurate threshold detection.

We can conclude that using coupled SS can effectively
reduce packet loss caused by burst data and improve the trans-
mission efficiency of short flows when the buffer is small. We
also demonstrate that the buffer size has a significant impact
on the transmission of short streams. TCCC not only performs
well in shared bottleneck scenarios but also works in non-
shared bottleneck scenarios when the buffer size is smaller
than BDP. Specifically, TCCC can reduce the transmission
time by about 1.5s compared with LIA and BALIA, and its
completion time is 17.87% lower than e-NMCC at the best
time.

2) Long Flows: Then, we show the effect of our algo-
rithm on long flows by downloading larger files (larger than
10MB). We also consider the impact of different file sizes
and buffer sizes on transmission efficiency. As there are only
two flows (MPTCP flow and TCP flow) competing bottleneck
bandwidth in our testing, we show the fairness performance
of algorithms by comparing the bandwidth occupation ratio
of each algorithm to TCP. Although the presentation pat-
tern is different, the result is consistent with that of using
Jain’s fairness index [45]. Moreover, we evaluate the algorithm
performance in both the shared Bottleneck and non-shared
Bottleneck scenarios.

Shared Bottleneck Scenario: Similar to tests on short flows,
we first present the performance of MPTCP algorithms in
the shared bottleneck scenario. We fix the size of the buffer
to 47 packets and download the data of different sizes
from 10000 packets (14MB) to 50000 packets (70MB), and
the result is shown in Fig. 6(a). By comparing the aver-
age file completion time, We can deserve that TCCC with
a more aggregative increasing factor is superior to other algo-
rithms and completes the transmission earlier. Specifically,
TCCC reduces the transmission time by 28.83% as com-
pared with LIA, and by 9.77% with e-NMCC in downloading
10000 packets situation.

Then, to show the impact of buffer size on the long flows,
we adjust the buffer size from 20 to 80 packets to download the
same data with 10000 packets. As can be seen from Fig. 6(b),
the effect of buffer size on the completion time of long flows
is less significant than that of short flows. When the buffer is
larger than 40 packets, the completion time does not decrease
with the increase in the buffer size, because the window adjust-
ment has reached a relatively stable state in long flows. When
the buffer is 20 packets, the completion time of each algo-
rithm is larger than that of other buffer sizes because of burst
data. Thus, when the buffer is limited, long flows will also suf-
fer packet loss and retransmissions. Anyway, TCCC still has
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Fig. 6. The performance of long flows in the shared bottleneck scenarios.

less completion time than LIA, BALIA, and e-NMCC under
buffer changing scenarios. We take a buffer size of 40 pack-
ets as an example: TCCC reduces the transmission time by
28.57% compared with LIA, by 25.7% compared with LISA,
and by 14.67% compared with e-NMCC.

To verify the fairness of MPTCP algorithms, we compare
the bandwidth ratio of a single TCP and MPTCP. In this situa-
tion, TCP starts to transmit at the beginning of the simulation
like MPTCP and ends at the same time when MPTCP com-
pletes the transmission to fairly compare the performance of
TCP and MPTCP algorithms. Besides, we compare the band-
width ratio of each MPTCP algorithm compared with TCP,
where we take the average throughput of all algorithms under
test as their bandwidth and then calculate the bandwidth pro-
portion. From Fig. 6(c) we can see that TCCC’s bandwidth
share is not more than TCP, but the bandwidth share of TCCC
is improved compared with other algorithms. It is because
other algorithms restrict the increment of cwnd in CA to sat-
isfy the second design goal of MPTCP congestion control.
Therefore, TCCC can improve the competitiveness of MPTCP
and make full use of bandwidth resources without affecting the
efficiency of TCP.

In general, for long flow transmission, TCCC performs
well at the shared bottleneck in the simulation environ-
ment. Through the relevant test, we can conclude that the
more aggressive window adjustment factors of TCCC in the
CA phase can improve its competitiveness at the bottleneck.
Compared with LIA and BALIA, it can improve the transmis-
sion efficiency of MPTCP at the bottleneck based on ensuring
fairness with TCP. Moreover, different from the transmis-
sion of short flows, buffer size has little effect on long flow
transmission.

Fig. 7. The performance of long flows in the non-shared bottleneck scenario.

Non-shared Bottleneck Scenario: In this part, we present the
efficiency of our algorithm in the non-shared bottleneck sce-
nario. We still consider the impact of different file sizes and
buffer sizes and present the fairness of our algorithm by com-
paring the bandwidth ratio of a single TCP. Besides, TCCC+
and e-NMCC+ represent the algorithm that uses coupled algo-
rithms in SS and decouples in CA, which aims to present the
effect of algorithms with bottleneck detection mechanisms.

First of all, we fix the size of the buffer to 100 packets
(one BDP) and study the efficiency of algorithms by down-
loading different sizes of data. We download files with the
size of 10000 packets to 50000 packets and repeat the exper-
iment fifty times to obtain the average completion time as the
final download time. As shown in Fig. 7(a), TCCC can still
effectively reduce the file download time in the non-shared
bottleneck scenario. Specifically, TCCC can reduce file down-
load time by 13.13% compared with LIA when the file size
is 30000 packets. Moreover, in the sharing bottleneck sce-
nario, the gap between TCCC, and LIA is smaller and LIA
performs better than LISA. For example, when the file size
is 30000 packets, the gap between LIA and TCCC is reduced
from 31.55% to 13.13% compared with the sharing bottleneck.
This is because the coupled SS makes the window growth
slower than the uncoupled SS algorithms, while the packet loss
caused by burst data in the non-shared bottleneck scenario is
less than that in the shared scenario.

To show the results after using bottleneck detection algo-
rithms, we still use the coupled SS for TCCC and e-NMCC,
but we assume that the bottleneck detection is completed after
the subflow enters the CA phase, and then uses the decoupled
window adjustment method. The TCCC and e-NMCC using
the decoupled algorithm if subflows do not share a bottleneck
after bottleneck detection is called TCCC+ and e-NMCC+.
We can see that TCCC+ and e-NMCC+ can greatly reduce
the completion time of files compared with LIA and BALIA,
and TCCC+ performs better than e-NMCC+. Besides, when
the file size is fixed and the buffer size is gradually increased,
we observe that similar to the shared bottleneck scenario, the
impact of buffer size on the average completion time of a file
is relatively small, so we do not present the results anymore.

We also study the fairness performance of MPTCP algo-
rithms in non-shared bottleneck scenarios. By comparing the
bandwidth value of MPTCP with that of TCP flows, we calcu-
late the bandwidth ratio of MPTCP algorithms relative to the
sum of TCP1 and TCP2. As shown in Fig. 7(b), the coupled
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Fig. 8. Long flows Performance in shared bottleneck under our testbed.

TABLE III
BANDWIDTH RATIO OF MPTCP TO TCP USING WGET

TESTING IN SHARED BOTTLENECK SCENARIO

congestion algorithms will seriously damage the efficiency
of MPTCP when the subflows are not sharing bottlenecks.
Coupled SS with decoupled CA can still effectively improve
the efficiency of MPTCP in non-shared bottleneck scenarios.

C. Real Testbed

In this part, we present the performance of TCCC in our
testbed, where we consider two aspects including file com-
pletion time and real-time transfer rate. First, we show the
transmission efficiency of TCCC under the shared bottle-
neck scenario, and the topology is shown in Fig. 1(a). In the
non-shared bottleneck scenario, we consider an asymmetric
environment shown in Fig. 10, where two subflows of MPTCP
have a large difference in transmission delay.

Firstly, We use wget to download files of different sizes from
32MB to 128MB and present the mean download time and cor-
responding bandwidth ratio during transmission, respectively.
From Fig. 8, we can see that TCCC and e-NMCC can effec-
tively reduce the download time as compared with LIA and
BALIA. Specifically, when downloading 128MB, TCCC can
reduce the time by 20.16% and 9.05% as compared with LIA
and BALIA, and it can also bring a better goodput by 2.97%
as compared with e-NMCC.

To analyze the fairness of algorithms in the transmission
process, we record the bandwidth during the transmission of
128MB and show the bandwidth ratio to TCP of each algo-
rithm in Table III. We can see that, in the whole transmission
process, LIA can only get 80.4% bandwidth compared with
TCP. And its weak competitiveness at the bottleneck is the
main reason for the longer transfer time. TCCC, whose band-
width ratio value is 0.9799, ensures fairness with TCP sharing
the same bottleneck while reducing the transmission time com-
pared with other algorithms. Thus, we can conclude that TCCC
can significantly improve the transmission efficiency compared
with LIA and BALIA for the transmission of long flows.

In addition to comparing the achieved bandwidth at the end
of file transmission, we also use iperf to initiate both MPTCP
and TCP connections at the same time and record the aver-
age bandwidth per second in a duration of 100s to present

Fig. 9. Fairness performance of different MPTCP congestion algorithms at
the bottleneck within 100s.

the bandwidth changes of each algorithm. From Fig. 9 we
can see that the bandwidth of LIA is lower than that of TCP
until 75s, and BALIA can reach almost the same bandwidth
as TCP in 12s. As for e-NMCC and TCCC, TCP connection
has no obvious advantage at the beginning of transmission. By
comparing the curves of TCCC and e-NMCC, we deserve that
TCCC is smoother than e-NMCC. Thus, we can conclude that
in the real testbed, TCCC can not only ensure fairness with
TCP at the bottleneck but also has stronger competitiveness
and effectively reduces the file transfer time. It also achieves
fairness faster than LIA and BALIA and has a smoother
window adjustment compared with e-NMCC. We repeat the
tests twenty times to present the fairness performance of each
algorithm. Specifically, we calculate the average value and
fluctuations of the throughput ratio obtained by MPTCP rela-
tive to that obtained by TCP, which is shown in Table IV. We
can obtain that TCCC performs best in fairness.

Finally, to further demonstrate the usability of TCCC in a
practical environment, we also consider the performance of
MPTCP when two subflows are heterogeneous. We study the
performance of algorithms in the asymmetric scenario, where
we utilize the topology as shown in Fig. 10. The link con-
ditions of the two subflows are as follows: the bandwidth of
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TABLE IV
BANDWIDTH RATIO OF MPTCP TO TCP USING IPERF

TESTING IN SHARED BOTTLENECK

Fig. 10. The asymmetric testing topology.

Fig. 11. The performance of algorithms in the asymmetric scene.

subflow1 is 5Mb and the latency is 10ms, while those of sub-
flow2 are 10Mb and 50ms. We download the files of sizes
from 10000 packets to 30000 packets and record the average
completion time. From Fig. 11, we can perceive that BALIA,
which performs better than LIA on fairness performance with
TCP, performs poorly in the asymmetric scenario. For the
transmission of 30000 packets, it takes about 10s more than
TCCC to complete the transmission. Compared with LIA,
BALIA, and e-NMCC, TCCC still improves the algorithm
efficiency in the non-shared bottleneck scenario, and it still
performs well in asymmetric paths.

VI. CONCLUSION

In this paper, we considered the fairness and responsibil-
ity of MPTCP for both short and long flows. We proposed
a throughput consistency congestion control method named
TCCC, which consists of CSS and ACA algorithms. CSS cou-
ples the window adjustment of subflows to reduce the burst
data caused by the exceptional increment of cwnd in SS and
resets the Ssthresh to safely enter the CA phase. ACA com-
putes a more aggressive window adjustment factor in the CA
phase to compete for more bandwidth on the condition of
ensuring fairness. By testing the performance of short flows
and long flows, we show the performance of TCCC in both
shared bottleneck and non-shared bottleneck scenarios in soft-
ware simulation and our testbed. Our results verify that for
both long flows and short flows, wherever they are in shared

bottleneck or non-shared bottleneck scenarios, TCCC ensures
fairness and high throughput for MPTCP.
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