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Abstract—As an essential part of the next-generation com-
munication system, the satellite-terrestrial integrated network
(STIN) can provide Internet access and content delivery services
for terrestrial users in remote areas. However, more and more
content-related traffic requested by users poses challenges to the
transmission capability of STINs. Thus, how to provide high-
quality content delivery service has become an urgent problem
in STINs. In this paper, we leverage the caching capabilities of
low earth orbit (LEO) satellites and devise a cooperative caching
scheme to achieve low latency and bandwidth-efficient content
delivery service. First, considering users’ diverse request pref-
erences in different geographical locations, we propose a region
features prediction model based on the ridge regression method
to update users’ preference information. Second, according to the
similarity of predicted region features, terrestrial regions covered
by LEO satellites are further divided into multiple cooperative
areas. Third, we propose a cooperative caching algorithm based
on game theory to achieve distributed caching decisions in
every single cooperative area. By implementing this cooperative
caching scheme, terrestrial users can acquire high-quality content
delivery service through STINs. Extensive evaluations show that
the proposed caching scheme can significantly reduce content de-
livery delay while saving valuable bandwidth resources compared
with the existing ones.

Index Terms—Satellite-terrestrial integrated network, region
features prediction, cooperative caching, content delivery service.

I. INTRODUCTION

In recent years, the satellite-terrestrial integrated network
(STIN) has emerged as a crucial development direction for
next-generation cellular systems, attracting significant atten-
tion from both academia and industry [1]–[3]. Considering
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its unique advantages of ubiquitous coverage, seamless ac-
cess, and high-capacity communication, the STIN becomes
an attractive complement to terrestrial cellular systems and
is expected to provide reliable Internet access for terrestrial
users located in remote areas, e.g., oceans and deserts, where
the traditional communication infrastructure deployment is
impractical [4]–[6].

According to the latest report, by 2028, global mobile traffic
is expected to increase about three times compared to today
[7]. The rapidly increasing content-related traffic poses a non-
negligible challenge for STINs. Unfortunately, the increase
of transmission capacity of STINs is severely hindered by
the resource-limited environment of satellites, e.g., restricted
spectrum and limited communication energy. In this case, the
STIN is struggling to handle a large amount of content-related
traffic requested by global users and suffering tremendous
pressure from guaranteeing the quality of service [8]. As a
result, how to provide high-quality content delivery service in
STINs has become a critical but unsolved problem.

To alleviate the tremendous pressure from content-related
traffic, existing studies have considered cache-enabled STINs
as a promising solution. By utilizing on-board storage capacity
and leveraging dedicated caching strategies, cache-enabled
STINs have been proven that it can significantly save valuable
on-board resources of satellites and reduce content delivery de-
lay, especially in resource-limited environment [9]–[11]. Based
on the dense-deployed small low earth orbit (LEO) satellites
and heterogeneous satellite constellations, some related studies
have further designed efficient content delivery schemes for
STINs, including transmission optimization [12], [13], multi-
layer caching design [14], [15], etc., and achieved significant
performance improvement in terms of bandwidth saving and
delay reduction.

Despite these proposed caching designs and remarkable the-
oretical results, in practice, two critical issues are not well ad-
dressed yet for cache implementation in STINs, i.e., pre-known
content popularity and centralized control scheme. On the
one hand, most existing studies consider pre-known content
popularity to characterize terrestrial users’ request preferences
[10], [11], [13]–[15]. Since users’ request preferences vary
in both spatial (dynamic coverage of geographical regions
for satellites) and temporal (dynamic request preference for
different time intervals) dimensions, a constant content popu-
larity model can lead to a mismatch between theoretical and
practical results. Therefore, an effective prediction method,
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which can characterize the spatial and temporal features based
on real-time users’ requests, is required to capture precise
content popularity in STINs. On the other hand, most caching
decisions in existing studies are updated through a centralized
approach, e.g., medium earth orbit (MEO), geostationary earth
orbit (GEO) satellite, or ground station is adopted as the
centralized controller. Due to the highly dynamic connectivity
and limited coverage of a single controller, the centralized
approach can result in an unreliable update process and extra
communication overhead. Hence, a distributed approach is
preferred to update caching decisions in STINs.

To tackle the aforementioned two critical issues and pro-
vide more efficient content delivery services for the grow-
ing terrestrial users, in this paper, we design a cooperative
caching scheme based on the region features prediction model
for the cache-enabled STIN. At first, we characterize the
features of each terrestrial region based on the users’ real-
time requests and propose a region prediction model that
utilizes the ridge regression method to update users’ prefer-
ence information. Instead of adopting a pre-known content
popularity model, the prediction results can help us to accu-
rately deduce the popularity of different contents in different
regions. After that, according to the similarity of predicted
region features, terrestrial regions covered by LEO satellites
are divided into multiple cooperative areas, and a distributed
cooperative caching scheme is further devised. The proposed
scheme updates caching decisions via a distributed approach
and shares cached contents between satellites in the same
cooperative area, which can fully leverage on-board storage
resources to provide high-quality content delivery services.
Finally, based on a real-world dataset, we conduct a series
of evaluations compared with the existing caching schemes.
Evaluation results demonstrate that the proposed cooperative
caching scheme can significantly reduce the content delivery
delay while saving valuable bandwidth resources.

The main contributions of this paper are organized as
follows:

• We consider a unique characteristic in STINs, i.e., diverse
users’ request preferences across different geographical
locations, and propose a prediction method to update
region features based on real-time users’ requests. Ac-
cording to users’ requests for contents, the features of
terrestrial regions can be characterized to support efficient
and adaptive caching decisions.

• We propose a cooperative caching scheme based on
predicted region features to further improve caching
performance, and design a distributed caching algorithm
for STINs. By dividing terrestrial regions with similar
region features into the same cooperative area, on-board
storage resources can be fully leveraged with cooperative
caching decisions.

• We conduct a series of evaluations based on real-world
datasets. Compared to the existing caching schemes, re-
sults show that the proposed cooperative caching scheme
is significantly superior to traditional schemes in terms
of content delivery delay and bandwidth consumption in
STINs.

The rest of the paper is organized as follows. The related
works are discussed in Section II. The system model is
introduced in Section III, and the region features prediction
model is discussed in Section IV. After that, the division
of cooperative area and problem formulation of cooperative
caching are proposed in Section V. Then the distributed
cooperative caching algorithm based on the non-cooperative
game is claimed and analyzed in Section VI. Finally, the
performance evaluation and analysis are conducted in Section
VII, and conclusions are drawn in Section VIII.

The following notations are used throughout this paper.
Boldface letters indicate column vectors and matrices, re-
spectively. (·)> and (·)−1 denote the transpose and inverse
operations, respectively. diag{a} indicates the diagonal matrix
whose diagonals are the elements of a. Besides, we adopt | · |
to represent the absolute value operation and || · || to represent
the second-order norm of a vector or matrix.

II. RELATED WORKS

Existing studies mainly focus on improving the quality of
content delivery services in STINs from two perspectives:
network architecture design and edge caching technology
application. In this section, we will introduce related works
from the above two aspects.

In order to provide terrestrial users with low-latency content
delivery services, existing studies [16], [17] firstly combined
information-centric networking (ICN) architecture with the
STIN and designed a unique architecture based on their
characteristics. A large number of experiments have also
proved the effectiveness of this architecture application in
the STIN. Based on this structure, Li et al. [18] combined
ICN architecture and software-defined networking (SDN) to
design an efficient content transmission scheme for the STIN,
where the MEO/GEO satellites act as controllers to globally
control the caching strategies and content delivery process
of LEO satellites. In addition, Yang et al. [8] focused on
the content delivery process in STIN and proposed a chunk-
level data retrieval scheme that can be combined with network
coding methods. Under the ICN architecture with in-network
caching capabilities, the proposed strategy effectively reduces
the number of hops and delays in content delivery. Tang et al.
[19] predicted the probability that the content requested by the
user is cached on cache-enabled satellites. On this basis, the
author designed a content-aware routing to obtain content from
cache-enabled satellites in an opportunistic manner, thereby
reducing content delivery delay and redundant traffic in STIN.
Besides, Xu et al. [20] proposed a hybrid caching strategy
for ICN-combined LEO satellite networks, considering node
classification and popular content awareness, and dynamically
divided satellite nodes into core nodes and edge nodes to
improve content distribution efficiency and overcome satellite
node mobility and dynamic topology brought challenges.

On the other hand, except for designing an efficient content
delivery scheme at the network level, other research works
combined edge caching technology [9], [12], [15], [21] with
the STIN to provide users with low-latency content delivery
services. By caching popular contents on edge nodes, users
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can retrieve the required contents from cache-enabled nodes
with fewer hops and lower delay rather than retrieve them
from remote servers. In order to improve network utility in
STIN, Han et al. [9] investigated the joint design of cache
placement and cooperative multicast beamforming in STIN
to provide content-centric services for mobile users. Specif-
ically, users requesting the same content are scheduled into
a multicast group and served by cache-enabled base stations
(BS) and LEO satellites through cooperative beamforming.
The author of [12] designed a novel in-network caching and
file distribution method. The proposed method considers the
uneven distribution of users in STIN and divides STIN into
a series of blocks of different sizes. Based on the time-
varying network model, the cached content update mechanism
in STIN is derived, and the proposed solution achieves sta-
ble and sustainable user experience quality. By introducing
cache-enabled LEO satellite networks as part of the radio
access network (RAN), the author [15] proposed an integrated
satellite/terrestrial cooperative transmission scheme from the
perspective of achieving energy-saving RAN. Through the
caching and broadcasting capabilities of satellites, the traffic of
base stations is offloaded, and energy-efficient content delivery
services are provided to terrestrial users. Considering that
content delivery is interconnected and affected by network
dynamics, He et al. [21] proposed a hierarchical deep Q-
learning algorithm to learn cache placement and content
delivery strategies in STIN. The proposed scheme reduces the
latency of content delivery by leveraging two independent deep
neural networks to learn cache placement and content delivery
policies with small action spaces and low time complexity.

To fully leverage the storage resources of edge nodes
and satellites, cooperative caching [22]–[24] can usually be
deployed to cache more contents that users may be interested
in. The cooperative approach can further improve the cache
hit rate and reduce the content delivery delay. Ma et al. [25]
considered the cooperation between edge nodes, investigated
the problem between caching, computing, and communication,
and abstracted the problem into a mixed integer nonlinear
programming problem. Zhu et al. [14] proposed a multi-level
collaborative caching architecture in STIN, in which base
stations, satellites, and gateways cooperate to provide content
delivery services to terrestrial users. The author formulated the
problem of where to cache contents to minimize user content
retrieval delay and solved it based on the proposed iterative
algorithm, thereby providing low-latency content delivery ser-
vices to terrestrial users.

In the STIN, due to the constellation settings, satellites
provide services for users in different geographical locations,
and the contents that users are interested in significantly vary
across their geographical locations. Existing works do not fully
consider users’ preferences in different geographical locations
and lack a scheme that can reflect the popularity of contents
at different times and regions. Besides, the caching decision
process usually requires MEO/GEO satellites, which may
introduce additional communication overhead in a dynamic
network environment.

In this paper, we consider the region features of different
geographical locations, which can reflect users’ preferences for

contents in a specific region and infer the contents’ popularity
in that region. Furthermore, we also adopt a distributed algo-
rithm for caching decisions, avoiding the additional overhead
of using centralized schemes for caching decisions in dynamic
networks.

III. SYSTEM MODEL

A. Network Model

Consider an integrated satellite-terrestrial network com-
posed of LEO satellites, terrestrial users, and cloud servers
connected to the ground station. As shown in Fig. 1, each
satellite has at most four collected satellites, including two
adjacent satellites in the same orbital plane and two closest
satellites in the adjacent orbital plane [26]. Besides, the
satellite network consists of J cache-enabled satellites, which
denoted as S = {S1, . . . Sj , . . . SJ}. Considering the mobility
of LEO satellites relative to the ground, each satellite period-
ically serves a region to provide content delivery service for
users in its covered region. Besides, some LEO satellites can
connect to the ground station, which can retrieve any contents
from cloud servers through terrestrial networks.

Users in the region covered by a satellite can directly send
a request to the satellite that is serving them, called the
serving satellite. If the serving satellite caches the requested
content, the satellite will directly return the content to users,
providing a low-latency content delivery service. If the content
is not cached by the serving satellite, the serving satellite
will forward the request to other satellites or cloud servers
by forwarding it to the ground station first, which may bring
a longer delay. For example, as shown in Fig. 1, a user in the
region (i, j) sends a request for a certain content to the serving
satellite S2. Since satellite S2 caches the requested content, it
directly sends the content to the user. However, if the content
requested by users in the region (i, j−n) is not cached in the
serving satellite, the serving satellite will forward the request
to the ground station and then retrieve the content from the
cloud server.

Denote the contents set as M = {f1, f2, ...fm, ..., fM}.
Without loss of generality, we assume that each content has
same size B bytes, and each satellite has the same cache size
c, i.e., it has c · B bytes of storage space to cache contents
with quantity of c. Define a vector to describe the features of
the requested content. For instance, the features of the content
fm are defined as Cm = {Cm,1, . . . Cm,d, . . . Cm,D}, where
Cm,d ∈ {0, 1}, represents the d-th feature of content fm. Each
content has D dimensions of features, where those features can
be the content’s classification, language, etc.

B. Region Features Model

For the sake of simplicity, assume that each region has
one and only one satellite serving the region, and users in
this region can only directly access this satellite. Besides, the
terrestrial regions are divided according to their latitude and
longitude and the satellites’ constellation. According to the
previous definitions, there are J satellites in total, and each
region has one and only one serving satellite. Therefore, we
should divide the terrestrial regions covered by the satellite
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Fig. 1. System model: each region has one serving satellite which can provide content delivery service for terrestrial users.

network into J regions. Each region is represented by a
coordinate, denoted as N = {(i, j) | i× j ≤ J, i > 0, j > 0}.
Moreover, inspired by the idea of virtual nodes in the satellite
network [27], the satellite serving region (i, j) should be
located in the j-th logical position of the i-th orbital plane of
the satellite constellation. When a satellite leaves the region
due to constellation motion, the subsequent satellite in the
same orbital plane as the satellite will serve the region.

Consider using users’ preferences in a region for con-
tents with different characteristics to describe the features
of the region. Users’ preferences in one region are repre-
sented by the characteristics of popular contents requested
over time. Hence, users’ preferences of region (i, j) or the
features of region (i, j) can be expressed as gi,j,nT =
{gi,j,nT,1, . . . gi,j,nT,d, . . . gi,j,nT,D}, where gi,j,nT,d > 0, rep-
resents the users’ preference to the d-th feature of content
during n-th period in region (i, j). Every T time, the popular
contents of one region in the previous period should be used to
describe the features of this region, which is also be updated
as the predicted region features in the next period, denoted as
g∗i,j,nT = gi,j,n(T−1).

C. Caching Model

After predicting the features of one region, we next predict
the popularity of different contents according to the region
features. The popularity of content fm in region (i, j) can be
predicted as:

r∗m,i,j,nT = g∗i,j,nTC>m =

D∑
d=1

g∗i,j,nT,dCm,d, (1)

where r∗m,i,j,nT is the number of requests from users in region
(i, j) for content fm. The satellite in a certain region should
calculate the popularity of different contents when caching
content according to (1). Considering that satellite cache is
limited, we should cache those contents that are more popular
and can bring more benefits for us. Let ui,j,m,nT denote the
benefits of caching content fm on the satellite for serving
region (i, j) during the n-th period, where ui,j,m,nT > 0. The
benefits of caching one certain content refer to the time saved
because terrestrial users successfully retrieve the required
content from the satellite rather than the remote cloud server.
Hence, the higher the benefits of caching one content, the more
it should be cached.

Considering the limited storage resources of satellites, we
divide those regions with high similarity into one cooperative
area, and users cannot only retrieve contents from the satellites
serving their region but also from other satellites in the same
cooperative area. For instance, in Fig. 1, region (i, j) and
region (i+1, j) are divided into one cooperative area because
of their high similarity. So for users in the region (i, j), they
cannot only retrieve the required content from satellite S2 in
service region (i, j) but also retrieve the required content from
satellite S4 in service region (i+ 1, j). By enabling satellites
in one cooperative area to use a cooperative caching method,
they can cache more contents in which users may be interested
and fully use limited storage resources.

When a satellite leaves a region due to orbital motion,
subsequent satellites on the same orbital plane will arrive
and continue to provide Internet access services and content
delivery services to users in the region. This process is called
inter-satellite handover. As shown in Fig. 1, when the satellite
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S2 serving region (i, j) is about to leave the region (i, j) and
enter the region (i, j + 1), the previous satellite serving this
region, i.e., satellite S1, should deliver its cache to S2, and
satellite S2 also deliver its cache to the successor satellite [28].

In general, satellites have both inter-satellite links and
satellite-ground links simultaneously. Therefore, the inter-
satellite handover is independent of terrestrial users’ access,
which has no effect on content delivery service. Additionally,
caches in adjacent regions often have similarities, so only a
portion of the contents need to be delivered to subsequent
satellites when inter-satellite handover happens.

IV. PREDICTION OF REGION FEATURES BASED ON RIDGE
REGRESSION

Considering that users’ preferences for content vary in
both spatial and temporal dimensions, we plan to design a
distributed prediction method based on real-time user requests,
which takes geographical location into consideration. In this
section, we first predict the region features based on historical
requests in different geographical locations. After that, we
propose the ridge regression based prediction model to im-
prove the accuracy of region features prediction. Based on the
predicted region features, the users’ preferences for contents
in a specific region and the contents’ popularity in that region
can be deduced.

A. Prediction of Region Features

Edge caching technology allows contents to be cached on
an edge node close to users according to a specific caching
strategy so that users can obtain them with a shorter path
and lower delay. In the STIN, popular content can also be
cached on the LEO satellite close to the user. However, users’
preferences for content are constantly changing, and popular
content will also change accordingly. Therefore, it is necessary
to predict the popularity of the content and adjust the caching
strategy according to the predicted content popularity. Besides,
in the STIN, the regions covered and served by satellites are
different, and users in each region have different preferences
for popular content. Therefore, when predicting the popularity
of content in different regions, the characteristics of these
regions should be considered.

The distribution of requests for content is usually subject
to the Zipf distribution [29], a small number of popular
content has a high popularity and accounts for most requests.
Therefore, we can use the features of the popular content in
a region to describe the users’ preferences for content in that
region and take them as the features of the region [30]. We use
the first L popular content of a region in a period to describe
the region features, of which the first L popular contents
are denoted as ML

i,j,(n−1)T = {M1, ...Ml, ...,ML}, where
ML

i,j,(n−1)T ⊆M and Ml represents the content which ranks
No.l in the (n − 1)-th period in the region (i, j). Moreover,
the real popularity of content Ml is denoted as rMl,i,j,(n−1)T ,
which is the requested times of the content fm in the period
(n−1)T . Hence, the features of region (i, j) in period (n−1)T

can be obtained by minimizing the following mean squared
error:

gi,j,n(T−1) = arg min
y

L∑
l=1

(
D∑
d=1

CMl,d
yd − rMl,i,j,n(T−1)

)2

= arg min
y

∥∥CLy−RL
∥∥2 ,

(2)
where content features matrix

CL =



CM1

...
CMl

...
CML

 =



CM1,1 , . . . , CM1,d, , . . . , CM1,D

...
CMl,1 , . . . , CMl,d, , . . . , CMl,D

...
CML,1 , . . . , CML,d, , . . . , CML,D

 . (3)

The vector RL = (rM1,i,j,n(T−1), ..., rMl,i,j,n(T−1), ...
rML,i.j,n(T−1))

> denotes the real popularity of first popular
L contents and vector y = (y1, ..., yd, ...yD)> represents the
desired coefficients for content popularity prediction.

We use the region features of one region in the last period
(n − 1)T as prediction for the next period nT . Hence, the
predicted region features of period nT can be represented as

g∗i,j,nT = gi,j,n(T−1), (4)

and it can be further deduced as

g∗i,j,nT =
(
CL>CL

)−1
CL>RL. (5)

B. Popularity Weight and Ridge Regression

To describe the region features, we solve it by minimizing
the prediction error between the real popularity and the pre-
dicted popularity of the first L popular content according to
(2). The prediction error of a certain content Ml in the first L
popular content is recorded as:

eMl
=

D∑
d=1

CMl,d
yd − rMl,i,j,n(T−1), (6)

and the total prediction error is e =
∑L
l=1 eMl

.
Since the final total error, e, is the sum of the prediction

errors of the first L content, the error of each content has an
impact on the estimation of region features, and no matter how
popular the content is, its effect on the prediction of region
features is equal. However, even among the first L popular
content, the popularity of different content is different. The
prediction error caused by content M1, which ranks NO.1 in
popularity, and content Ml, which ranks NO.L in popularity, is
different for the estimation of region features. Therefore, when
characterizing region features, it is necessary to consider the
popularity weight of these contents ML

i,j,nT .
Consider using popular content features in one region to

describe the region features, hence, the more popular, the more
it can describe the region features. So we modify the prediction
error in (6) of each content to:

eMl
= r̂Ml,i,j,n(T−1)(

D∑
d=1

CMl,d
yd − rMl,i,j,n(T−1)), (7)
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where r̂Ml,i,j,n(T−1) = rMl,i,j,n(T−1)/
∑L
l=1 rMl,i,j,n(T−1)

represents the popularity proportion of content Ml in the first
L popular contentsML

i,j,nT . Then the features of region (i, j)
in (2) can be further denoted as:

gi,j,n(T−1) = arg min
y

L∑
l=1

e2Ml

= arg min
y

∥∥∥R̂L(CLy−RL)
∥∥∥2 , (8)

where the popularity weight matrix R̂L is a diagonal matrix,

R̂L = diag
{
r̂M1,i,j,n(T−1), r̂M2,i,j,n(T−1), ..., r̂ML,i,j,n(T−1)

}
.

(9)

By making the derivative of gi,j,n(T−1) with respect to y
equal to 0, and according to (4) and (5), we can denote the
region features as:

g∗i,j,nT =
(
CL>R̂L>R̂LCL

)−1
CL>R̂L>R̂LRL

=
(
ĈL>ĈL

)−1
ĈL>R̂LRL,

(10)

which is an unbiased estimation. However, there may exist
related vectors in the matrix ĈL, which can cause matrix
ĈL>ĈL not invertible and make it difficult to determine the
region features prediction g∗i,j,nT . Compared with the unbiased
estimation mentioned in (10), ridge regression [30], [31] can
improve the stability of the estimation by adding a punishment,
that is, through unbiased loss estimation. Specifically, ridge
regression aims to minimize prediction error:

g̃i,j,nT = arg min
y

(∥∥∥R̂L(CLy−RL)
∥∥∥2 + µ ‖y‖2

)
, (11)

and µ ‖y‖2 is the punishment for estimation g∗i,j,n(T−1). As a
result, the region features prediction is changed as follows:

g̃i,j,nT =
(
CL>R̂L>R̂LCL + µI

)−1
CL>R̂L>R̂LRL

=
(
ĈL>ĈL + µI

)−1
ĈL>R̂LRL,

(12)
where matrix I ∈ RM×M . In addition, when using the region
features predicted by ridge regression (12) and the features
obtained by unbiased estimation (8) to predict the popularity
of the content, if |g∗i,j,nT | ≤ ζ, for ∀δ > 0 we have

|g̃i,j,nTC>m − g∗i,j,nTC>m| ≤ (δ + ζµ) ‖Cm‖V−1 , (13)

with probability at least 1−2e−2δ
2

from the lemma 1 in [30],
where matrix V =

(
ĈL>ĈL + µI

)
.

By adopting the weight matrix R̂L, we can more accurately
denote the region features through user preferences and predict
future region features. On this basis, using ridge regression
estimation can make the estimation of different region features
more stable and the prediction error smaller as well.

V. COOPERATIVE CACHING BETWEEN REGIONS

Based on the proposed prediction model, in this section, we
propose a cooperative caching method to provide cooperative

caching decisions among multiple regions with similar region
features. At first, we analyze the feasibility of cooperative
caching in adjacent regions with similar features and design
an algorithm for dividing similar regions into one cooperative
area. After that, we proposed cache benefits to measure the
gains of caching the content, that is, how much delay can be
reduced for users to obtain the content. Finally, we formulate
the caching decision problem for each region as a non-
cooperative game problem and play the game by maximizing
the cache benefits for each satellite.

A. Cooperative Area Division

After completing the prediction of the region features of
each region, we divide the regions which are geographically
adjacent and have similar region features into one cooperative
area. In one cooperative area, we adopt a cooperative caching
method to enable the satellites to cache more contents that
users may request. Therefore, when providing content delivery
service for users, the STIN can offload more redundant traffic
from networks and reduce the content delivery delay by
caching more popular contents on satellites.

Since the features of different regions are not normalized, to
eliminate the influence of the feature vectors of regions having
different sizes, the definition of similarity [32] between regions
can be expressed as:

β(i,j)(i′,j′),nT = 1−
∥∥g̃i,j,nT − g̃i′,j′,nT

∥∥2∥∥g̃i,j,nT
∥∥∥∥g̃i′,j′,nT

∥∥ . (14)

In this section, the main problem we focus on is the problem
within the period nT , so the time subscript of the variable is
not important. We simplify the above formula to:

β(i,j)(i′,j′) = 1−
∥∥g̃i,j − g̃i′,j′

∥∥2∥∥g̃i,j
∥∥∥∥g̃i′,j′

∥∥ . (15)

Besides, other variables will also be simplified, that is, the
time subscripts of variables are ignored, and it does not make
any difference to our next analysis.

If the similarity between the two regions satisfies the
condition:

β(i,j)(i′,j′) < β, (16)

where β ∈ [0, 1] is the similarity threshold for judging whether
two regions are similar. The larger the value of the threshold β
is, the stricter conditions for judging two regions are similar.

The number of users or the number of requests made by
users differs in each region, and we should prioritize regions
with more users or requests. For example, as shown in Fig.
2, select the region with the largest number of requests sent
by users during the previous period, which is region (1, 2), to
start the division of the cooperative area, and let it as the first
cooperative area N1 = (1, 2). Besides, the adjacent regions
of cooperative area N1 are denoted as AN1

. Each region in
AN1 is adjacent to at least one region in cooperative area
N1. Then for each adjacent region (i′, j′), (i′, j′) ∈ AN1 , we
calculate the similarity between it and every region in the
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Fig. 2. Illustration of typical cooperative area division process for given 9
regions.

cooperative area N1 according to (15). If the adjacent region
(i′, j′) satisfied the condition:

β(i,j)(i′,j′) < β,∀(i, j) ∈ N1, (17)

the adjacent region (i′, j′) should be added to the cooperative
area N1. For instance, as shown in Fig. 2, the region in
AN1

= {(1, 3), (1, 1), (2, 2)} are similar to every region in
N1 = {(1, 2)}, so the cooperative area should be updated
as N1 = {(1, 1), (1, 2), (1, 3), (2, 2)}. At the same time,
the adjacent area should also be updated, which currently
is AN1

= {(2, 1), (2, 3), (3, 2)}. After that, calculate the
similarity between regions according to the above steps. The
division of this cooperative area is accomplished until all
adjacent regions of the current cooperative area do not satisfy
the similarity condition. For example, in the third phase of
Fig. 2, all adjacent regions in AN1

= {(2, 3), (3, 1), (3, 2)}
do not satisfy the condition in (17), so the division of first
cooperative area is accomplished. The subsequent step is to
divide the next cooperative area. In the regions that are not
divided into any cooperative areas, the region with the largest
number of requests is selected as the next cooperative area,
and the division steps are the same as the method of dividing
the first cooperative area N1. Note that each region belongs
to and only belongs to one cooperative area.

Algorithm 1 is the process of dividing cooperative areas.
When there are N regions, Algorithm 1 requires at most |Nk|·
|ANk

| · |N | calculations to calculate and divide all cooperative
regions, where ANk

is the adjacent region of the cooperative
area Nk. For our definition of adjacent areas, ANk

satisfies
|ANk

| ≥ 2 · |Nk| + 2 and |Nk| ≤ |N |. Hence, Algorithm 1
requires a total of |N |

3

3 calculations. Therefore, the complexity
of Algorithm 1 is O(|N |3), and it only needs to be calculated
once in one period T , which is completely acceptable.

Since the division of similar regions is executed periodically
every T time, the region’s features can be collected by either
the ground station or the GEO satellite. Subsequently, the co-

Algorithm 1: Cooperative Area Division Algorithm
Input: Similarity threshold β and features of all

regions N ;
Output: cooperative area N1,N2,...Nk...;

1 Step1 Initialize :
2 Denote N d as the regions which are divided into some

cooperative areas;
3 N d = ∅;
4 Step2 Divide cooperative areas:
5 for k = 1, 2, 3, ... do
6 Select one region with most request times in

regions
{
N\N d

}
, denoted as (i, j);

7 Let Nk = {(i, j)};
8 for each region (i′, j′) ∈ ANk

do
9 flag=1;

10 for (i′′, j′′) ∈ Nk do
11 if β(i′,j′),(i′′,j′′) ≥ β then
12 flag=0;
13 break;
14 end
15 end
16 if flag==1 then
17 Nk ← Nk + (i′, j′);
18 Update ANk

19 end
20 end
21 Update divided cooperative areas:
22 N d ← N d +Nk;
23 end
24 return cooperative areas N1,N2,...,Nk....

operative areas division can be executed following Algorithm
1.

B. Cache Benefits

Considering the limited satellite cache space, the greater the
benefits of caching a certain content, the higher the priority
that the content should be cached. During the n-th time period,
the cache benefits of the satellite for caching content fm in
region (i, j) are defined as ui,j,m,nT , simplified to ui,j,m,
which contains two parts. The first part is the time saved
by users in the region (i, j) to obtain the content fm on the
serving satellite in service region (i, j). The second part is the
time saved by users in other regions in the same cooperative
area as region (i, j) to obtain content fm on satellite in service
region (i, j).

Users in a region can directly retrieve the required content
from the serving satellite of the region or retrieve the content
from satellites serving other regions in the same cooperative
areas. If none of these satellites cache the content, the user
can only retrieve it from the remote cloud servers. Define
xm,i,j ∈ {0, 1} as the content fm whether cached by satel-
lite in service region (i, j), and if content fm is cached,
xm,i,j = 1, otherwise, xm,i,j = 0. Besides, denote the delay
of terrestrial users retrieving contents from the cloud server
through the satellite and the ground station as τTP, the delay of
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retrieving contents from the satellite as τTS, the inter-satellite
retrieval delay as τSS. Therefore, the cache benefits of the first
part of ui,j,m can be denoted as:

ui,ji,j,m = r∗m,i,j
(
τTP − τTS

)
. (18)

Considering one cooperative area, the saved time of users in
regions with a distance of 1 hop from region (i, j) retrieving
content at the satellite in service region (i, j) is:

u
N1

i,j

i,j,m =
∑

(i′,j′)∈N1
i,j

(1− xm,i′,j′) r
∗
m,i′,j′

(
τTP − τTS − τSS

)
,

(19)
where N1

i,j represents the regions set, that each region of it
is in the same cooperative area as region (i, j), as well as the
distance from (i′, j′) is one hop. For instance, as shown in Fig.
2, N1

3,2 = {(3, 1), (3, 3)}. In the same way, we can conclude
that the time saved by the users of NK

i,j due to the satellite in
service region (i, j) caching content fm is:

u
NK

i,j

i,j,m =
∑

(i′,j′)∈NK
i,j

(1− xm,i′,j′)
∏

(i′′,j′′)∈JK−1

i′,j′

(1− xm,i′′,j′′)

r∗m,i′,j′
(
τTP − τTS −KτSS

)
,

(20)
where JK−1i′,j′ =

{
N1
i′,j′ ∪N2

i′,j′ . . . ∪N
K−1
i′,j′

}
. And K rep-

resents the maximum inter-regional distance that users in the
region (i, j) can retrieve content from other regions (i′, j′) in
the same cooperative area, which should satisfy:

τTP−τTS−KτSS ≥ 0, τTP−τTS−(K + 1) τSS ≤ 0. (21)

If the distance exceeds K, users in the region (i, j) will not
go to the region (i′, j′) to retrieve the content. This is because
retrieving content from satellites in a region with a distance
of K + 1 takes longer time than retrieving content from the
cloud server.

According to the derivation above, the second part of cache
benefits ui,j,m is:

u
JK

i,j

i,j,m = u
N1

i,j

i,j,m + u
N2

i,j

i,j,m . . .+ u
NK

i,j

i,j,m, (22)

where u
NK

i,j

i,j,m represent the cache benefits brought to users in
regions NK

i,j . Note that JKi,j and the cooperative area Nk,
where the region (i, j) belongs, are not the same regions
set. For example, in the fourth phase of dividing cooperative
areas as shown in Fig. 2, if K equals to 1, for region (1, 1),
JK1,1 = {(1, 2), (2, 1)}, while the cooperative area that region
(1, 1) belongs to is N1 = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2)},
so JK1,1 6= N1.

Therefore, the total cache benefits of satellite in region (i, j)
caching content fm can be expressed as

ui,j,m =

(
ui,ji,j,m + u

JK
i,j

i,j,m

)
xm,i,j . (23)

The cache benefits of all contents on the satellite serving

region (i, j) can be derived as:

ui,j =

M∑
m=1

ui,j,mxm,i,j

=

M∑
m=1

(
ui,j
i,j,m + u

JK
i,j

i,j,m

)
xm,i,j

= ui,j
i,j + u

JK
i,j

i,j .

(24)

C. Problem Formulation

Let Xk represent the set of all possible caching strate-
gies in the cooperative area Nk. The cache benefits
brought by satellite serving region (i, j) can be denoted as
ui,j

(
x(i,j), x−(i,j)

)
, x(i,j) ∈ Xk, x−(i,j) ⊆ Xk, where x(i,j) =

(x0,i,j , x1,i,j , · · ·xM,i,j) represents the caching decision of
region (i, j) and x−(i,j) represents caching decisions of regions
other than region (i, j).

However, according to the definition of cache benefits in
(24), that the cache benefits ui,j

(
x(i,j), x−(i,j)

)
is affected

by other satellite caches. Consequently, one satellite caching
decision could be influenced by other satellites. For example,
in the sixth phase of dividing cooperative areas as shown
in Fig. 2, if satellite serving region (3, 1) caching a content
fm, then users in the region (3, 1) would not send the
request to satellite serving region (3, 2). As a result, the cache
benefits um,3,2 is changed according to (23), and the caching
decision on satellite serving region (3, 2) may also be changed
accordingly.

To maximize the cache benefits of the satellite cache in
each region of one cooperative area Nk, as well as consider
the influence of adjacent satellites’ cache, we formulate the
caching decisions problem in one cooperative area Nk as a
non-cooperative game, denoted as Gk. By adopting a non-
cooperative game to make caching decisions, each satellite can
use a distributed algorithm to calculate the most appropriate
cache, avoiding the huge overhead brought by the centralized
way. Note that Gk = {Nk,Xk, Ui,j}, where Nk is the players
in the game and Xk is the action space, and Ui,j is the utility
function. The utility function here is defined as the sum of the
cache benefits of the satellites in the region (i, j) and JK(i,j),

Ui,j = ui,j +
∑

(i′,j′)∈JK
(i,j)

ui′,j′ . (25)

Therefore, the game can be denoted as follows:

Gk : maxUi,j
(
x(i,j), x−(i,j)

)
∀(i, j) ∈ Nk. (26)

In summary, in the above game, the players are all satel-
lites in the cooperative area Nk, and the game strategy
of each satellite is the satellite’s caching strategy x(i,j) =
(x0,i,j , x1,i,j , · · ·xM,i,j) in Nk, and the utility function is the
sum of the cache benefits Ui,j

(
x(i,j), x−(i,j)

)
.

VI. NON-COOPERATIVE GAME CACHING STRATEGY

In this section, we use non-cooperative game theory [33],
[34] to solve the problem in the previous section. The non-
cooperative game is a mathematical framework that describes
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how multiple decision-makers compete with each other in
order to pursue their interests so that the whole can reach
a local or global optimal solution. In the STIN, each satellite
is an independent decision-maker committed to pursuing its
own optimal caching strategy to improve content delivery
efficiency. However, when cooperative caching is employed,
one satellite’s caching decisions may directly impact the
performance of other satellites in providing content delivery
services. By using non-cooperative game theory, we can
simulate and analyze the competition and cooperation rela-
tionships between satellites, thereby formulating strategies for
the entire system to achieve a collaborative optimal solution.
This method considers the satellite’s own pursuit of interests
and uses a game framework to promote satellite cooperation in
mutual competition to achieve overall performance improve-
ment. Through non-cooperative games, we can use distributed
algorithms to make the caching benefits of satellites in the
cooperation area reach a local maximum, thereby determining
the caching strategy for each satellite.

First, we prove that the proposed non-cooperative game
has Nash equilibrium, i.e., the optimal solution of the pro-
posed problem exists. Second, we design a caching decision
algorithm to reach Nash equilibrium for each cooperative
area, which can achieve Nash equilibrium with polynomial
complexity through the distributed caching decision process.

A. Analysis of Nash Equilibrium

Before we provide the solution to the proposed non-
cooperative game problem, we first define the Nash equilib-
rium under this non-cooperative game and prove the existence
of the Nash equilibrium.

Definition 1 (Nash Equilibrium) : If there exists a set of
caching strategies

(
x∗(i,j), x

∗
−(i,j)

)
satisfy: none of the satel-

lites in the cooperative area can improve its cache benefits by
unilaterally changing its own caching strategy, such a set of
strategies is called the pure strategy Nash equilibrium of the
non-cooperative game Gk. Hence, the Nash equilibrium of the
game can be described as follows:

Ui,j

(
x∗(i,j), x

∗
−(i,j)

)
≥ Ui,j

(
x′(i,j), x

∗
−(i,j)

)
,

∀(i, j) ∈ Nk, x′(i,j) ∈ Xk, x′(i,j) 6= x∗(i,j)
(27)

Definition 2 (Potential Game) : If there is a function Φ,
which satisfies

Φ
(

x′(i,j), x−(i,j)
)
− Φ

(
x(i,j), x−(i,j)

)
= Ui,j

(
x′(i,j), x−(i,j)

)
− Ui,j

(
x(i,j), x−(i,j)

)
,

∀(i, j) ∈ Nk, x′(i,j) ∈ Xk, x′(i,j) 6= x(i,j),

(28)

we call the game Gk as a potential game, and the function Φ
is the potential function of the game.

We analyze the existence of Nash equilibrium for game Gk
by the following theorem and its proof.

Theorem 1. Game Gk is a potential game that has at least
one pure-strategy Nash equilibrium.

Proof. Please see Appendix A for details.

Algorithm 2: Cooperative Caching Algorithm

1 Step1 Initialize caching strategy:
2 Set max iteration times P ;
3 for each region (i, j) ∈ Nk do
4 for content m ∈M do
5 Calculate u0i,j,m according to (29), xm,i,j=0;
6 end
7 Find the top c pieces of contents of cache benefits:
8 Mc

i,j ← Topc {ui,j,1, ui,j,2, ..., ui,j,M};
9 for content m ∈Mc

i,j do
10 xm,i,j=1;
11 end
12 The initial caching strategy of region (i, j) is:
13 x(i,j)={x1,i,j , x2,i,j , ..., xM,i,j};
14 end
15 Step2 Check satellite cache benefits:
16 ischanged=true, p=1;
17 while ischanged and p ≤ P do
18 for each region (i, j) ∈ Nk do
19 ischanged=false;
20 for content m ∈Mc

i,j do
21 Calculate correct ui,j,m according to (23),
22 upi,j,m=ui,j,m;
23 if upi,j,m 6= up−1i,j,m then
24 ischanged=true;
25 end
26 end
27 Mc

i,j ← Topc {ui,j,1, ui,j,2, ..., ui,j,M}
28 for content m ∈Mc

i,j do
29 xm,i,j=1;
30 end
31 Update caching strategy of region (i, j):
32 x′(i,j)={x1,i,j , x2,i,j , ..., xM,i,j}, x(i,j) = x′(i,j);
33 end
34 p← p+ 1;
35 end
36 Step3 Make caching decision:
37 for each region (i, j) ∈ Nk do
38 x∗(i,j)=x′(i,j);
39 end

The potential game must have a Nash equilibrium solution
according to [33], therefore, the game Gk exists at least one
Nash equilibrium.

B. Cooperative Caching Algorithm

In this subsection, we solve the game Gk according to
another important property of the potential game, that the
strategies combination that makes the potential function reach
a local or global maximum value is a set of pure strategy Nash
equilibrium [35]. Therefore, after we prove that the game Gk
is a potential game, the critical step for us to find the Nash
equilibrium solution is to find a set of caching strategies for
satellites that can achieve local maximum cache benefits. The
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process of solving the Nash equilibrium of the game is shown
in Algorithm 2.

The first step of Algorithm 2 is initialization. Assuming that
the satellite serving region (i, j) in the cooperative area thinks
that other satellites do not cache any contents, which is the
“local only” initial state. Then the satellite calculates the initial
cache benefits of each content denoted as u0i,j,m according to

u0i,j,m =r∗m,i,j
(
τTP − τTS

)
+

∑
Nk

i,j∈JK
i,j

∑
(i′,j′)∈Nk

i,j

r∗m,i′,j′
(
τTP − τTS − kτSS

)
.

(29)
The second step is to check each satellite’s cache benefits in
one cooperative area. Because the initial benefits of content
cached by satellite are calculated under an ideal “local only”
state, we should calculate the correct cache benefits under
current caching strategies

(
x(i,j), x−(i,j)

)
. In the subsequent

p-th iteration, check whether the cache benefits are correctly
calculated from the cache strategy formulated after (p− 1)-th
iteration. Lines 20-24 are to check the benefits of the cached
content fm on satellite serving region (i, j) is calculated
correctly under current caching strategies

(
x(i,j), x−(i,j)

)
. If

the cache benefits are not calculated correctly, the Nash
equilibrium has not been reached, and further iteration is
still needed. Lines 27-32 are to update the caching strategy
based on the corrected cache benefits, change it from x(i,j)
to x′(i,j). Since we choose to cache content with more consid-
erable cache benefits, the updated caching strategy satisfies
ui,j

(
x′(i,j), x−(i,j)

)
− ui,j

(
x(i,j), x−(i,j)

)
≥ 0. Therefore,

according to (31), the potential function also satisfies

Φ
(

x′(i,j), x−(i,j)
)
− Φ

(
x(i,j), x−(i,j)

)
≥ 0. (30)

Each update and iteration make the potential function larger
and converge gradually. When accomplishing checking the
satellites’ cache and finding that all satellite’s cache benefits
do not need to be changed, the potential function at this
time converges to a local maximum, that is, the Nash equi-
librium of Gk is reached. The proposed Algorithm 2 relies
on a simple signaling interactions process of satellites in a
cooperative area. Moreover, the complexity of the process is
O(|Nk|2 · |P | · c2), where |Nk| and |P | represent the scale of
cooperative area Nk and the maximum number of iterations.

VII. PERFORMANCE EVALUATION

In this section, we conduct extensive evaluations to compare
the performance of the proposed cooperative caching method
with existing methods. The numerical evaluation results show
that our proposed scheme outperforms other cooperative
caching schemes in terms of cache hit rate and content delivery
delay. All experiments were performed on a PC with four
3.6GHz CPUs, 16GB RAM, and Windows 10 OS.

A. Real-world Dataset

In order to more realistically reflect the characteristics of
users’ requests for content, we use the real-world dataset
MovieLens [36], which is widely used in research related

TABLE I
EVALUATION PARAMETERS

Parameters Values
Height of Orbits 1200km
Number of LEO 16

Number of Terrestrial Regions 16
Delay between Users and Cloud Servers 500ms

Delay between Users and Satellites 300ms
Delay of Inter-satellites 40ms

Number of Contents’ Dimensions 19
Number of Contents 1682

Number of Total Requests 100000

to recommender systems and content caching [37]–[39]. The
dataset records 100,000 requests for 1,682 items of content by
1,000 users from different regions, each request identifying
when the request occurred, the geographic location (repre-
sented by zip code), and the requested content’s name. We
generate requests to satellites for content based on the actual
time and location of each request. At the same time, the
content requested by the user is a movie, and the category
of the movie is used to represent the features of the content,
and each content has 19-dimensional features respectively,
i.e., D=19. In our scheme, the region features reflect the
preference of users in the region for the 19-dimensional
features in the content items, which determines that the region
features are also 19-dimensional. The more feature dimensions
of content, the corresponding increase in the dimensions of
region features, and the more accurately they can reflect the
preferences of regional users. Consequently, we can more
accurately estimate the popularity of contents in different
regions and execute more reasonable caching strategies.
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Fig. 3. Performance under different similarity threshold β.

B. Evaluation Setup

Consider the satellite constellation using OneWeb’s polar-
orbiting satellite constellation [40], which has nearly 800 LEO
satellites. The area where users are distributed is about 10 mil-
lion square kilometers, accounting for about 1/50 of the earth’s
surface area. Therefore, the number of LEO satellites serving
those regions is 16, distributed on four orbital planes. In order
to ensure that each region has at least one satellite in service,
we also divide the regions where users are located into 16
regions, i.e., N = {(i, j) | i∗j ≤ 16, 0 < i ≤ 4, 0 < j ≤ 4}.
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(a) Content delivery delay verse different
update interval T .
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(b) Cache hit rate verse different update
interval T .
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(c) Saved bandwidth verse different update
interval T .

Fig. 4. Performance under different update interval T .
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(a) Content delivery delay verse different
cache capacity c.
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(b) Cache hit rate verse different cache
capacity c.
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(c) Saved bandwidth verse different cache
capacity c.

Fig. 5. Performance under different cache capacity c.

In addition, considering that the number of requests in each
period is different in different regions, L cannot be defined as
a fixed value and should be set to the top x% of the number of
requests in each period, for example, set L as the top 10% of
the number of requests. The evaluation parameters are shown
in Table I.

The caching strategies implemented for comparison are
listed as follows:

• RAC (Random cache). This strategy allows satellites to
cache contents randomly.

• MPC (Most popular cache). This strategy allows satel-
lites to cache contents that are most popular in a greedy
manner [41].

• LAC (Location-aware cache). This strategy is derived
from location-aware content caching proposed in [30].
Satellites cache contents according to the content pop-
ularity based on location but without executing a non-
cooperative game.

• CMC (Cooperative multi-layer cache). This strategy is
derived from a cooperative multi-layer edge caching in
the STIN [14].

• RFP (Region features prediction cache). This strategy is
proposed in this paper. Satellites serving similar regions
implement a cooperative caching method.

• Optimal (Theoretically optimal cache). This strategy is
the theoretical optimal result of executing cooperative
caching in cooperative areas.

C. Performance Analysis

Fig. 3 represents the effect of the similarity threshold when
dividing the cooperative area on our scheme. We can find that
with the increment of the similarity threshold, the scale of
the average cooperative area is gradually reduced, and the
delay for users to retrieve content is accordingly increased.
Considering that the complexity brought by the process that
satellites in the cooperative area execute Algorithm 2 is related
to the size of the cooperative area, i.e., O(|Nk|2). Hence it is
necessary to set a reasonable similarity threshold to control
the overhead within an acceptable range and ensure that users
can obtain content with a low delay. It can be seen from the
experimental results that when the similarity threshold value
is 0.5, it cannot only ensure a low content acquisition delay
but also avoid high overhead. In the following experiments, in
order to ensure that the scheme can have a low delay within
a reasonable range, the similarity threshold β is designed to
be 0.5 by default.

Fig. 4 shows the performance of different schemes under
different update intervals T . We validate our solution from
three indicators: content delivery delay, cache hit rate, and
saved bandwidth. Among them, the content delivery delay has
a great impact on the users’ experience, while the cache hit rate
and bandwidth saved are measured from the perspective of the
entire network. We can observe that with the increase of update
interval T , the performance of the proposed scheme RFP first
improves and then deteriorates. If the update period is short,
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the content requests aggregated by users in a region in one
period may not precisely represent the more popular content,
so the prediction scheme cannot achieve the best results. At
the same time, if the update period is too large, some content
will become popular at the beginning of this interval and then
become unpopular. This part of the contents occupies a more
significant proportion in the current period when we predict
the features of the region, while they cannot reflect the latest
user preferences. Therefore, it also biases our prediction of
region features based on the users’ preferences. When the
update period is 2.4 × 106 seconds, our scheme significantly
outperforms others. Therefore, we can conclude that under the
update period 2.4×106 seconds, users’ requests in one interval
can well reflect their preferences in their region. Based on
this, the region features can be predicted more precisely, and
cooperative caching between similar regions can be carried out
better. In addition, the scheme RFP we proposed is closer to
the theoretically optimal solution in terms of content delivery
delay, cache hit rate and saved bandwidth.

Fig. 5 shows the performance comparison of five caching
strategies under different cache spaces. As the cache capacity
gradually increases, the five schemes’ performance improves.
This is because the satellites’ cache space becomes more
extensive, which can cache more contents that users may need.
When the cache space is large enough, such as cache capacity
c = 160 and c = 320, the performance of schemes MPC and
LAC are very close, while scheme RFP can further improve
the cache performance. The reason is that our solution is a
cooperative caching method, and the goal is to improve the
gain of the entire cooperative area, not a single region. Hence
users in one cooperative area can get better services when
satellites execute a cooperative caching method. Moreover,
when the cache space is larger, the disparity between the RFP
and the theoretically optimal solution is reduced compared to
the scenario with a smaller cache space. This phenomenon
is primarily attributed to the fact that with a larger cache
space, the cached contents closely align with the actual popular
contents, resulting in a closer resemblance to the theoretically
optimal outcome.
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Fig. 6. Content delivery delay under different iteration times P .

Fig. 6 represents the performance impact of the number
of iterations P in Algorithm 2 on our cooperative caching
algorithm. We compare the performance of our schemes with
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2 0 4 0 6 0 8 0 1 0 0 1 2 0
4 2 0

4 3 0

4 4 0

4 5 0

4 6 0

4 7 0

4 8 0

4 9 0

�
��

��
��

��
�	

��
�

��
��

	�
��

�

��

� � � �  � � � � � 
 
 	 � � � � � 
 � � � � � � �

� � � �
� � � �
� � � �
� � � �
� � � �
�  � � 
 � 	 �

(b) Content delivery delay verse different τSS.

Fig. 7. Performance under different ground and satellite delay τTS and
different inter-satellite delay τSS.

different iterations times under different cache capacity c.
It can be found that with the increment of the number of
iterations, the performance of the proposed scheme gradually
converges and eventually reach stability. Besides, if the cache
capacity is more extensive, it will need more iterations to
achieve convergence. This is because when the cache capacity
becomes extensive, more contents should be checked to cor-
rectly calculate the cache benefits of each update and iteration.
As shown in step 2 in Algorithm 2, checking more contents
means that it needs more iterations to achieve convergence
is more at the same time. Fortunately, no matter the size of
the cache capacity, our solution can achieve a relatively ideal
performance when iteration times P = 5.

Fig. 7 represents the performance of the five schemes
under different ground-satellite and inter-satellite delays [14].
The delay of terrestrial users connecting to LEO satellites is
affected by other factors, such as satellites’ height and weather,
so it is necessary to observe the performance of our scheme
under different ground-satellite delays. As shown in Fig. 7(a),
we can find that our scheme significantly outperforms other
schemes when there is a shorter ground-satellite delay. At
τTS = 150ms, the gain brought by our scheme is much higher
than other caching strategies. Similarly, considering the uncer-
tainty of the inter-satellite link, we observed the performance
under different inter-satellite delays. The evaluation results are
shown in Fig. 7(b). We can find that the lower the delay of the
inter-satellite link, the higher the benefit of using our scheme.
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For example, when the inter-satellite link delay is 20ms, the
benefit of using our scheme is much higher than the delay
is 130ms. However, regardless of the inter-satellite link delay,
compared with the other four strategies, our scheme is closer
to the theoretically optimal scheme and can provide users with
lower latency and more stable content delivery services.

VIII. CONCLUSION

In this paper, we investigated the problem of satellites
providing content delivery services for users in areas that
terrestrial networks cannot cover. We first described and pre-
dicted the features of each region based on its historical request
information during a period. Based on the predicted regional
characteristics, we divided regions with similar characteristics
and geographical proximity into one cooperative area. Then, to
fully use the limited satellite cache, we adopted a cooperative
caching method to set up the cache for each satellite in one
cooperative area. We formulated the caching decision problem
of each satellite in one cooperative area into a non-cooperative
game. Then, we proved the existence of the Nash equilibrium
of the proposed game and designed an algorithm that can
achieve Nash equilibrium with polynomial complexity. Finally,
we conducted extensive evaluations which adopted real-world
datasets and considered user requests from different geograph-
ical locations. Compared with the existing non-cooperative and
cooperative caching methods, our scheme performs better in
terms of content delivery delay, bandwidth consumption, and
cache hit ratio.

APPENDIX A
PROOF OF THEOREM 1

We define the potential function

Φ
(
x(i,j), x−(i,j)

)
=

∑
(i,j)∈Nk

ui,j

(
x(i,j), x−(i,j)

)
, (31)

which represents the benefits that all satellites bring to users
located in the regions they are serving under caching strategies(
x(i,j), x−(i,j)

)
. Considering the satellite caching strategy of

region (i, j) unilaterally change from x(i,j) to x′(i,j), and the
other regions caching strategies remain unchanged, which still
can be denoted as x−(i,j). The cooperative area Nk where the
region (i, j) belongs to can be disassembled into the following
three parts: the first part is the region (i, j) itself; the second
part is the regions whose distance from the region (i, j) is
not greater than K hops, denoted as JKi,j ; the third part is
the regions whose distance from region (i, j) exceeds than
K hops, denoted as

{
Nk\JKi,j\(i, j)

}
. Hence, the potential

function can be further derived as follows:
Φ
(
x(i,j), x−(i,j)

)
= ui,j

(
x(i,j), x−(i,j)

)
+

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x−(i′,j′)

)
+

∑
(i′,j′)∈{Nk\JK

i,j\(i,j)}
ui′,j′

(
x(i′,j′), x−(i′,j′)

)
.

(32)

If we change the caching strategy of satellite in region (i, j)
from x(i,j) to x′(i,j), the change of the potential function is

Φ
(
x′(i,j), x−(i,j)

)
− Φ

(
x(i,j), x−(i,j)

)
=
{
ui,j

(
x′(i,j), x−(i,j)

)
− ui,j

(
x(i,j), x−(i,j)

)}
+

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x′−(i′,j′)

)
−

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x−(i′,j′)

)
+

∑
(i′,j′)∈{Nk\JK

i,j\(i,j)}
ui′,j′

(
x(i′,j′), x′−(i′,j′)

)
−

∑
(i′,j′)∈{Nk\JK

i,j\(i,j)}
ui′,j′

(
x(i′,j′), x−(i′,j′)

)
.

(33)

By observing the formula, we find that the last two items on
the right side of the above formula are the changes in cache
benefits of the regions which are exceeding K hops away from
the region (i, j) caused by changing the caching strategy of
the satellite serving region (i, j), denoted as:

∆ =
∑

(i′,j′)∈{Nk\JK
i,j\(i,j)}

ui′,j′
(
x(i′,j′), x′−(i′,j′)

)
−

∑
(i′,j′)∈{Nk\JK

i,j\(i,j)}
ui′,j′

(
x(i′,j′), x−(i′,j′)

)
.

(34)

However, the cache benefits of satellites in these regions
do not change with the change of the satellite cache in region
(i, j), because users in regions

{
Nk\JKi,j\(i, j)

}
will not go to

the satellites in the region (i, j) to get any contents. Otherwise,
for these users, retrieving content from the satellite in region
(i, j) consumes more time than the cloud server. Hence, we
have ∆ = 0 and the cache benefits change in (33) can be
derived as:

Φ
(
x′(i,j), x−(i,j)

)
− Φ

(
x(i,j), x−(i,j)

)
=
{
ui,j

(
x′(i,j), x−(i,j)

)
− ui,j

(
x(i,j), x−(i,j)

)}
+

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x′−(i′,j′)

)
−

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x−(i′,j′)

)
.

(35)

At the same time, when the caching strategy of the satellite
in the region (i, j) changes from x(i,j) to x′(i,j), the change of
its utility function is:

Ui,j

(
x′(i,j), x−(i,j)

)
− Ui,j

(
x(i,j), x−(i,j)

)
= ui,j

(
x′(i,j), x−(i,j)

)
+

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x′−(i′,j′)

)
− ui,j

(
x(i,j), x−(i,j)

)
−

∑
(i′,j′)∈Jk

i,j

ui′,j′
(
x(i′,j′), x−(i′,j′)

)
,

(36)

which is equal to the change of potential function denoted as
(35).

Based on Definition 2, the game Gk can be judged as a
potential game, and the proof is completed.
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