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Abstract— In order to cope with the explosive growth of mobile
traffic, many traffic offloading schemes such as heterogenous
networks have been developed to enhance network capacity of
the Radio Access Network (RAN). Among them, networking
of Low-Earth Orbit (LEO) satellites promises to significantly
improve the RAN performance due to its economical prospect
and advantages in high bandwidth and low latency. In this paper,
by introducing the cache-enabled LEO satellite network as a part
of RAN, we propose an integrated satellite/terrestrial cooperative
transmission scheme to enable an energy-efficient RAN by
offloading traffic from base stations through satellite’s broad-
cast transmission. Considering energy-constraints of satellites,
we then formulate a nonlinear fractional programming problem
aiming at optimizing transmission energy efficiency of the system.
In order to effectively solve this problem, we transform it into
an equivalent one, and then adopt iteration and sub-problem
decomposition to obtain the optimal solution for each opti-
mization variable, i.e., block placement, power allocation, and
cache sharing variable. Numerical results show that compared
with traditional terrestrial scheme, our cooperative transmission
scheme achieves significant performance improvement in terms
of traffic offloading and energy efficiency, especially in an
environment of high request consistency degree.

Index Terms— Radio access network, integrated satel-
lite/terrestrial cooperative transmission, energy efficiency, traffic
offloading.

I. INTRODUCTION

W ITH the rapid increase of wireless devices and mobile
traffic, the conventional cellular network is facing

severe challenges in terms of wireless/backhaul capacity,
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energy efficiency and so on [1]–[3]. To better handle these
challenges, one straightforward solution is to deploy dense
small cells to offload Base Station (BS)’s traffic by exploiting
cooperation in heterogeneous networks such as different tiers
of BSs and low-power Access Points (APs) [4]–[7]. However,
the traditional offloading schemes in heterogenous networks
can only provide limited improvement. On the one hand,
the dense-deployed BSs and APs will bring in more notorious
competition and interference given limited spectrum resources
in the current Radio Access Network (RAN). On the other
hand, due to the upper bound of energy efficiency and capacity
improvement, there also exists densification limits for the
conventional cellular network [4], [6]. In this case, some
novel technologies, such as satellite communication, are also
considered in heterogenous networks to bring in simple but
efficient access approach and further enhance the performance
of cellular network.

In the next generation cellular network, satellite commu-
nication has been considered as a promising complement
approach, and satellite access technology should also be sup-
ported to assist terrestrial RAN [8], [9]. In the past, because
of satellite’s high cost, only a few researches considered
to utilize satellite’s advantages to assist terrestrial networks.
Thanks to the rapid development of small satellite launch
and maintenance technologies, Low-Earth Orbit (LEO) small
satellites and networking, which can achieve low latency
and high bandwidth [10], have become economic-friendly
for industrial implementation. Many companies such as
SpaceX and OneWeb, are planning to construct large-scale
LEO satellite networks to provide worldwide Internet access
service [11]–[14]. Thus, one can foresee that, considering its
efficient broadcast transmission, satellite communication will
become ubiquitous in the next few decades. In this case,
more and more researches have been taking satellite into
consideration in the design and implementation of a high
performance and energy-efficient RAN.

While the benefit of satellite assistance has been proven in
RAN [7], [8], [15], [16], introducing satellite also puts extra
pressure on BSs and the performance of satellite access is
limited by satellite backhaul link. To diminish the burden of
BSs and break through the restriction of backhaul link, one
effective solution is to take full advantage of each node’s
capability of storage, computation, and communication. For
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example, in the conventional cellular network, the combination
of caching, centralized/distributed management, and novel
access technologies, e.g., millimeter-wave communication and
Non-Orthogonal Multiple Access (NOMA), have become a
common idea in existing works [4]–[6], [17]–[19]. With the
development of satellite and Information and Communications
Technology (ICT), onboard caching in satellite becomes a
promising approach in practice. Many works consider how
to leverage cache capacity to help optimize delivery, e.g.,
building Information Centric Networking (ICN)-based satellite
networks [20]–[26]. For integrated satellite/terrestrial RAN,
the combination of satellite and caching can both serve mul-
tiple small cells through broadcast transmission and provide
efficient traffic offloading without introducing extra load on
BSs nor getting pressure from the restriction of backhaul link.
Moreover, with the help of some fine-grained caching schemes
such as coded caching [5], [27], [28], satellite can achieve
cooperative caching and transmission with terrestrial cellular
network to further enhance the cache efficiency. Unfortunately,
none of the existing works consider to adopt cooperative
caching and transmission scheme to assist terrestrial RAN.

In order to enhance the capacity of conventional cellular
network and overcome the limitations of traditional heteroge-
neous networks, in this paper, we consider a satellite network
that consists of LEO satellites equipped with certain comput-
ing and storage resources to take full advantage of satellite’s
broadcast characteristic. By exploiting storage capabilities of
satellite and dense-deployed APs, the proposed system can
offload cellular traffic from BS in a cooperative manner with
the help of coded caching technology. Considering the heavy
load on backhaul and energy-saving concern, a joint opti-
mization problem, which considers both traffic offloading and
energy efficiency in integrated satellite/terrestrial RAN, is for-
mulated. Furthermore, we also propose an effective algorithm
that can significantly improve network performance in traffic
offloading and energy efficiency compared with terrestrial
scheme. For the convenience of the study of performance
evaluation and to hightlight the advantage of employing the
broadcast function of a satellite system, we define request
consistency degree as the percentage of the cells that have
the same request occurrences. Numerical results show that the
proposed schemes can outperform terrestrial schemes in all
environments of different request consistency degree.

The contributions of this paper can be summarized as
follows:

• By introducing the cache-enabled LEO satellite net-
work as a part of RAN, we propose an integrated
satellite/terrestrial cooperative caching and transmission
scheme, which leverages the broadcast characteristic in
satellites to efficiently provide traffic offloading for ter-
restrial networks. Considering satellite’s limited storage
capability, a cache sharing scheme, which enables ter-
restrial AP to share its cached content to the satellite,
is also proposed to better exploit satellite’s broadcast
transmission.

• Considering the energy-constraint of satellites, we for-
mulate the offloading problem aiming at maximiz-
ing the energy efficiency of RAN in terms of block

(i.e., a part of the original content) placement, power allo-
cation, and cache sharing decisions. For this formulated
nonlinear fractional programming problem, we exploit a
parametric method to transform it into an equivalent one,
which is further divided into three solvable sub-problems.
Each sub-problem is associated with one variable to be
optimized. Furthermore, we thoroughly analyze all these
sub-problems, and propose corresponding optimization
algorithms to solve them.

• We conduct evaluations to verify the superiority of our
scheme in terms of energy efficiency and traffic offload-
ing. Numerical results demonstrate that, compared with
traditional terrestrial schemes, our proposed scheme can
achieve several times of improvement in energy efficiency
for the similar traffic offloading performance, and fur-
thermore such advantages are more remarkable in the
environment of high request consistency degree.

The rest of this paper is organized as follows. At first,
the related works about terrestrial traffic offloading schemes
and integrated satellite/terrestrial schemes are discussed in
Section II. Then, the system model is given in Section III.
To improve energy efficiency in our cooperative transmission
scheme, a fractional optimization problem is formulated in
Section IV, and the problem analysis and designed algorithms
are given in Section V. At last, the performance evaluation
is conducted in Section VI, and conclusions are drawn in
Section VII.

II. RELATED WORKS

Considering the aggressive objectives in the next generation
cellular network in terms of 1000-fold higher capacity, 100-
fold higher energy efficiency, and 10-fold lower latency [6],
[29], a lot of existing works try to enhance the system
performance by exploiting novel access technologies (e.g.,
Multiple-Input Multiple-Output (MIMO) and NOMA). In ter-
restrial RAN, the densification of small cells and cooperation
in heterogeneous networks have been considered as promising
solutions. Xu et al. [30] proposed a cooperative NOMA trans-
mission that combined Macro Base Station (MBS) and pico-
BS, and formulated a resource allocation problem to improve
the system capacity. Inspired by this, a cooperative access
scheme that organizes multiple APs in ultra-dense network is
investigated by Liu et al. [6]. However, simulation results show
that the system capacity improvement will reach a bottleneck
with the increasing density of APs. Since NOMA system
exploits the power-domain for user multiplexing, the power
allocation in NOMA system becomes an important issue, and
most of the related works adopt centralized allocation scheme.
To achieve distributed power control, Di et al. [31] proposed
a novel NOMA-based scheme which combines centralized
scheduling at the BS and distributed power control at the vehi-
cles, and the results show that this scheme can significantly
improve data rates compared with OMA scheme. Considering
the phenomenon of multiple requests for popular contents
in content distributions, in 2012, Golrezaei et al. [32] first
proposed to deploy helpers with weak backhaul links but large
storage capacity to assist the MBS offloading traffic of popular
files that have been cached. In order to further improve cache
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efficiency and provide fine-granularity caching operations,
Bioglio et al. [28] proposed a MDS-encoded caching scheme
in heterogeneous network. Based on that, Xu et al. [5] further
proposed a NOMA-based coded caching scheme among APs
in small-cell networks, which means that each user can receive
coded packets from multiple APs simultaneously. However,
considering the spectrum resource competition and limited
coverage of low power AP, the improvement of system capac-
ity is indeed limited. At the same time, the explosive growth
of mobile traffic has also triggered a dramatic increase in the
energy consumption of RAN. Since energy consumption is a
key concern for the operator as it is always the main part of
the entire operational expenses [33], Prasad et al. [34] and
Yunas et al. [35] investigated the influence of massive MIMO
technique and the cooperation among dense deployed BSs in
energy efficiency, respectively. Unfortunately, these existing
works only consider terrestrial access approaches, none of
them consider to leverage satellite’s broadcast transmission to
provide energy-efficient transmission for conventional cellular
network.

Compared to the terrestrial dense-deployed APs, satel-
lite has advantages in providing energy-efficient transmis-
sion through broadcast transmission. Some existing works
have considered integrated satellite/terrestrial network and
cache-enabled satellite to provide content access service. In
the cellular network, Zhu et al. [7] first considered the the
combination of satellite and terrestrial RAN, and proposed
an integrated satellite/terrestrial architecture to cooperatively
provide downlink transmission based on NOMA. Then, by dis-
tinguishing users’ content requests and dividing users into dif-
ferent group, Zhu et al. [8] also proposed a downlink multicast
transmission scheme to offload content traffic from BS. Con-
sidering the emerging C-RAN, a cloud based integrated satel-
lite/terrestrial architecture was considered in [15]. By doing
so, the operator can utilize centralized signal processing to
achieve energy-efficient resource management at cloud and
further achieve seamless coverage. Driven by the ongoing LEO
constellation projects of SpaceX and OneWeb, Di et al. [36]
proposed a terrestrial-satellite network architecture to achieve
efficient data offloading. By utilizing ultra-dense LEO con-
stellation, each terrestrial terminal can be served by multiple
LEO satellites simultaneously, and further simulation results
show that the integrated network significantly outperforms
the non-integrated ones in terms of the sum data rate. Due
to the long propagation delay (typical delay is 14ms [37])
of satellite communication, bent-pipe satellite suffers even
longer transmission delay (over 50ms) since it needs to
retrieve user’s requested data from ground station. In order to
alleviate the transmission delay and communication overhead
between satellite and ground, researchers consider to combine
satellite’s wide-area coverage and in-network caching. Sal-
vatore et al. [23] proposed a profile-aware satellite caching
strategy. After that, Wu et al. [24] proposed a two-layer
caching model for content distribution services and formulated
a nonlinear integer programming problem. By considering
both global and local content popularity, the caching strategy
based on the genetics can significantly reduce both the down-
link and uplink of bandwidth consumption. To further offload

Fig. 1. The proposed system model of integrated satellite/terrestrial RAN.

traffic from terrestrial network backhaul, Kalantari et al. [38]
proposed an offline caching approach which considers both
global content popularity with mono-beam satellite and local
content popularity with multi-beam satellite in a hybrid satel-
lite/terrestrial architecture. To alleviate the spectrum shortage
and meet the requirements of improved spectral efficiency,
An et al. [39] incorporated wireless content caching into satel-
lite/terrestrial network. By storing frequently required contents
and serving users’ requests conveniently, the intrinsic issues
of satellite/terrestrial network including bandwidth inefficiency
and excessive propagation delay could be largely reduced.
However, none of these existing works consider to adopt
cache-enabled satellite as a part of RAN to cooperatively
offload wireless traffic of APs from BSs.

III. SYSTEM MODEL

A. Network Model

As illustrated in Fig. 1, we consider a downlink cooperative
traffic offloading scheme in an integrated satellite/terrestrial
cache-enabled RAN, where a number of APs and a LEO
satellite network serve users in a cooperative manner. In each
small cell, there are a MBS and multiple APs. APs and users
are assumed to be spatially distributed on a plane according to
two independent homogeneous poisson point processes with
densities λa and λu, respectively. MBS is connected to the
core network gateway via the reliable optical fiber backhaul
link, while APs and each LEO satellite are with unreliable
backhaul links and are connected to MBS through wireless
links to update their cached contents. Note that we consider
each satellite serves non-overlapping terrestrial area in this
paper, that is to say, each user can only be served by one
satellite anytime. Without loss of generality, we focus on the
analysis of one satellite and multiple cells in its coverage area,
and J and U are used to denote the cell set and the user set
in the coverage, respectively.

Due to the rapid movement of LEO satellite, each LEO
satellite can provide access service to terrestrial cells for a
certain duration. The handover process and communication
resource allocation shall be managed by Network Control
Center (NCC) [40], [41]. According to satellite’s predictable
trajectory, each LEO satellite can provide access service for
the same area periodically under the control of NCC. In Fig. 1,

Authorized licensed use limited to: University of Science and Technology of China. Downloaded on April 11,2020 at 04:07:17 UTC from IEEE Xplore.  Restrictions apply. 



2370 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 19, NO. 4, APRIL 2020

Fig. 2. The overall traffic offloading procedure for LEO satellite and APs
when users request cached contents.

if we assume the start time of LEO2’s coverage for Area2
is t1 and the coverage duration is T , then LEO2 will serve
Area2 during [t1, t1 + T ) and serve Area3 during [t1 +
T, t1 + 2T ). Actually, in dense deployed LEO networks such
as Starlink project, thousands of satellites are deployed and
the same location can be covered by multiple satellites simul-
taneously [13], [36]. Thus, seamless coverage of terrestrial
RAN can be guaranteed. In this paper, we consider the single
satellite scenario that each LEO satellite serves the terrestrial
users during its service period.

In our integrated satellite/terrestrial RAN, each user is
served by unicast transmissions of APs and/or broadcast
transmissions of the satellite with their cached contents. Or the
user could be served by MBS only when his/her demands can
not be satisfied by APs or/and the satellite. In order to improve
spectrum efficiency, NOMA-based transmission is adopted
among APs. Thus, multiple APs will simultaneously serve
the same user with their cached contents over the same spec-
trum resource. In order to avoid severe interference between
satellite’s broadcast and terrestrial transmission, we assume
that LEO satellite operates over exclusive frequency bands
such as S band (direct access service) and Ka band (indirect
access service) [37], [42], [43]. Concerning the issue of what
contribute to most traffic in content-based applications [1],
we only concentrate on content distribution and retrieval
applications in this paper.

To make our scheme easier to understand, we depict Fig. 2
to describe the basic procedure of our traffic offloading
scheme. The basic idea behind our scheme is to utilize
cache-enabled LEO satellite and terrestrial APs to offload
traffic from base station and its backhaul link. In this case, after
receiving user’s request, LEO satellite and APs will first serve
the user with their cached blocks (a part of user’s requested
content file) in a cooperative manner. If user’s request can not
be satisfied by the satellite and APs, e.g., content recovery
failure or transmission failure, the user will be served by
MBS for content retrieval through backhaul link. The specific
cooperative transmission approach in Phase 1 will be described
in more detail in Section III-D.

B. Coded Caching Model

In order to improve caching efficiency, a coded caching
scheme similar to that of [5] is adopted in our work.

We consider a content library consisting of N files, denoted
by F . All files are assumed to have the same size and each
one is split into c equal-sized original blocks, where each one
is with size L. Then c original blocks of each file are encoded
into an arbitrarily large number of coded blocks to be cached
by terrestrial APs and the satellite.

With coded caching, when a user receives an arbitrary num-
ber of blocks, n (n ≥ c), from APs and the satellite, he/she can
recover the original file from the received blocks. By carefully
selecting coding coefficients, each access node (i.e., AP or
satellite) can provide linearly independent blocks to the user
with high probability. In practice, it can be achieved through,
for example, MDS (Maximum-Distance Separable) [28] and
RLNC (Random Linear Network Coding) codes [5]. The local
cache of each AP and satellite can store up to ML and MSatL
bits, respectively. We assume that all APs in the same cell j
have the same cached blocks of i-th file in block placement
phase, i.e., mi,j . Thus, each user can access the same service
from any AP in the same cell.

C. Channel Model

In the downlink channel of terrestrial APs, we consider
both large-scale fading and small-scale fading. The large-scale
fading is modeled by a standard distance-dependent power law
path loss attenuation, while the Rayleigh fading is considered
as small-scale fading. The transmission power of each AP for
user u in cell j is the same, i.e., Pj,u. Thus, the received signal
power at user u in cell j can be written as |h|2(1+rα)−1Pj,u,
where h ∼ CN (0, 1) represents fading coefficient, r denotes
the distance between u and AP, and α is the path loss
exponent.

Different from the terrestrial case, the satellite channel
generally experiences less fluctuation considering the line-of-
sight link between the satellite and terrestrial users. Thus,
the channel model of the satellite can be considered as
an Additive White Gaussian Noise (AWGN) channel [8].
According to the large-scale fading model in literatures [44],
the received signal of a terrestrial user for i-th file can be
computed by

y(x) =
λ�G

�
P Sat

i

4πrSat
xi + n0, (1)

where xi denotes the symbol transmitted from the satellite for
i-th file, λ� denotes the wave length, rSat denotes the distance
between terrestrial users and the satellite, G is antenna gain
and n0 ∼ CN (0, N0) is the complex AWGN of power N0.
In order to successfully transmit cached blocks of i-th file from
the satellite to terrestrial users, the minimum transmission rate
mSat

i L/t should be satisfied (i.e., C ≥ Cmin = mSat
i L/t),

where mSat
i is cached blocks of i-th file on the satellite and t

is the time slot in RAN. According to the Shannon equation,
C = W Satlog(1+SNR), on-board transmission power of the
satellite for i-th file can be computed by

P Sat
i = N0(

4πrSat

λ�G
)2 · (2

mSat
i L

WSatt − 1), (2)

where W Sat is the subcarrier bandwidth in satellite system.
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Fig. 3. The proposed cooperative transmission and cache sharing scheme
(split original blocks of each file c = 4 and cache size M = MSat = 3).

D. File Request and Delivery Model

For user u, there are two different phases during the
transmission, i.e., file request and file delivery. User u first
sends a request for i-th file to MBS during the request phase.
Then, during the file delivery phase, MBS coordinates with the
nearest APs and the satellite to transmit their cached blocks
of i-th file to u. Note that APs and the satellite can serve the
same user for the i-th file simultaneously over non-overlapping
frequency band. If i-th file can be recovered from received
blocks at u, the request is satisfied; Otherwise, the rest of the
blocks will be served by MBS.

The file popularity is modeled as the Zipf distribution with
shape parameter θ. Then the popularity of the i-th ranked file
in cell j is

pi,j =
1/iθ�N

n=1 1/nθ
. (3)

We assume that in file request phase, each user in the same cell
requests for i-th file with the same probability of popularity
distribution, i.e., pi,j = pi,j,u, which denotes the request
probability of each user for i-th file in cell j.

In file delivery phase, a user’s request can be satisfied
by three ways, i.e., only NOMA-based transmission from
APs, only broadcast transmission from the satellite, or the
combination of these two transmissions. Since we only con-
sider AWGN channel with large-scale fading during broadcast
transmission from the satellite, satellite’s signal can be surely
decoded when Eq. (2) is satisfied. Fig. 3 shows an exam-
ple of cooperative transmission with both NOMA-based and
broadcast transmission for u1. Since MBS is in charge of the
coordination of APs and the satellite, the number of control
signal transmitted from MBS to APs and the satellite can be
respectively calculated by Oj =

�
i∈F

�
u∈Uj

pi,j ·sgn(mi,j)
and OSat =

�
i∈F sgn(mSat

i ), where function sgn(·) equals
1 when mi,j > 0, otherwise, equals 0.

For APs, we consider a NOMA-based transmission scheme
similar to [5], [6]. If the i-th file, requested by user u,
is cached by APs in the cell, these APs can simultaneously
transmit cached blocks of the requested file to u over the
same frequency band. User u adopts successive interference
cancellation receiver to decode the signals successively in
the descending order of the average received signal strength.
Assume that each AP adopts the same power Pj,u to transmit

signals to user u in cell j, so the Signal-to-Interference and
Noise Ratio (SINR) at user u for decoding the signal from
k-th AP can be computed by

γu,k =
|hk|2(1 + rk

α)−1Pj,u�
k�∈Ku,k�>k

|hk� |2(1 + rk�α)−1Pj,u + N0
, (4)

where Ku represents the AP group for serving user u and N0

is the AWGN power.
Considering the complexity of SIC receiver is related to the

number of decoding layer in practice [45], we assume that
at most 2 nearest APs can share the same frequency band to
serve the same user, i.e., |Ku| ≤ 2.

In this case of 2 served APs for user u, there are three
possible situations during the transmission: 1) Both trans-
missions are successful, i.e., A1 : γu,0, γu,1 ≥ τ ; 2) Only
the transmission of the nearest AP is successful, i.e., A2 :
γu,0 ≥ τ, γu,1 < τ ; 3) Both transmissions are failed, i.e., A3 :
γu,0, γu,1 < τ . A decoding example is also shown in Fig. 3.
Obviously, we have Pr{A1} + Pr{A2} + Pr{A3} = 1.
Therefore, the average traffic of user u served by APs for
i-th file in cell j, qi,j,u, can be represented as

qi,j,u =

�
mi,j(2Pr{A1} + Pr{A2}), mi,j ∈ L1,

cPr{A1} + mi,jPr{A2}, mi,j ∈ L2,
(5)

where mi,j represents cached blocks of i-th file in every AP
of cell j, L1 = [0, c/2], L2 = (c/2, c], and τ denotes the
decoding threshold.

In order to take full advantage of satellite’s broadcast capac-
ity, we also consider a cache sharing scheme in the integrated
satellite/terrestrial RAN considering the limited storage of
LEO satellites. By sharing cached blocks of terrestrial AP to
the satellite, some popular files can be cached by APs and the
satellite can retrieve blocks from terrestrial AP on demand.
An example is shown in Fig. 3. Once the cache sharing for
i-th file is enabled, multiple users who request i-th file will
only be served by the satellite.

IV. PROBLEM FORMULATION

In this section, we first analyze the expected traffic offload-
ing and energy consumption in our scheme, respectively. After
that, energy efficiency optimization in our scheme, which
jointly considers block placement, power allocation and cache
sharing, is formulated as a nonlinear fractional programming
problem.

A. Traffic Offloading

The total traffic served by APs can be computed by

BT =
�
i∈F

�
j∈J

�
u∈Uj

(1 − atoS
i ) · pi,jqi,j,u, (6)

where atoS
i denotes cache sharing variable. When atoS

i = 1,
AP will forward its cached i-th file to the satellite with the
help of MBS, and users who request i-th file will be served by
the satellite through broadcasting; otherwise, each user will be
served by APs. In order to obtain the closed-form expression
of qi,j,u in Eq. (6), we have the following proposition.
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Proposition 1: For user u, there are three possible situa-
tions at u by decoding signals from two nearest APs with SIC
receiver, and the probability of at least one successful decoding
situations, i.e., A1 and A2, can be computed by�

Pr{γu,0 ≥ τ, γu,1 ≥ τ} = ϕexp(−λω),
P r{γu,0 ≥ τ, γu,1 < τ} = ϕ[exp(−λd0) − exp(−λω)],

(7)

where ϕ = d1
τd0+d1

, λ = τN0
2σ2Pj,u

, ω = d0(τ + 1) + d1, d0 =
(1 + rα

0 ), d1 = (1 + rα
1 ) and τ denotes decoding threshold.

Proof: According to the conditional probability formula
and Eq. (4), when both transmissions are successful, we have

Pr(γu,0 ≥ τ, γu,1 ≥ τ)
= Pr(γu,1 ≥ τ)Pr(γu,0 ≥ τ |γu,1 ≥ τ)
= Pr(|h1|2 ≥ ξ) · Pr(|h0|2

≥ τ(|h1|2(1 + rα
1 )−1Pij + N0)

(1 + rα
0 )−1Pj,u

|γu,1 ≥ τ)

(a)
=

� ∞

ξ

Pr(x)Pr(|h0 |2 ≥ τ(x(1 + rα
1 )−1Pj,u + N0)

(1 + rα
0 )−1Pj,u

|x)dx

(b)
=

1
2σ2

� ∞

ξ

exp(− x

2σ2
)exp(−τ(x(1 + rα

1 )−1Pj,u + N0)
(1 + rα

0 )−12σ2Pj,u
)dx

=
1

2σ2

� ∞

ξ

exp(−x[τ d0
d1

+ 1]Pj,u + τN0d0

2σ2
Pj,u)dx

=
Pj,u

τPj,u(τ 1+rα
0

1+rα
1

+ 1)
exp(−τN0[τd0 + d1] + τN0d0

2σ2Pj,u
)

= ϕexp(−τN0(τd0 + d1) + τN0d0

2σ2Pj,u
). (8)

Meanwhile, for the situation of successful transmission only
from the nearest AP, we have

Pr(γu,0 ≥ τ, γu,1 < τ)
= Pr(γu,1 < τ)Pr(γu,0 ≥ τ |γu,1 < τ)

(a)
=

� ξ

0

Pr(x)Pr(|h0 |2 ≥ τ(x(1 + rα
1 )−1Pij + N0)

(1 + rα
0 )−1Pij

|x)dx

= ϕ[exp(
−τN0d0

2σ2Pj,u
) − exp(−τN0(τd0 + d1) + τN0d0

2σ2Pj,u
)],

(9)

where ξ = τN0
(1+rα

1 )−1Pij
. Here, we let x = |h1|2 in (a)

and utilize the following conclusion in (b): For the square
of Reyleigh fading variable y, the PDF can be computed by
fY (y) = 1

2σ2 exp(− y
2σ2 ), and the CDF can be computed by

FY (y) = Pr(Y ≤ y) = 1 − exp( y2

2σ2 ). �
According to Proposition 1, by substituting Eq. (7) into

Eq. (5), we have

qi,j,u =

⎧⎪⎨⎪⎩
mi,jϕ(exp(−λd0) + exp(−λω)), mi,j ∈ L1,

ϕ(mi,jexp(−λd0) + (c − mi,j)
· exp(−λω)), mi,j ∈ L2.

Now we can compute the total traffic served by APs.
For the satellite, broadcast transmission is used to serve

users in its coverage region. Since the satellite can broadcast
cached blocks and also cached blocks in terrestrial APs

through cache sharing, the traffic offloaded from satellite
through broadcast can be computed by

BSat =
�

i∈F (mSat
i + m∗

i a
toS
i )ρSat

i Ui, (10)

where ρSat
i denotes the probability of terrestrial users for

successfully decoding the signal from the satellite, Ui =�
j∈J

�
u∈Uj

pi,j represents the average users that request i-
th file in satellite coverage region and m∗

i = maxj∈J {mi,j}
represents the maximum number of cached blocks of i-th file
in APs. In order to avoid duplicate caching for the same file
in APs and the satellite, we also have a constraint as

mSat
i ≤ 1 −Ki,um∗

i , ∀i ∈ F , ∀u ∈ U , (11)

where Ki,u denotes the number of APs serving user u for i-th

file and Ki,u =

�
1, mi,j = c

2, 0 < mi,j < c
should be satisfied.

B. Energy Consumption

For energy efficiency concerns in integrated satel-
lite/terrestrial RAN, we compute the energy consumed by both
APs and the satellite. Since APs can provide multiple access
to each user and cache sharing to the satellite, the energy
consumption of terrestrial transmission can be computed by

PT =
�
i∈F

�
j∈J

�
u∈Uj

Ki,uPj,upi,j(1 − atoS
i )

+
�
i∈F

P toS
i (m∗

i )a
toS
i , (12)

where P toS
i (m∗

i ) denotes the power consumption for forward-
ing m∗

i cached blocks of i-th file from AP to the satellite
through MBS.

For the satellite, energy consumption is an important con-
cern since it has the direct impact on the system design
and satellite lifespan. In order to offload traffic from cellular
network, it is inevitable that the satellite’s energy consumption
will increase for more content data transmission over high
speed channel. The energy consumption of satellite is com-
posed of two parts, i.e., broadcast cached blocks in the satellite
and blocks retrieved from APs. Thus, the energy consumption
of satellite can be computed by

P Sat =
�
i∈F

Pr(Ui ≥ 1)[P Sat
i (mSat

i ) + P Sat
i (m∗

i )a
toS
i ], (13)

where Pr(Ui ≥ 1) = (1 − Πj∈J (1 − pij)|Uj |) denotes the
probability that at least one user requests i-th file, and P Sat

i is
the power consumption for broadcast mSat

i blocks of i-th file
and it can be computed by Eq. (2).

C. Objective

After we obtain the formulation of traffic offloading and
energy consumption from APs and satellite, the total traffic
served by APs and satellite can be computed by

Btotal = BT + BSat, (14)

and the total energy consumption can be computed by

Ptotal = PT + P Sat. (15)

Authorized licensed use limited to: University of Science and Technology of China. Downloaded on April 11,2020 at 04:07:17 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: ENERGY EFFICIENCY AND TRAFFIC OFFLOADING OPTIMIZATION IN INTEGRATED SATELLITE/TERRESTRIAL RANs 2373

In order to maximize the energy efficiency, our objective can
be formulated as

Problem 1 : max
a,m,P

Btotal(a,m,P)
Ptotal(a,m,P)

, (16)

s.t.
�

i∈F pi,j = 1, ∀j ∈ J , (C1)�
i∈F mi,j ≤ M, ∀j ∈ J , (C2)�
i∈F mSat

i ≤ MSat, (C3)

mSat
i ≤ 1 −Ki,um∗

i , ∀i ∈ F , u ∈ U , (C4)�
i∈F (P Sat

i (mSat
i ) + atoS

i P Sat
i (m∗

i )) ≤ P Sat
total, (C5)

Pj,u ≤ Pmax, P
Sat
i ≤ P Sat

max, (C6)

atoS
i ∈ {0, 1}, mSat

i , mi,j ∈ N+, (C7)

where a = {atoS
i },m = {mi,j, m

Sat
i } and P = {Pj,u}

(i ∈ F , j ∈ J , u ∈ U) represent cache sharing vector, block
placement vector and power allocation vector, respectively.
P Sat

total denotes the power constraint of each LEO satellite, and
Pmax and P Sat

max represent the maximum transmission power
for AP and the satellite, respectively.

V. PROBLEM ANALYSIS AND ALGORITHM DESIGN

A. Problem Analysis

Problem 1 is a nonlinear fractional programming problem
consisting of integer variables and also continuous variables,
which is difficult to derive a global optimal solution. Consider-
ing that a number of cells and APs are involved in an integrated
satellite/terrestrial RAN, in order to solve the problem in poly-
nomial time, we introduce a parametric method to transform
the original nonlinear fractional objective function [46], [47]
in Problem 1 and respectively consider three solvable sub-
problems. At first, a problem equivalence theorem is given as
follows. For notation convenience, G is defined as the set of
feasible solutions of Problem 1 and g = (a,m,P) ∈ G.

Theorem 1 (Problem Equivalence): η∗ is achieved if and
only if

max
g∗ Btotal(g) − η∗Ptotal(g) = Btotal(g∗)

−η∗Ptotal(g∗) = 0, (17)

where g∗ is the optimal solution of Problem 1 and η∗ =
Btotal(g∗)/Ptotal(g∗).

Proof: By referring to [47], [48], we give the following
proof process.

At first, we prove the sufficient condition of Theorem 1.
Since η∗ = Btotal(g∗)/Ptotal(g∗) represents the maximal
energy efficiency performance, it is obvious that η∗ holds, i.e.,

η∗ =
Btotal(g∗)
Ptotal(g∗)

>
Btotal(g)
Ptotal(g)

, (18)

where g ∈ G is the feasible solution for solving Problem 1,
and Ptotal(g�) > 0 (total power consumption can not be
negative). Then, according to (18), we can derive the following
formulas �

Btotal(g) − ηPtotal(g) ≤ 0,

Btotal(g∗) − η∗Ptotal(g∗) = 0.
(19)

Consequently, we can conclude that maxg∗ Btotal(g) −
η∗Ptotal(g) = 0 can be achieved by the optimal solution g∗.
The sufficient condition is proved.

Secondly, we prove the necessary condition of Theorem 1.
Let �g be the optimal solution of the transformed objective
function, we can have Btotal(�g) − η∗Ptotal(�g) = 0. For any
feasible solution g, they can be expressed as

Btotal(g) − η∗Ptotal(g) ≤ Btotal(�g) − η∗Ptotal(�g) = 0. (20)

The above inequality can be derived as

Btotal(g)
Ptotal(g)

≤ η∗ and
Btotal(�g)
Ptotal(�g)

= η∗. (21)

Therefore, the optimal solution �g for the transformed objec-
tive function is also the optimal solution for the original
objective function. The necessary condition of Theorem 1 is
proved. �

Based on the optimal condition stated in Theorem 1,
the original problem can be transformed to Problem 2 if we
can find the optimal value η∗.

Problem 2 : max
a,m,P

Btotal(g) − η∗Ptotal(g),

s.t. Conditions C1, C2, C3, C4, C5, C6, C7 are satisfied.

(22)

Then an iteration algorithm is proposed to update η in Algo-
rithm 1 and ε is a constant which can make the algorithm con-
verge to η∗ with a superlinear convergence rate [47]. Inspired
by Block Coordinate Descent (BCD) [49], [50], we divide
problem 2 into three sub-problems according to the relation-
ship of each variable. To optimize a multi-variable objective in
BCD method, the coordinates of variables are first partitioned
into blocks.1 Through another iterative process (i.e., line 4-
8 in Algorithm 1), we optimize the objective in terms of one
of the coordinate blocks while the other coordinates are fixed
at each iteration. Moreover, three algorithms are proposed to
solve three sub-problems of block placement, power allocation
and cache sharing, respectively. Then we can apply them to
Algorithm 1 to obtain a global sub-optimal solution in an
iterative manner.

B. Block Placement Algorithm

In order to obtain the optimal block placement vector m∗ in
the integrated satellite/terrestrial RAN, we consider a two-step
solving process as described in Algorithm 2. The basic idea
is that, we first find the optimal block placement vector for
terrestrial APs in each cell. Then, we try to find the optimal
block placement vector on the satellite. Since the terrestrial
block placement mi,j and satellite block placement mSat

i

are coupled, we also consider the influence between mi,j

and mSat
i . In the following, we will specifically analyze the

property of block placement sub-problem and explain why our
algorithm can obtain the optimal placement vector m∗.

1Note that the block here is different from content block we mentioned in
Section III-B (Coded Caching Model).

Authorized licensed use limited to: University of Science and Technology of China. Downloaded on April 11,2020 at 04:07:17 UTC from IEEE Xplore.  Restrictions apply. 



2374 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 19, NO. 4, APRIL 2020

Algorithm 1 Iteration Algorithm for Problem 2
Input: The maximum number of iteration T1, T2 and

convergence factor δ, δ�;
Output: Optimal solution g∗ for each sub-problem;

1 Initialize: Take η0 and set t = t� = 0;
2 while Btotal − ηtPtotal > δ and t < T1 do
3 Set t� = 0;
4 while Et� − Et�−1 < δ� and t� < T2 do
5 Apply sub-algorithm to obtain solution of

at�+1,mt�+1 and Pt�+1 for each sub-problem
while fixing (mt� ,Pt�), (at�+1,Pt�) and
(at�+1,mt�+1) respectively;

6 gt�+1 = (at�+1,mt�+1,Pt�+1);
7 Et�+1 = Btotal(gt�+1)− ηtPtotal(gt�+1), t� = t� + 1;
8 end
9 Let gt = (at� ,mt� ,Pt�), take ηt+1 = Btotal(gt)

Ptotal(gt)
+ ε,

t = t + 1;
10 end

1) Terrestrial Block Placement: At first, we only consider
the optimal block placement mi,j for APs, and the objective
function related to mi,j in Eq. (22) can be written as

Q1
i,j(mi,j , ηt) =

�
u∈Uj

(1 − atoS
i )(qi,j,u − ηtKi,uPj,u)pi,j

−ηtP
toS
i (m∗

i )a
toS
i . (23)

Terrestrial block placement can be classified as a
multiple-choice knapsack problem. By utilizing the
monotonicity of Q1

i,j , a specific process of finding the
optimal terrestrial block placement is given in line 2-18 of
Algorithm 2. For each loop in line 3-17, the algorithm first
calculates the gain of caching one more block for each file
in line 5, and finds the most valuable caching block with
maximum gain by implementing line 7-16. Note that only
one block will be selected to be added to cache for each loop
in line 3-17, and I represents the set of files that could not
be cached anymore. The analysis of the property of Q1

i,j is
described as follows.

Proposition 2: qi,j,u is a monotonic increasing and
piece-wise function of variable mi,j with fixed SINR
threshold τ .

Proof: At first, we relax mi,j as continuous variable
and let f(mi,j) represent qi,j,u. When mi,j ∈ L1 =
[0, c/2], the derivative df(mi,j)

dmi,j
= d1

τd0+d1
[exp(− τN0

2σ2Pj,u
d0) +

exp(− τN0
2σ2Pj,u

(d0(τ + 1) + d1))] > 0; When mi,j ∈
L1 = (c/2, c], df(mi,j)

dmi,j
= d1

τd0+d1
[exp(− τN0

2σ2Pj,u
d0) −

exp(− τN0
2σ2Pj,u

(d0(τ + 1) + d1))], due to d0 < d0(τ + 1)+ d1,

we have − τN0
2σ2Pj,u

d0 > − τN0
2σ2Pj,u

(d0(τ + 1) + d1). Thus,

exp(− τN0
2σ2Pj,u

d0) > exp(− τN0
2σ2Pj,u

(d0(τ + 1) + d1)), and

the derivative df(mi,j)
dmi,j

> 0 can be obtained. Meanwhile,
we assume δ is an arbitrary small value, then we have f(c/2+
δ)−f(c/2) = δexp(− τN0

2σ2Pj,u
d0)−δexp(− τN0

2σ2Pj,u
(d0(τ+1)+

d1)) > 0. In this case, Proposition 2 is proved. �

Corollary 1: Q1
i,j is a monotonic increasing and piece-wise

function of variable mi,j with fixed SINR threshold τ .
Proposition 3: The optimal placement vector for maximiz-

ing Q1
i,j satisfies that, m1,j > m2,j for any given file

popularity p1,j > p2,j when atoS
1 = atoS

2 = 0.
Proof: We prove this proposition by contradiction. Let

a < b and a, b ∈ N+. Assume that there are two files
f1, f2 ∈ F and p1,j > p2,j in cell j. We further suppose
that m∗ = {m1,j = a, m2,j = b} is an optimal caching
strategy. Accordingly, we have another caching strategy m� =
{m1,j = b, m2,j = a}, which is obviously not the optimal
caching strategy. Based on the above supposition, we have

Q1
j(m

∗)=
�

u∈Uj

[p1,jqi,j,u (a) + p2,jqi,j,u(b) − ηK�
a,bPj,u].

Then we exchange the placement for file f1, f2, and we have

Q1
j(m

�)=
�

u∈Uj

[p1,jqi,j,u (b) + p2,jqi,j,u(a) − ηK�
b,aPj,u],

where K�
a,b = K1,u(a) + K2,u(b) and K�

b,a = K1,u(b) +
K2,u(a). Then, we have K�

a,b = K�
b,a. At last, we make the

comparison between Q1
j(m

∗) and Q1
j(m

�):

Q1
j(m

∗) − Q1
j(m

�)
= p1,jqi,j,u(a)+p2,jqi,j,u(b) − [p1,jqi,j,u(b) + p2,jqi,j,u(a)],
= p1,j [qi,j,u(a) − qi,j,u(b)] − p2,j[qi,j,u(a) − qi,j,u(b)],

=
�

u∈Uj

(p1,j − p2,j)[qi,j,u(a) − qi,j,u(b)]. (24)

From the assumption and Proposition 2, we know that
p1,j > p2,j and qi,j,u(a) < qi,j,u(b). Then we can further
get Q1

j(m
∗) < Q1

j(m
�), so m� represents a better block

placement strategy, which leads to a contradiction to our
previous assumption that the optimal block placement m∗

should have m1,j < m2,j when p1,j > p2,j . Thus, the optimal
placement should satisfy m1,j > m2,j for any given file
popularity p1,j > p2,j when atoS

1 = atoS
2 = 0. Proposition 3

is thus proved. �
2) Satellite Block Placement: Considering the broadcast

transmission of satellite, satellite block placement will influ-
ence the terrestrial block placement and constraint (C4) should
be satisfied. Similar to Eq. (23), the objective related to the
satellite can be written as

Q2
i (m

Sat
i , ηt)

= (mSat
i + m∗

i a
toS
i )Ui − ηt(P Sat

i (mSat
i ) + P Sat

i (m∗
i )a

toS
i ).
(25)

Proposition 4: Q2
i is a concave function of variable

mSat
i .

Proof: P Sat
i , related to variable mSat

i in Q2
i , can be

obtained by Eq. (2). By computing second order derivative of
P Sat

i , we can obtain that d2P Sat
i /d(mSat

i )2 > 0 and −ηP Sat
i

must be a concave function. Considering that the mSat
i Ui is

a linear function, Q2
i is a concave function can be proven

according to convexity preserving property [51]. �
Proposition 5: The optimal placement vector for maximiz-

ing Q2
i,j satisfies that, mSat

1 > mSat
2 for any given file

popularity U1 > U2 when atoS
1 = atoS

2 = 0.
Proof: Similar to the proof of Proposition 3. �
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Algorithm 2 Global Block Placement Algorithm

Input: Cache Size M and MSat, number of original
blocks c and ηt at t-th iteration;

Output: The optimal block placement vector m∗;
1 Initialize:

Set I = �, mi,j = 0 and mSat
i = 0, ∀i ∈ F , j ∈ J ;

Sort the file popularity of each cell;
2 for j ∈ J do
3 while

�
i∈F mi,j ≤ M and |I| < |F| do

4 for i ∈ F do
5 Compute

δi = Q1
i,j(mi,j + 1, ηt) − Q1

i,j(mi,j , ηt);
6 end
7 while true do
8 Let i� = argmaxi∈{F−I}δi;
9 if mi�,j < c then

10 Set mi�,j = mi�,j + 1;
11 break;
12 end
13 else
14 Set I = I �{i�};
15 end
16 end
17 end
18 end
19 Sort the file set F � according to the value of Ui;
20 for i ∈ F � do
21 while

�
i∈F mSat

i ≤ MSat do
22 Compute the derivative of Q2

i (m
Sat
i , ηt) at

mSat
i = 0;

23 if f �(mSat
i ) ≤ 0 then

24 Continue loop in line 20;
25 end
26 if mSat

i + 1 > c −Ki,um∗
i then

27 Compute the differences Δ1 =�
j∈J ∗ [Q1

i,j(m
∗
i , ηt) − Q1

i,j(m
∗
i −Ki,u, ηt)],

and Δ2 = Q2
i (m

Sat
i + 1, ηt) − Q2

i (m
Sat
i , ηt);

28 Find the optimal placement Δmi�,j for APs to
replace Ki,u cached blocks of i-th file in j ∈ J ∗
cell with Ki,u blocks of i�-th file in j ∈ J ∗ cell;

29 Compute the increasing gain
Δ1 = Δ1 +

�
j∈J ∗ [Q1

i�,j(mi�,j + Δmi�,j , ηt) −
Q1

i�,j(mi�,j , ηt)];
30 if Δ2 > Δ1 then
31 if mSat

i + 1 satisfies constraint (C4)
and (C5) then

32 Set mSat
i = mSat

i + 1;
33 Set mi�,j = mi�,j + Δmi�,j and

mi,j = mi,j −Ki,u for j ∈ J ∗;
34 end
35 end
36 end
37 else
38 if mSat

i + 1 satisfies constraint (C4) and (C5)
then

39 Set mSat
i = mSat

i + 1;
40 end
41 end
42 end
43 end

Considering the property of Q2
i (m

Sat
i , ηt) and the coupling

of terrestrial and satellite block placement, Algorithm 2 coop-
eratively considers terrestrial and satellite block placement to
obtain the optimal solution after obtaining terrestrial block
placement in line 2-18. Let J ∗ represent terrestrial cells which
cache m∗

i blocks of i-th file. According to the average request
number of i-th file, i.e., Ui, Algorithm 2 adds blocks one
by one and computes the corresponding caching gain based
on the ordered sequence of F � in line 19. In line 22-25,
the algorithm first computes the derivative of Q2

i (m
Sat
i , ηt).

If the derivative is not positive, it means that there is no gain
to cache i-th file on the satellite. Thus, the algorithm would
terminate the rest of the procedure and continue another loop
in line 20-43. In line 26, c − Ki,um∗

i represents the number
of unique blocks that can be directly cached on the satellite.
If mSat

i +1 ≤ c−Ki,um∗
i , i-th file could be directly cached on

the satellite once, and constraints (C4) and (C5) are satisfied.
Otherwise, the algorithm compares the gain of caching i-th file
on the satellite and the gain of caching i-th file in terrestrial
APs. According to the comparison result of the gain of caching
i-th file in terrestrial APs and on the satellite (i.e., Δ1 and Δ2),
when Δ2 > Δ1 and constraints (C4) and (C5) are satisfied,
i-th file will be cached on the satellite ( i.e., mSat

i = mSat
i +1)

as shown in line 30-34. Accordingly, when Δ2 ≤ Δ1 or
constraints (C4) and (C5) are not satisfied, i-th file would not
be cached on the satellite and the algorithm continues another
loop in line 20-43. In this way, the algorithm can find the
optimal block placement vector m∗ in a greedy manner.

3) Computational Complexity: The complexity of the opti-
mal exhaustive search for m∗ is O(2(M·|J |+MSat)·N ) and
the complexity of our block placement algorithm is O((M +
MSat) · (NlogN) · |J |).

C. Power Allocation Algorithm

Since satellite channel model is considered as AWGN
channel with large-scale fading, the transmission power of the
satellite can be computed by Eq. (2). In this case, we only
consider the power allocation of APs. Here, we have the
following theorem about power allocation sub-problem.

Theorem 2: Objective function (22) is a concave func-
tion when power allocation variable satisfying Pj,u ≥
τN0ωu/2, ∀j, u; Objective function (22) is a convex func-
tion when power allocation variable satisfying Pj,u ≤
τN0d0/2, ∀j, u, where ωu = du,0(τ + 1) + du,1.

Proof: Let f(Pj,u) represents the objective in Eq. (22),
then by computing the second order derivative of f(Pj,u),
we have

d2f(Pj,u)
dP 2

j,u

= a1exp(−λ1/Pj,u)(τN0d0 − 2Pj,u)

+a2exp(−λ2/Pj,u)(τN0ωu − 2Pj,u),

where a1 = τN0d0(2σ2)2mi,jϕu

(2σ2Pj,u)4 , a2 = τN0ωj,umi,jϕu

(2σ2Pj,u)4 or
τN0ωj,u(N−mi,j)ϕu

(2σ2Pj,u)4 , λ1 = τN0du,0/2σ2, λ2 = τN0ωu/2σ2 >

λ1 and ωu = du,0(τ + 1) + du,1. Since τN0ωu >
τN0du,0, ∀u ∈ U is satisfied, when Pj,u ≥ τN0ωu/2, we have
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d2f(Pj,u)

dP 2
j,u

≥ 0; When Pj,u ≤ τN0d0/2, we have d2f(Pj,u)

dP 2
j,u

≤ 0.
Thus, Theorem 2 is proven. �

As described in Theorem 2, power allocation sub-problem
satisfies concavity or convexity when Pj,u ∈ P =
[Pmax, τN0ωu/2]∪[τN0du,0/2, 0]. In order to efficiently solve
power allocation sub-problem, we assume that the optimal
power allocation could be found in partial solution space
P with a great probability. If we assume the gap between
τN0ωu/2 and τN0du,0/2 as β, β = τN0ωu/2−τN0du,0/2 =
τN0(τdu,0 + du,1)/2. Typically, N0 ≈ 3.981 ∗ 10−14 (power
spectral density of noise = −174dBm/Hz ≈ 3.981 ∗
10−21W/Hz, and subcarrier bandwidth = 10MHz) and τ =
0.414 (file size = 50kb, time slot = 10ms and subcarrier
bandwidth = 10MHz). Considering du,0, du,1 ≤ 1 in small
cell (1km ∗ 1km cell size is considered in our evaluation),
the gap β will be smaller than 1 ∗ 10−13. In this case,
our assumption is reasonable. Hence, the objective function
becomes a combination of a concave and convex function.
By setting variable value range, interior-point method can be
applied to the problem and obtain the optimal power allocation
efficiently.

According to our numerical results, when request consis-
tency degree becomes low, the performance of the proposed
algorithm in terms of traffic offloading will decrease and
become worse than the baseline.2 We further consider that the
performance of traffic offloading is also important for practical
application. In this case, we set the minimum threshold of
transmission power to improve the performance of energy
efficiency without any sacrifice of traffic offloading compared
with the baseline. By doing this, regardless of the degree
of request consistency, our numerical results show that the
proposed algorithm with threshold can outperform the baseline
both in terms of energy efficiency and traffic offloading.

D. Cache Sharing Algorithm

In order to determine cache sharing decision, the related
objective function can be written as

Q3
i (ai, ηt) = atoS

i [m∗
i Ui − ηt(P Sat

i + P toS
i (m∗

i ))]

+
�

j∈J

�
u∈Uj

(1 − atoS
i )[pi,jqi,j,u −Ki,uPj,upi,j ]. (26)

Considering the constraint in (C7), the cache sharing
sub-problem can be treated as 0-1 knapsack problem with
power constraint. Although there are some general algorithms
to obtain the optimal solution [52], these algorithms can
only provide non-polynomial complexity such as O(2N ·
|J |) for branch and search algorithm. In order to accelerate
Algorithm 1 in each iteration, we propose Algorithm 3 to
efficiently obtain a sub-optimal solution through a greedy
approach. The algorithm first finds maximum cached number
of blocks for each file, i.e., m∗

i = maxj∈J {mi,j} in line 2.
To obtain the gain by enabling cache sharing for i-th file in
line 3-8, the original gain by caching i-th file in terrestrial
APs can be deducted. After that, according to the sorting

2For the purpose of conducting performance comparison, the performance
of traditional terrestrial schemes (i.e., Pure Terrestrial in the evaluation) is
considered as the baseline.

Algorithm 3 Cache Sharing Algorithm
Input: ηt at t-th iteration and block placement vector

m∗;
Output: Cache sharing vector a∗;

1 for i ∈ F do
2 m∗

i = maxj∈J {mi,j};
3 if m∗

i == 0 then
4 Ei = 0;
5 else
6 Compute the gain

Ei = Q3
i (a

toS
i + 1, ηt) −

�
j∈J Q1

i,j(mi,j , ηt);
7 end
8 end
9 end

10 Sort the file set F � according to the value of Ei;
11 for i ∈ F � do
12 if Ei > 0 and atoS

i + 1 satisfies power constraint (C5)
then

13 atoS
i = atoS

i + 1;
14 end
15 end

result in line 10, the algorithm further tries to find the best
choice for cache sharing with maximum gain. If the benefit of
enabling cache sharing of i-th file is positive (i.e., Ei > 0) and
atoS

i +1 also satisfies constraint (C5), i-th file will be selected
for cache sharing. Otherwise, the algorithm continues the loop
in line 11-15 to find other files for possible cache sharing. The
complexity of cache sharing algorithm is O((N ·(logN+|J |)).
Meanwhile, we also provide performance comparison between
the proposed scheme and the scheme without cache sharing in
the evaluation. Results show that our proposed Algorithm 3
can also achieve significant improvement compared with the
scheme without cache sharing.

VI. NUMERICAL EVALUATION

In this section, we evaluate the performance of the pro-
posed algorithm compared with traditional terrestrial scheme.
We consider a LEO satellite covering an urban area with a
number of cells, the square area of each cell is 1km × 1km.
The distribution of users and APs in each cell follows two
independent homogeneous Poisson point processes. Table I
summarizes the key evaluation parameters, and the comparison
schemes are given as follows.

• Random Caching: Instead of performing Algorithm 2,
APs and the satellite randomly choose files to cache.

• Pure Terrestrial: Using our proposed algorithm in the
environment with only APs.

• Non-Cooperative Scheme: Only local popularity is con-
sidered in each cell and the satellite without considering
constraint (C5), and cache sharing between APs and the
satellite is also disabled.

Note that we first conduct the experiments that the users’
requests in each cell j satisfy pi,j = pi for the results
in Fig. 5 and Fig. 6. After that, we investigate the system
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TABLE I

THE SIMULATION PARAMETERS

Fig. 4. Energy efficiency comparison between the proposed cooperative
scheme and the pure terrestrial scheme (request consistency degree=0%).

performance versus request inconsistency in Fig. 7, Fig. 8 and
Fig. 9. The cache size in the evaluation represents storage
capacity of the percentage of content library. Without special
notification in the figures, our parameters are set as: shape
parameter in Zipf distribution θ=1, cache size=2%, number
of cells=50, and user density=40 users/cell. Different from
terrestrial communication, the power spectral density of noise
for satellite communication is set as −171dBm/Hz [53], [54].

A. Energy Efficiency vs Satellite Coverage

We make a preliminary comparison between our cooperative
scheme and the pure terrestrial scheme. As shown in Fig. 4,
the proposed scheme can achieve 3.3-7.7 times improvement
with different user density in 80 km2 coverage, and acquire
approximately linear increase of energy efficiency along with
the increase of satellite’s coverage compared with the pure
terrestrial scheme. However, the proposed scheme is worse
than terrestrial scheme when users in the satellite coverage
are less than 200. The reason is that the transmission power
of satellite is greater than AP, then the energy efficiency of the
satellite transmission is greater than the pure terrestrial scheme
only if there are certain number of users served by satellite’s
broadcast.

B. Energy Efficiency & Traffic Offloading vs User Density

We make a performance comparison among different
schemes in terms of energy efficiency as well as traffic

Fig. 5. Performance comparison vs user density (cache size=2%, number
of cells=50, request consistency degree=100%).

offloading as shown in Fig. 5(a) and Fig. 5(b). Compared
to the pure terrestrial scheme, our cooperative scheme can
achieve 15.9 times improvement of energy efficiency and
14.6% improvement of traffic offloading with 80 users in
each cell. For non-cooperative scheme, the performance is
much worse than our cooperative scheme, which proves the
effectiveness of our global block placement algorithm.

In Fig. 5(b), we also find out that the performance of
non-cooperative scheme in terms of traffic offloading is worse
than the pure terrestrial scheme, which can be explained as
follows. Due to the low energy efficiency of AP’s unicast
transmission, our proposed algorithm tends to satisfy users’s
requests through the satellite and avoid terrestrial transmission.
Meanwhile, non-cooperative scheme disables cache sharing,
which makes the satellite only broadcast the blocks cached
by its own to users. Thus, extra satellite can barely bring
any gains in terms of overall traffic offloading to terrestrial
users.

Since the performance of traffic offloading is also important
in practical application, we also set a minimum transmission
power threshold of AP in our power allocation algorithm to
achieve further traffic offloading improvement and make a
comparison. In Fig. 5(a) and Fig. 5(b), we set it as 15dBm
and 17dBm, respectively. Compared with the pure terrestrial
scheme, results show that they can respectively achieve 20.5%
and 21.4% improvements of traffic offloading and 2.8 and
5.1 times increasing of energy efficiency with 80 users in each
cell.

C. Energy Efficiency & Traffic Offloading vs Cache Size

To investigate the influence of cache size at APs and
the satellite, we make a performance comparison as shown
in Fig. 6, and “Proposed Algorithm (M = 1%)” represents
the cache size of APs in our proposed algorithm is fixed
and only the cache size of satellite is changing. As shown
in Fig. 6(a), energy efficiency of the pure terrestrial scheme
slowly increases with the increase of AP’s cache size, How-
ever, energy efficiency of our cooperative scheme will decline
with the increase of the satellite’s cache size. The reason is
that the request possibility of files is exponentially decreasing
according to Zipf distribution, and considering satellite serves
terrestrial users through broadcast transmission, satellite’s unit
cache gain is also decreasing with the increasing size of cache
size. In this case, from the perspective of traffic offloading and
energy efficiency, simply increasing satellite’s cache size is not
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Fig. 6. Performance comparison vs cache size (number of cells=50, user
density=40 users/cell, request consistency degree=100%).

an efficient way to improve the system performance according
to the results in Fig. 6(a) and Fig. 6(b).

D. Energy Efficiency & Traffic Offloading vs Request
Consistency Degree

During our evaluation process, we also found out an inter-
esting phenomenon that the performance of our cooperative
transmission scheme can be significantly influenced by request
consistency degree. Here, we give an explanation. For all
users in satellite coverage, if users’ request preference in each
cell is the same, then we consider these users’ requests have
highest request consistency degree; otherwise, these users’
requests have lowest request consistency degree. The degree
of request consistency in Fig. 7 represents the percentage
of cells follows the same request preference. To be specific,
we have pi,j = pi,j� , ∀j, j� ∈ J when request consistency
degree = 100% and pi,j �= pi,j� , ∀j, j� ∈ J when request
consistency degree = 0%.

According to our explanation, it is clear that higher request
consistency degree can make popular files in all cells concen-
trate on less files and satellite’s broadcast transmission can be
benefited. Results in Fig. 7 also verify this fact. In Fig. 7,
all schemes consisting of the satellite will be influenced by
the request consistency degree in various degrees. For our
proposed cooperative scheme, which takes full advantage of
satellite’s broadcast transmission, it is significantly influenced
by request consistency degree and has 22.2% and 19.1%
performance difference in terms of energy efficiency and traffic
offloading between the highest and lowest request consistency
degree, respectively. When request consistency degree is lower
than 70%, it can observed that the performance of our pro-
posed algorithm in terms of traffic offloading becomes worse
than the pure terrestrial scheme in Fig. 7(b). In this case,
by setting minimum transmission power threshold of APs,
regardless of the degree of request consistency, our proposed
algorithm with threshold can guarantee the improvement on
both energy efficiency and traffic offloading compared with
the pure terrestrial scheme.

In order to show performance comparisons in request
inconsistency, we also make performance comparison among
different schemes in the lowest request consistency degree
environment as shown in Fig. 8 and Fig. 9. In this case, with-
out minimum transmission power threshold of AP, although
our proposed algorithm can provide maximum 10.9 times
improvement of energy efficiency compared with the pure

Fig. 7. Performance comparison vs request consistency degree (cache
size=2%, number of cells=50 and user density=40 users/cell).

Fig. 8. Performance comparison vs user density (cache size=2%, number
of cells=50, request consistency degree=0%).

Fig. 9. Performance comparison vs cache size (number of cells=50, user
density=40 users/cell, request consistency degree=0%).

terrestrial scheme, it also has maximum 13.3% decreasing
of traffic offloading. Thus, in a low request consistency
degree environment, if we want to make a tradeoff between
energy efficiency and traffic offloading, we have to enforce
the proposed algorithm to use low energy-efficient terrestrial
transmissions. By setting minimum transmission power thresh-
old as 15dBm, our proposed algorithm can provide 3.6 times
improvement in energy efficiency and also 4.4% increase of
traffic offloading with 80 users in each cell compared with the
pure terrestrial scheme in Fig. 8.

Different from the highest request consistency degree envi-
ronment in Fig. 6, in the lowest request consistency degree
environment as shown in 9(a) and 9(b), our proposed algo-
rithm has 27.4%-16.3% decreasing of traffic offloading com-
pared with the pure terrestrial scheme. It can also provide
9.9-2.1 times improvement of energy efficiency, and the
improvement is decreasing with the increasing of cache size.
By setting minimum transmission power threshold of AP as
15dBm, our proposed algorithm can provide less improvement
of energy efficiency but more increasing of traffic offloading.
The specific number becomes 3.8%-1.7% increasing of traffic
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Fig. 10. Traffic served by MBS, APs, and the satellite (number of cells=50,
user density=40 users/cell, request consistency degree=0%).

offloading and 3.2-1.4 times improvement of energy efficiency
with different cache size. Furthermore, comparing the perfor-
mance of 15dBm with 17dBm, it can be also seen that the
higher transmission power threshold of terrestrial AP will lead
to less energy efficiency and more traffic offloading for the
proposed cooperative transmission scheme.

The reason of such phenomenon in the lowest request
consistency degree environment can be explained as follows.
Since the difference of the most popular files in each terres-
trial cell become larger in lower request consistency degree
environment, the total offloading traffic through broadcast
transmission is declining and the advantage of satellite’s
broadcast transmission also becomes weaker. In this situa-
tion, NOMA-based transmission of terrestrial APs becomes
a more effective approach to offload traffic in each cell.
Although it will degrade the performance of energy efficiency,
it can satisfy more users’ requests in each terrestrial cell
and significantly improve performance of traffic offloading.
Meanwhile, thanks to the assistance of satellite’s broadcast,
the performance of our cooperative transmission scheme in
terms of energy efficiency is always better than pure terrestrial
scheme with or without minimum terrestrial transmission
power threshold.

E. Performance of Traffic Offloading in MBS

Since the objective of the proposed scheme is to offload
traffic from MBS, we also evaluate the traffic served by
MBS in different scenarios. Note that “MBS Traffic 1” and
“MBS Traffic 2” represent the traffic served by MBS for pure
terrestrial scheme and the proposed scheme respectively. The
performance comparison is depicted in Fig. 10. In Fig. 10(a),
with the increasing of user density in each cell, the percentage
of offloading traffic from MBS remains stable, changes from

32.6% to 32.5% for pure terrestrial scheme and 34% to 34.9%
for the proposed scheme. In Fig. 10(b), both pure terrestrial
scheme and the proposed scheme will offload more traffic from
MBS with stronger cache ability, the offloaded traffic changes
from 20.7% to 50.1% and 22.4% to 53.6%, respectively.
In Fig. 10(c), the performance of pure terrestrial scheme is not
influenced by request consistency degree in which offloaded
traffic remains 32.6%. For the proposed scheme, the offloaded
traffic changes from 34% to 39.5%.

In conclusion, the numerical results show that our proposed
algorithm can efficiently solve the problem in Eq. (16) to
maximize the energy efficiency in integrated satellite/terrestrail
RAN, and the proposed algorithm can also provide significant
improvement in both traffic offloading and energy efficiency
compared with pure terrestrial scheme. However, in order to
ensure better performance in terms of traffic offloading in
the environment with low request consistency degree, setting
minimum transmission power threshold of terrestrial APs in
the algorithm is also required.

VII. CONCLUSION

In this paper, we introduced a LEO satellite network to
cooperatively serve users with terrestrial APs in cache-enabled
RAN. We first formulated a nonlinear fractional programming
problem to maximize the energy efficiency in the integrated
satellite/terrestrial RAN. We further adopted a parametric
method to obtain an equivalent problem and divided it into
three sub-problems, and we also designed efficient algorithms
to obtain the optimal solution for each sub-problem. The
numerical results show that our scheme can provide significant
improvement of energy efficiency with similar traffic offload-
ing performance compared with traditional terrestrial scheme
in a cooperative manner. For the next generation cellular
system, an integrated satellite/terrestrial RAN can also be an
effective solution to alleviate the competition of terrestrial
MBS and APs and provide high energy efficiency service for
terrestrial users.
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