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Abstract—Energy harvesting (EH) endows device-to-device (D2D) communication and cellular equipment with the ability of continuous communication to provide internet-of-things (IoT) services in natural areas. While the available energy, which relies on EH, becomes an extra nonnegligible factor in resource allocation. Besides, we integrate uplink non-orthogonal multiple access (NOMA) with D2D communication to provide multiple access for D2D transmitters for more efficient IoT service and more efficient utilization of limited spectrum. In this scenario, ingenious resource allocation approach is a key factor for utilizing the advantages in energy and spectral efficiency. Aiming to investigate the inherent resource allocation issue, we set our goal as maximizing the energy efficiency for both NOMA-based D2D groups and cellular users (CUs), where the power and spectrum allocation are both considered. Then we propose a two-stage game approach, which is theoretically proved to be capable of obtaining the equilibrium and a stable result, to solve the unilateral energy efficiency maximization problems. Besides, an energy-aware screening method is proposed to reduce the computations based on the available energy of user equipment. Finally, the effectiveness of our proposed method is verified through elaborated simulation results.
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I. INTRODUCTION

With the trend of connecting an ever-increasing number of devices in the future internet of things (IoT) scenarios, there will exist a large number of devices that are widely deployed in natural environments, who have demand for data uploading, information sharing, etc [1]. In this scenario, energy harvesting (EH) endows cellular communication and device-to-device (D2D) communication with the ability to continuously operate for data uploading, information sharing in areas where the power line is infeasible [2]–[4], thus this reveals a prominent application prospect in practice. Through harvesting energy from the ambient environment, like solar and wind energy [5], [6], cellular communication, information sharing through device-to-device (D2D) communication [2]–[4] can play a crucial part in IoT or other similar purposes in natural environments. In particular, with D2D communication, information can be shared between user equipment (UE) without traversing the base station (BS), where D2D links can reuse the spectrum of cellular users (CU) to improve the spectrum efficiency [7], [8]. For the prominent advantages in easy deployment and spectral and energy efficiency, EH-powered D2D communication has been invoked into various communication scenarios for IoT services, machine-type communications, etc [4], [9]–[13]. While the available energy, which relies on EH, becomes an extra nonnegligible factor in resource allocation. Except for the transmit power in resource allocation, the spectrum assignment can also be different under various energy levels. Besides, most existing researches that involve D2D communications only consider the D2D communication model with one D2D transmitter (DT) transmitting to the D2D receiver (DR) [4], [13], which is limited in practical implementation for IoT services. In real scenarios, IoT services or other applications like machine-type communications may have substantial demand for multiple access for information collection purposes. Therefore, the limitation of existing literatures in providing more effective multiple connectivity drives us to come up with an effective approach to tackle the multiple access issue for providing IoT services.

Attracted by the great potential of non-orthogonal multiple access (NOMA) technology in improving spectral efficiency as well as providing massive connectivity [14], we come up with the idea of integrating uplink NOMA into D2D communication for providing IoT services. By employing the successive interference cancellation (SIC) technique in the receiver, the NOMA receiver can decode the superimposed signal of multiple users in the same time and frequency following a certain decoding order. For these prominent advantages in spectral efficiency and multiple connectivity, some works begin to implement trials on integrating NOMA with D2D communications [15]–[18]. In existing literatures on
NOMA-based D2D communications, one DT and multiple DRs jointly form a NOMA group, which is generally called a D2D group. Nevertheless, all those existing researches only consider downlink NOMA in D2D communication, which cannot meet the many-to-one transmission in IoT scenarios. In IoT scenarios, there may exist multiple DTs transmitting to one DR for the purpose of data collection or other IoT services. The cruel reality is that there still lacks work on uplink NOMA-based D2D communications till now. Different from downlink NOMA, where a transmitter transmits to multiple receivers, uplink NOMA enables multiple transmitters to transmit to one receiver at the same time and frequency by employing EIC on the receiver side. In this paper, the power-domain NOMA is adopted [19]. Thus how to efficiently accomplish power allocation for multiple uplink NOMA-based D2D users and coordinate the interference in spectrum reusing becomes a new crucial issue.

In this paper, we propose to investigate the resource allocation issue of EH-powered cellular users (CUs) and D2D groups in the cellular network. In a D2D group, since transmitted signals are superimposed on the same spectrum, there may exist serious internal interference between transmitted signals. Thus how to carefully control the power of DTs in a D2D group, especially in the EH scenario where energy levels can be time-variant, is a fatal issue that determines the gain of NOMA compared with OMA schemes. Besides, how to deal with the interference between D2D and cellular communications is also a crucial issue, and taking the available energy of UEs into consideration to realize more effective resource allocations should also be discussed.

To resolve the above issues, we propose to optimize the unilateral energy efficiency of both D2D groups and CUs through resource allocation. With this goal, we put forward a two-stage game approach to tackle the energy efficiency maximization problem in a distributed manner. In the first stage, we introduce an approximation method to model the power allocation between each potential pair of D2D group and CU as a noncooperative game. In this game, the D2D group and CU are both seen as players, where the D2D group that contains multiple D2D links is approximated as an entity. Through this method, we skillfully avoid the complicated combinatorial game and greatly reduce the computational complexity. After obtaining equilibrium in the first stage, we use a matching game to obtain a global stable matching result. To sum up, our contributions can be concluded as follows:

1) We propose to integrate uplink NOMA with D2D communication to provide access for multiple DTs for IoT service. To investigate this issue, we set a target of accomplishing the joint resource allocation of uplink NOMA-based D2D groups and CUs. To our knowledge, the uplink NOMA-based D2D communication issue has been rarely investigated before.

2) Different from most existing works that solve optimization problems in a centralized manner, the optimization of UEs’ energy efficiency occurs in a distributed way in our method. To achieve this goal, we put forward a two-stage game approach to deal with the joint power and spectrum allocation problem, where the computation separately occurs in D2D groups and CUs, where the available energy of UEs is considered during the game.

3) We introduce an approximation method to formulate the first-stage game as a noncooperative game, instead of using a complicated coalitional game with high computational overhead, during the power allocation. With this approach, the computational complexity and signaling overhead can be greatly reduced.

4) Moreover, we present an intuitional analysis of the influence of the energy levels under EH on resource allocation, and then propose an energy-aware screening approach on the establishment of preference lists to further reduce computational complexity. Finally, elaborated simulation results are presented to verify the effectiveness of our proposed method.

The remainder of this paper is organized as follows. In Section II, we present a brief review of related works. In Section III, the system model is depicted, as well as the problem formulation. Section IV focuses on the proposed two-stage game-theoretical approach, and Section V provides elaborated analysis on the influence of EH on resource allocation and puts forward additional improvements on the proposed method. In Section VI, detailed simulation results are presented. Finally, we conclude our paper in Section VII.

II. RELATED WORK

With the popular trend of green communications and IoT, D2D communication and its application in EH scenario has received much attention [3], [4], [9], [10], [20]. Due to the time-variant characteristic of EH, considering the resource allocation of EH-powered communication is a realistic and crucial issue. Zhou et al. [3] proposed to utilize wireless EH-aided D2D communication for traffic offloading to alleviate the heavy burden on the fronthaul. Kuang et al. [9] investigated the energy-efficient resource allocation in EH-based D2D heterogeneous networks using a convex optimization-based method. In [4], the authors took the randomness of EH capacity of DTs into consideration during resource allocation, and then proposed an iterative as well as a low-complexity algorithm to resolve this issue. Besides, Saleem et al. [10] also investigated the resource allocation issue in EH-powered D2D communications, the system sum rate is maximized through a low-complexity gain-based algorithm. Salim et al. [20] focused on the rate and energy tradeoff of EH-based D2D communication for IoT services. However, most of the above literatures concentrate on maximizing communication rates. Another fatal issue is how to energy efficiently transmit in the EH scenario, where the energy levels of UEs can be variant. This issue remains to be further investigated based on the additional energy state information. Moreover, existing works only considered the D2D communication between one DT and one DR, while it does not work well when facing the requirement of information collection or other similar IoT services between multiple DTs and one DR.

In addition, with the emerging of NOMA technology, researchers start trials on integrating NOMA with
D2D communications for multiple access and higher spectral efficiency [15]–[17], [21]. Budhiraja et al. [16] aimed to deal with the delay and interference issue in NOMA-based D2D cooperative communication, and they proposed a two-phased tactile internet-driven scheme to resolve the problem. In [15], the authors formulated a sum-rate maximization problem to accomplish the subchannel and power allocation in NOMA-enhanced D2D communication. Besides, Baidas et al. [21] considered the NOMA-enhanced D2D association and channel assignment issue in multi-cell uplink NOMA networks. Asides from using NOMA in D2D communication for transmission, the authors in [17] creatively proposed to exploit NOMA technique to cancel the received interference signal in D2D communications. Although NOMA-based D2D communication is expected to bring improvements on system spectral efficiency performance, the price is the careful design of power allocation schemes. However, rare literatures considered the energy efficiency during power allocation in NOMA-based D2D communication scenarios. Besides, downlink NOMA is mostly adopted in the above literatures, but integrating uplink NOMA with D2D communication to provide access for multiple DTs is still an unexploited issue.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe the system model, where EH-powered NOMA-based D2D groups and CUs coexist in a cellular area. Then, the EH model is used to express the available energy of UEs, and the mathematical expressions of the communication rates are introduced.

A. System Model

We consider a cellular area with EH-powered DTs, DRs and EH-powered CUs in Fig. 1. Due to the low-power property of the decoding process, the power consumption of a DR is generally omitted. The EH-powered CUs are distributed in the cellular area, and the set of CUs is denoted as $C = \{ k | k = 1, \ldots, K \}$, where $K$ is the number of CUs. Each CU is allocated with an orthogonal spectrum in advance for uplink transmission. Under this premise, the D2D links transmit through reusing the uplink spectrum of CUs. In a NOMA-based D2D group, which consists of a number of DTs that are connected to one DR, the EH-powered DTs transmit to the DR simultaneously over the reused uplink spectrum of a certain CU. Herein, we assume that there is only one DT cluster [22] in a NOMA-based D2D group for brevity in mathematical analysis.1 By taking advantage of the equipped SIC techniques in receiving modules, DRs can decode the superimposed signals of multiple DTs in the same time and frequency resource. The set of DRs is denoted as $R = \{ i | i = 1, \ldots, M \}$, where $M$ is the number of DRs. Besides,

1For brevity, we assume that a D2D group only contains one NOMA-based DT cluster in the following analysis, where the DTs in a DT cluster perform NOMA through reusing the spectrum of a certain CU. This can be easily extended to the scenario where a D2D group contains multiple DT clusters, and those DT clusters transmit to the same DR by reusing the spectrum of different CUs [22]. Then, a D2D group that contains multiple DT clusters is mathematically equivalent to multiple D2D groups that each contains one DT cluster [23].

we denote the set of DTs as $T = \{ j | j \in G_i, \forall i \in R \}$, where $G_i$ stands for the set of DTs that are connected to DR $i$. When the DTs are associated with a DR $i$, we call this uplink NOMA-based D2D group as D2D group $i$. For brevity, we use “D2D group” to stand for “uplink NOMA-based D2D group” in the following.

To describe the energy level of DTs, the energy model of DT $j$ in $t$-th time slot is expressed in the following. Without loss of generality, the length of a time slot $\Delta t$ is normalized as 1. Since the resource allocation is conducted at the beginning of each time slot [15], [23], thus we have the transmit power satisfying the following energy constraint:

$$ p_{j}^{D,t} / \eta \leq \phi_{j}^{D,t}, (\phi_{j}^{D,t} = [B_j^{D,t} - p_{j}^{c,i}]^+) \right. \right.$$

where $[x]^+ = \max\{x, 0\}$, $B_j^{D,t} = B_{j}^{D,t-1} + E_{j}^{D,t-1} - p_{j}^{D,t-1}$ is the transmit power of DT $j$ in $t$-th time slot, $\eta$ is the power amplifier efficiency, and $p_{j}^{c,i}$ values zero when $\phi_{j}^{D,t} \leq 0$ because the transmission of DT $j$ is infeasible.2 For the DTs, we use $B_j^{D,t}$ to denote the battery level of DT $j$ in time slot $t$, and $E_j^{D,t}$ is the harvested energy in the $t$-th time slot. Note that, the harvested energy can be fully used at the time of power allocation. The battery capacity is large enough for every quanta of incoming energy can be stored in the battery, and this assumption is practically valid for the current circumstance of the technology where batteries have much larger capacities compared to the efficiency of harvested energy flow [4], [6]. Note that since we normalize the expression of time length, the above energy constraint is actually established in the aspect of power. As for $E_j^{D,t-1}$, it is modeled as $E_j^{D,t-1} = \sum_{n=1}^{N(t-1)} U_{j,n}^{t}$ [24], where $U_{j,n}^{t}$ is the size of the $n$-th energy packet in $N(t-1)$, and the number of energy arrivals $N(t)$ is assumed to be independent identically distributed, obeying a homogeneous Poisson process with parameter $\lambda_j^{D}$. Since we focus on the resource allocation

2For conciseness, the following analysis assumes that all DTs are feasible in transmission, this assumption is obtained by excluding the infeasible DT from the D2D group.
in each time slot, we omit superscript $t$ for brevity in the following, for example, $p^D_j$ and $B^D_j$ denote DT $j$’s transmit power and battery level.

Similarly, the available energy for transmit power of CU $k$ can be depicted as:

$$p^C_{k,t}/\eta \leq \phi^C_{k,t}, \quad (\phi^C_{k,t} = [B^C_{k,t} - p^C_{\text{cir}}]_+),$$

where $B^C_{k,t} = B^C_{k,t-1} + E^C_{k,t-1} - p^C_{k,t-1}/\eta - p^C_{\text{cir}}$. For brevity, $p^C_k$, $B^C_k$ are expressed as $p^C_k$, $B^C_k$ for brevity in the following. Note that, the power allocation algorithm is conducted at the beginning of each time slot in D2D communications [15], [23], the power allocation result is obtained under the current energy level of the battery, which is jointly determined by the battery level at the beginning of the last time slot, consumed power and harvested energy in the last time slot.

In this paper, the underlay D2D mode is adopted, i.e., D2D communications reuse the uplink spectrum of CUs. To the interest of D2D groups, reusing the uplink spectrum of which CU to be less interfered remains to be an unresolved issue. In addition, the CUs, whose uplink spectrum is reused, also want to choose the D2D groups that bring about less interference to themselves. To formulate the expressions of the spectrum choices of D2D groups, we introduce another binary integer value $y_{i,k} = \{0, 1\}$. When $y_{i,k} = 1$, it means that D2D group $i$ reuses the uplink spectrum of CU $k$, and the value 0 means not choosing. To avoid serious interference between the D2D groups, one CU’s uplink spectrum is only allowed to be reused by one D2D group. Besides, we also assume that one D2D group is only allowed to reuse one CU’s spectrum [10]. Thus, the mathematical constraints of spectrum reusing relations can be depicted as:

$$\sum_{k \in \mathcal{C}} y_{i,k} \leq 1, \quad (3)$$

$$\sum_{i \in \mathcal{I}} y_{i,k} \leq 1. \quad (4)$$

Based on the above descriptions of spectrum reusing relations, we can proceed to formulate the communication rates of links. The Shannon formula is adopted to describe the achievable rates of communication links, thus the achievable rate of CU $k$ can be expressed as

$$r^C_k = \log_2(1 + \frac{p^C_k g_{k}}{I^C_k + n}), \quad (5)$$

where $I^C_k = \sum_{j \in \mathcal{G}_i} p^D_j g_{j,B} h_{j,k}$ is the received superimposed interference on CU $k$’s signal in the BS and $n$ is the Gaussian additional noise. Besides, $g_{j,B} = L_{j,B}^{-\alpha}|h_{j,B}|^2$ denotes the interference channel gain from DT $j$ to the BS, where $L_{j,B}$ is the distance from DT $j$ to the BS, $\alpha$ is the path-loss exponent and $h_{j,B} \sim \mathcal{CN}(0,1)$ is the small-scale fading. Similarly, the cellular channel gain of CU $k$ can be expressed as $g_k = L_{k}^{-\alpha}|h_k|^2$.

Besides, for a DT $j$ in a D2D group, its achievable D2D communication rate can be formulated as follows:

$$r^D_j = \log_2(1 + \frac{p^D_j g_{j,x(j)}}{I^D_j + I^C_{x(j)} + n}), \quad (6)$$

where $I(j)$ is a function that returns the associated DR of DT $j$, $g_{j,x(j)} = L_{j,x(j)}^{-\alpha}|h_{j,x(j)}|^2$. In uplink NOMA-based D2D groups, decoding the signal of a DT will receive interference from the DTs whose signals are to be decoded latter. Thus, $I^D_j = \sum_{j' \in \mathcal{G}_i} p^D_j g_{j',x(j)}$ is adopted to represent the received intra-D2D group interference when decoding DT $j$’s signal at its associated DR $i$, wherein $S(j)$ returns the decoding sequence number. Besides, $I^C_{x(j)} = \sum_{k \in \mathcal{C}} y_{i,k} p^C_k g_{k,x(j)}$ stands for the received interference from CUs. Similarly, $g_{k,x(j)} = L_{k,x(j)}^{-\alpha}|h_{k,x(j)}|^2$ is the interference channel gain from CU $k$ to DR $T(j)$, where $h_{k,x(j)} \sim \mathcal{CN}(0,1)$.

### B. Problem Formulation

From each D2D group’s and CU’s perspective, due to their selfish nature, each of them wants to energy efficiently transmit information. Thus, we propose to separately maximize the energy efficiency for each D2D group and CU to obtain an energy-efficient resource allocation result.

With the above goal, the mathematical problems are formulated in the following contents. For CU $k \in \mathcal{C}$ that transmits to the BS via cellular uplink, its energy efficiency maximization problem can be expressed as:

$$\mathcal{P}^C_k : \max_{y_{i,k}, p^C_k} \frac{r^C_k}{\eta + p^C_{\text{cir}}} \quad s.t. \quad (2),$$

$$r^C_k \geq r^C_{k,\text{th}}, \quad k \in \mathcal{C}, \quad (7c)$$

$$\sum_{i \in \mathcal{I}} y_{i,k} \leq 1, \quad k \in \mathcal{C}, \quad (7d)$$

$$0 \leq p^C_k \leq p^C_{\text{max}}, \quad k \in \mathcal{C}. \quad (7e)$$

where $y_{i,k} = \{y_{i,k}|i \in \mathcal{I}\}$, $p^C_{\text{cir}}$ is the static circuit power, $r^C_{k,\text{th}}$ is the communication rate threshold of CU $k$ and $p^C_{\text{max}}$ is the maximum transmit power of CU $k$. By observing the transmit power constraints in $\mathcal{P}^C_k$, it is easy to merge $(2)$ and $(7e)$ into one constraint as:

$$0 \leq p^C_k \leq \min\{\eta p^C_{\text{cir}} + p^C_{\text{max}}\}, \quad k \in \mathcal{C}. \quad (8)$$

Besides, for D2D group $i$, the energy efficiency maximization problem can also be formulated as:

$$\mathcal{P}^D_i : \max_{y_{i,k} \in \mathcal{G}_i} \frac{\sum_{j \in \mathcal{G}_i} r^D_j}{\sum_{j \in \mathcal{G}_i} \left(\frac{p^D_j}{\eta} + p^C_{\text{cir}}\right)} \quad s.t. \quad (1),$$

$$r^D_j \geq r^D_{j,\text{th}}, \quad j \in \mathcal{G}_i, \quad (9c)$$

$$\sum_{k \in \mathcal{C}} y_{i,k} \leq 1, \quad j \in \mathcal{G}_i, \quad (9d)$$

$$0 \leq p^D_j \leq p^D_{\text{max}}, \quad j \in \mathcal{G}_i. \quad (9e)$$

where $y_{i,k} = \{y_{i,k}|k \in \mathcal{C}\}$, $r^D_{j,\text{th}}$ is the communication rate threshold of DT $j$, $p^D_{\text{max}}$ is the maximum transmit power of DT $j$. Similarly, we can also merge $(1)$ and $(9e)$ into one constraint:

$$0 \leq p^D_j \leq \min\{\eta p^D_{\text{cir}} + p^D_{\text{max}}\}, \quad j \in \mathcal{G}_i. \quad (10)$$
Based on the mathematical problems formulated above, it is easy to find that there exist contradictions between maximizing the energy efficiency of D2D groups and CUs. For example, if D2D group \( i \) is arranged to reuse the uplink spectrum of CU \( k \), then D2D group \( i \) and CU \( k \) will both compete for higher energy efficiency for their own benefit. Once D2D group \( i \) wants to increase the transmit power of its DTs to obtain higher energy efficiency, more interference will be received on CU \( k \)'s signal, and vice versa. Therefore, we will try to construct the aforementioned relation in resource allocation as a game in the following, where the D2D groups and CUs will be seen as “players”.

IV. A TWO-STAGE GAME-THEORETICAL APPROACH

In this section, we focus on solving the spectrum and power allocation problem. We first introduce an approximation approach to construct the competition between a pair of D2D group and CU as a noncooperative game. Thus, by applying noncooperative games in each potential spectrum reusing pair of D2D group and CU, each player can obtain a preference level between each other based on the noncooperative game results. Based on the preference results in the first stage, a matching game is applied to accomplish the spectrum allocation in the second stage.

A. An Approximation-Based Approach for Applying Noncooperative Game

Let us first concentrate on the formulation of problem \( P_i \). By substituting (1) and (9e) with (10), problem \( P_i \) can be contracted as:

\[
P_i^D: \max_{y_i, \{p_{ij}^D\}_{j \in G_i}} \sum_{j \in G_i} \frac{r_j^D}{p_{ij}^D}, \quad (11a)
\]

\[
s.t. \ (9c), \ (9d), \ (10) \quad (11b)
\]

**Remark 1**: By observing problem \( P_i^D (i \in \mathcal{R}) \) and \( P_C \ (k \in \mathcal{C}) \), it is easy to find that the intrinsic joint spectrum and power allocation problem is a mixed-integer nonlinear programming (MINLP) problem, which is NP-hard. Besides, the D2D groups and CUs all want to maximize their own energy efficiency, thus making this issue a multi-objective problem, where only Pareto optimum can be achieved [25].

In an uplink NOMA-based D2D group, after receiving the superimposed signals of multiple DTs, the DR will apply the SIC technique to sequentially decode the DTs’ signals. Same as [22], [26], the decoding order of signals from DTs is set as SIC technique to sequentially decode the DTs’ signals. Same

Theorem 1: For a D2D group, with a given total amount of power of the DTs, it is optimal to preferentially allocate power to the DT that has the highest channel gain to the DR to achieve higher energy efficiency.

In the traditional noncooperative games, each action is taken autonomously by a single player [27]. However, in our scenario, a D2D group is constituted by multiple DTs, where each DT will transmit with a certain power. From the perspective of a CU, the observed action of a D2D group is actually a vector of the transmit power of DTs. In terms of this vector, it outstands in intractability compared with a traditional convex scalar, where the intractability is reflected in its infinite number of combinations and non-continuity [28]. As a result, the above characteristics make directly employing the noncooperative game approach infeasible in this scenario. Hence, how to resolve this serious obstacle becomes the primary issue. In the following, we will introduce an approximation-based approach to formulate this problem as a noncooperative problem.

To further analyze the energy efficiency optimization problem in \( P_i^D \), we first expand the objective function through substituting the communication rate with the expanded expression in (6). Thus, we have:

Theorem 2: Actually, for the \( m \)-th decoded DT (denoted as \( j_m \) here) in the D2D group, its achievable rate is denoted as \( r_{j_m} \), thus the total achievable rate of the D2D group can be expressed as:

\[
\sum_{m=1}^{|G_i|} r_{j_m}^D = \sum_{m=1}^{|G_i|} \log_2 \left( 1 + \frac{p_{j_m}^D g_{j_m,i} I_i^C + n}{ \sum_{l=m+1}^{G_i} p_{j_m}^D g_{j_m,i} I_i^C + n} \right)
\]

Therefore, we obtain the energy efficiency expression shown in (12).

Based on the structure of the above objective function, we have a theorem on the power allocation strategy of D2D groups as below.

Theorem 1: For a D2D group, with a given total amount of power of the DTs, it is optimal to preferentially allocate power to the DT that has the highest channel gain to the DR to achieve higher energy efficiency.
Proof: With the energy efficiency expression of the D2D group in the DR, i.e., (12), it is easy to find that under a given total amount of power of the DTs, only giving priority to the DT that has the highest channel gain to DR to increase its transmit power first can make the nominator of the objective function increase most. Herein, we have to mention the premise of this is the power allocation should be constrained in its feasible domain, which is determined by the constraints in (11b).

Based on Theorem 1, we introduce a lemma on the objective function of \( P^D_i \) (\( i \in \mathcal{R} \)).

Lemma 1: The objective function of \( P^D_i \) can be expressed as a quasi-concave function about the total transmit power of a D2D group \( p^D_i = \sum_{j \in \hat{G}_i} p^D_j \).

Proof: Firstly, we introduce an equivalent expression of the objective function in (11a). Assume a certain given power set of DTs as \( \{p^D_j\}, j \in \hat{G}_i \), thus we have \( p^D_i = \sum_{j \in \hat{G}_i} p^D_j \). According to Theorem 1, if we introduce increment \( \Delta p \) on the transmit power of DTs, the optimal strategy is allocating \( \Delta p \) to the one with the highest channel gain to the DR among the feasible DTs. To dig into the relation between the objective function of (11a) and \( p^D_i \), we define a function about \( p^D_i \), as

\[
\varphi(p^D_i + \Delta p) \triangleq \frac{\xi(p^D_i + \Delta p)}{\eta} + |G_i|p_{cir} \\
\triangleq \log_2 \left( 1 + \frac{\max_{j \in \hat{G}_i} \frac{l_{ij}^D p^D_j}{p^D_j + p_{cir}}}{I_i + n + |G_i|p_{cir}} \right) \\
\left(\ast\right) \frac{\sum_{j \in \hat{G}_i} p^D_j + \max_{j \in \hat{G}_i} \frac{g_{ij}^D p^D_j}{l_{ij}^D}}{\eta} + \frac{\Delta p}{\eta}.
\]

where \( \forall j \in \hat{G}_i, p^D_j \in D(j), D(j) \) stands for the feasible domain of \( p^D_j \). Let us introduce another power increment \( \Delta p' \) on \( p^D_i \) satisfying \( \Delta p' \geq \Delta p \).

Assume that the maximization operation in \( \left(\ast\right) \) is \( g_{ij,i}' \Delta p \). Thus, with a D2D group power of \( p^D_i = \tilde{p}^D_i + \Delta p' \), the above maximization returns a value of \( g_{ij,i}' \Delta p + g_{ij,i} \left( \Delta p - \Delta p' \right) \). Based on Theorem 1, we have \( \tilde{g}_{ij,i}' \leq g_{ij,i}' \). Thus, \( \xi(\tilde{p}^D_i + \Delta p') \leq \xi(\tilde{p}^D_i + \Delta p) + (\Delta p' - \Delta p) \frac{\xi(\tilde{p}^D_i + \Delta p)}{\tilde{p}^D_i} \), holds, where equality holds when \( \Delta p' = \Delta p \). Besides, the feasible domain of \( \tilde{p}^D_i \) is obviously convex. Thus, \( \xi(\tilde{p}^D_i) \) is concave about \( \tilde{p}^D_i \) [29]. Based on this, by referring to Problem 4.7 in [29], the fractional form function \( \varphi(p^D_i) \) in (13) is quasi-concave.

Based on the above analysis, we obtain an equivalent problem to \( P^D_i \) that can be depicted as:

\[
P^D_i^* : \max_{\gamma, p^D_i} \varphi(p^D_i) = \max_{\gamma, p^D_i} \frac{\xi(p^D_i)}{\eta} + |G_i|p_{cir}, \quad \text{s.t.} \ (9d),
\]

(14a)

\[
\frac{2y_{j,m} - 1}{g_{j,m}} \left( \sum_{l=m+1}^{G_i} p^D_l g_{j,l} + I_i^C + n \right) \leq p^D_j
\]

(14c)

where \( D(G_i) \) is the feasible domain of \( p^D_i \). Note that, for a certain \( p^D_i \) in \( \varphi(p^D_i) \), there only exists a unique feasible transmit power vector of DTs.

Remark 3: In terms of \( D(G_i) \), assume that the spectrum allocation result of \( y \) is predetermined, then \( D(G_i) \) can be obtained according to constraint (9c) and (10). For the \( m \)-th decoded DT \( j_m \in G_i (0 \leq m \leq |G_i|) \), constraint (9c) can be expanded as a constrain on its transmit power as

\[
\frac{2y_{j_m} - 1}{g_{j_m}} \left( \sum_{l=m+1}^{G_i} p^D_l g_{j_l} + I_i^C + n \right) \leq p^D_j
\]

(15)

then combine power constraint in (10), the range of DTs in D2D group \( i \) can be obtained. Since \( p^D_i = \sum_{j \in G_i} p^D_j \), thus \( D(G_i) \) can be obtained. Therefore, \( D(G_i) \) is actually jointly determined by the energy level of EH-powered DTs, maximum transmit power and the above decoding constraints.

As mentioned before, the vector form of the transmit power of the DTs in a D2D group is a significant obstacle in employing a noncooperative game-theoretical approach. In order to tackle this issue, we propose to use an approximated channel gain to describe the interference channel gain from the DTs to the BS.

Recall the aforementioned system model, a D2D group is generally constrained in a relatively small area compared with the cellular area, this is because D2D communication range is generally within tens of meters. Besides, the DTs are normally much further from the BS compared with the D2D communications distance [2]. Thus, we introduce an approximated interference channel gain from the D2D group to the BS by referring to [30]. The multiple interference channel gains from DTs in D2D group \( i \) to the uplink communication of CU \( k \) can be approximately formulated as:

\[
\tilde{g}_{i,B} \triangleq \frac{1}{p^D_i} \sum_{j \in G_i} \frac{p^D_j g_{j,B}}{p^D_j}. \quad \text{(16)}
\]

Remark 4: For the approximated interference channel gain above, the value of \( \tilde{g}_{i,B} \) can be adjusted periodically after a certain number of adjustments of \( p^D_i \).

With this approximation method, the approximated interference to cellular uplink communication can be derived as

\[
\tilde{I}^D_k = \tilde{g}_{i,B} p^D_i. \quad \text{(17)}
\]

Thus, for \( C_k \), the original problem \( P^C_k \) can be formulated as:

\[
P^C_k^* : \max_{\gamma, p^C_k} \frac{\xi(p^C_k)}{\eta} + |G_k|p_{cir} \quad \text{s.t.} \ (7d), (8), \left(\ast\right) \frac{2y_{k} - 1}{g_{k}} \left( \sum_{l \neq k}^{G_k} p^C_l g_{k,l} + I_k^C + n \right) \leq p^C_k
\]

(17a)

\[
\tilde{r}_{k} \geq r_{k,th}^C, \quad k \in C. \quad \text{(17c)}
\]
Theorem 2: If D2D group \( i \) reuses the spectrum of CU \( k \), the above problem \( P'_{i} \) and \( P'_{k} \) jointly form a noncooperative game.

Proof: According to Lemma 1, and assume D2D group \( i \) reuses the spectrum of CU \( k \), i.e., \( y_{i,k} = y_{k,i} = 1 \), then the objective function of \( P'_{i} | y_{i,k} = 1 \) is quasi-concave, and the feasible domain of \( p_{D,i}^{C} \) is convex. Similarly, \( P'_{k} | y_{k,i} = 1 \) also satisfies the above conditions. Thus, according to [31], \( P'_{i} | y_{i,k} = 1 \) and \( P'_{k} | y_{k,i} = 1 \) jointly form a noncooperative game.

B. The First Stage: An Approximation-Based Noncooperative Game Approach

Based on the transformations in the above subsection, we finally obtain an equivalent optimization problem \( P'_{i} \), where the D2D group takes action in the form of a scalar rather than a vector of power. Therefore, a noncooperative game can be exploited to depict the power allocation process between each pair of D2D group and CU. Firstly, let us assume D2D group \( i \) reuses the uplink spectrum of CU \( k \), i.e., \( y_{i,k} = 1 \).

Thus, we can define the noncooperative game between them in strategic form as \( G = (\mathcal{N}, (s_{\tau})_{\tau \in \mathcal{N}}, (s_{\tau})_{\tau \in \mathcal{N}}) \), where \( \mathcal{N} = \{G_{i}, k\} \) is the set of players, \( (s_{\tau})_{\tau \in \mathcal{N}} \) is the set of strategies of players and \( (s_{\tau})_{\tau \in \mathcal{N}} \) is the set of utilities of players. Herein, the strategy \( s_{\tau} \) of each player corresponds to their transmit power, i.e., \( s_{k} \triangleq p_{D,i}^{C} \) and \( s_{G_{i}} \triangleq p_{D,i}^{G_{i}} \), where \( s_{\tau} \in D(\tau) (\tau = G_{i}, k) \). And \( u_{\tau}(\tau = G_{i}, k) \) is the energy efficiency function in (14a) and (17a), i.e., \( u_{\tau} \triangleq \varphi(p_{D,i}^{G_{i}}, u_{k} \triangleq \frac{p_{D,i}^{G_{i}}}{\eta + p_{cir}} \).

For a pair of D2D group \( i \) and CU \( k \) in a game, their utilities can be expressed as the function of players’ strategies as \( u_{\tau}(s_{\tau}, s_{-\tau}) \), where \( s_{-\tau} \) is the power strategy of the player except player \( \tau \). Thus, for each player \( \tau \), its objective can be expressed as

\[
\max u_{\tau}(s_{\tau}, s_{-\tau}), \quad \forall \tau \in \mathcal{N}. \tag{18}
\]

Obviously, each player’s utility depends not only on their own transmit power, but also on the other player’s strategy. Thus, we introduce a best-response function of a player \( \tau \) based on the profile of strategy \( s_{-\tau} \), expressed as

\[
b_{\tau}(s_{-\tau}) = \{s_{\tau} \in D(\tau)|u_{\tau}(s_{\tau}, s_{-\tau}) \geq u_{\tau}(s'_{\tau}, s_{-\tau})\forall s'_{\tau} \in D(\tau)\}. \tag{19}
\]

As for the best-response function, its objective is to obtain the optimal power allocation of a player under the strategy of the other player, i.e., \( b_{\tau}(s_{-\tau}) = \arg \max_{p_{D,i}^{G_{i}}} \frac{\tilde{r}_{k}^{C}}{\eta + p_{cir}} \), \( b_{G_{i}}(s_{-G_{i}}) = \arg \max_{p_{D,i}^{G_{i}}} \varphi(p_{D,i}^{G_{i}}) \). Obviously, both maximization objective functions are in fractional form and thus not concave. To solve the non-concave maximization problems, we introduce variable \( q_{k} \) and \( q_{G_{i}} \) to transform the objective functions into concave ones [32]. For CU \( k \), we have \( q_{k} = \frac{\tilde{r}_{k}^{C}}{\eta + p_{cir}} \), thus its optimal result obeys the following theorem.

Algorithm 1 Iterative Algorithm in CU’s Best-Response Function

1. Initialize: for CU \( k \), set \( q_{k} = 0, F_{q_{k}} = \infty, \delta = 10^{-2} \) and a given strategy \( p_{D,i}^{G_{i}} \) of D2D group \( i \);
2. while \( F_{q_{k}} \geq \delta \) do
3. \( q_{k} = \frac{\tilde{r}_{k}^{C}}{\eta + p_{cir}} \); calculate \( F_{q_{k}} = \max \tilde{r}_{k}^{C} - q_{k}(\frac{p_{D,i}^{G_{i}}}{\eta} + p_{cir}) \) with constraint (21b);
5. end
6. Return \( q_{k}^{*} = q_{k} \);

Algorithm 2 Iterative Algorithm in D2D Group’s Best-Response Function

1. Initialize: for D2D group \( i \), set \( q_{G_{i}} = 0, F_{q_{G_{i}}} = \infty, \delta = 10^{-2} \) and a given strategy \( p_{D,i}^{G_{i}} \) of CU \( k \);
2. while \( F_{q_{G_{i}}} \geq \delta \) do
3. \( q_{G_{i}} = \frac{\zeta(p_{D,i}^{G_{i}})}{p_{D,i}^{G_{i}} + |G_{i}|p_{cir}} \);
4. calculate \( F_{q_{G_{i}}} = \max \zeta(p_{D,i}^{G_{i}}) - q_{G_{i}} \left( \frac{p_{D,i}^{G_{i}}}{\eta} + |G_{i}|p_{cir} \right) \) with constraint (21b);
5. end
6. Return \( q_{G_{i}}^{*} = q_{G_{i}} \);

Theorem 3: The optimal result can be obtained if and only if:

\[
\max = \tilde{r}_{k}^{C} - q_{k}(\frac{p_{D,i}^{G_{i}}}{\eta} + p_{cir}) = \tilde{r}_{k}^{C} - q_{k}^{*}(\frac{p_{D,i}^{G_{i}}}{\eta} + p_{cir}) = 0, \tag{20}
\]

where the variables with superscript * means its value under the optimal argument.

Proof: It is similar to the proof in [32].

Thus, for CU \( k \), we have a concave optimization problem to obtain the best-response value as:

\[
\tilde{P}_{b_{k}^{*}}: \arg \max \tilde{r}_{k}^{C} - q_{k}(\frac{p_{D,i}^{G_{i}}}{\eta} + p_{cir}), \quad \text{s.t.} \ (8), (17c). \tag{21a}
\]

In terms of the above concave maximization problem, it can be quickly solved by using convex optimization tools, like CVX [33]. To obtain the optimal \( q_{k}^{*} \), an iterative method is derived in Algorithm 1.

Similarly, for D2D group \( i \), we can also derive a concave maximization problem to obtain its best-response value as:

\[
\tilde{P}_{b_{G_{i}}^{*}}: \arg \max \zeta(p_{D,i}^{G_{i}}) - q_{G_{i}}^{*}(\frac{p_{D,i}^{G_{i}}}{\eta} + |G_{i}|p_{cir}), \quad \text{s.t.} \ p_{D,i}^{G_{i}} \in D(G_{i}), \tag{22a}
\]

where \( D(G_{i}) \) is a convex set determined according to Remark 3. The solving procedures are elaborated in Algorithm 2.
With the results returned from best-response functions, which are calculated in each player, we derive an iterative algorithm to find the Nash equilibrium. The procedures are described as: (a)

1) In the beginning, initialize every player’s strategy with the optimal transmit power under no interference, expressed as \( s_{G_i} = P_{G_i}^0 \) and \( s_k = P_{k,0} \).
2) Calculate each player’s new strategy \( s^*_\tau = b_\tau(s_{\tau-\epsilon})(\tau = G_i, k) \).
3) Judge if equilibrium is achieved by a differential result, define \( \epsilon \) as the differential threshold with small value: (c1)
   a) If \( |s^*_\tau - s_{\tau-\epsilon}| \leq \epsilon(\tau = G_i, k) \), return value \( s^*_\tau \) as the equilibrium result.
   b) Else, let \( s_{\tau} = s^*_\tau(\tau = G_i, k) \), return to step (2).

With the above iterative algorithm, the players exchange the information of their power in the game process, then the Nash equilibrium of the noncooperative game can be found.

**Theorem 4**: The above noncooperative game has a Nash equilibrium.

**Proof**: According to Kakutani’s fixed point theorem [28], we can conclude that the above game has the following two properties:

1) for all players, the set of strategies is nonempty and convex;
2) their utility functions are continuous and quasi-concave.

Obviously, the transmit power of CU that satisfies \( p^*_k \in [0, \min\{\eta_0^{k, C}, \eta_{k, C}^{\text{max}}\}] \) is obviously nonempty and convex. For \( P_{G_i}^0 \), by referring to Remark 4, it is also nonempty and convex. Besides, the objective function in (17a) is in fractional form, with a concave nominator and a linear denominator, thus it is quasi-concave [29]. In terms of the utility function of D2D groups, its continuous and quasi-concave characteristics are proved in the proof of Lemma 1.

Note that, as for an obtained total transmit power of the D2D group, we first make sure that the QoS constraints are satisfied, i.e., each DT is allocated with an amount of power that the rate threshold is reached. Then, the rule in Theorem 1 is applied to allocate the remainder of the total power. That is, we first allocate power to the DT that has the highest D2D channel gain within its feasible domain of power, then to the next DT that has the highest channel gain among the rest of DTs until the available quota is exhausted.

Based on the above procedures, if we traverse each potential pair of D2D group and CU in spectrum reusing through noncooperative games, each player can know about the energy efficiency of each spectrum reusing choice. However, how to make the choices in players to finish the spectrum and power allocation remains to be solved, thus a matching game is put forward to accomplish this issue based on the energy efficiency result of the noncooperative games in the following.

**C. The Second Stage: A Matching Game Approach**

In this section, we propose to use a matching approach to accomplish the spectrum and power allocation issue. Recall the system model in Section III-A, a D2D group can only reuse the uplink spectrum of one CU, and a CU’s uplink spectrum can only be reused by one D2D group. Thus, we formulate a one-to-one matching game to obtain the spectrum matching result.

For this matching game, we can defined it as a bidirectional mapping \( \mu \) between the set of D2D groups \( G \triangleq \{G_i|\forall i \in \mathcal{R}\} \) and CUs \( C \rangle C:1\)

1) \( \forall i \in \mathcal{R} \), \( \mu(G_i) \in C \), and \( |\mu(G_i)| = 1 \);
2) \( \forall k \in C \), \( \mu(k) \in G \cup \{\emptyset\} \), and \( |\mu(k)| = 1 \).

Herein, \( \mu(k) = \emptyset \) means CU’s uplink spectrum is not reused by any D2D group, and we recognize this as the least preferred choice of CU \( k \). Because exclusively occupying the spectrum goes against the purpose of making full use of the limited frequency resource in the cellular area.

In this matching game, players may reveal different level of preference in matching with the opposite players. If D2D group \( i \) prefers CU \( k \) to CU \( k' \), the preference relation of \( G_i \) over \( k, k' \in C(\neq k') \) can be defined as

\[
k \rightarrow G_i, k' \Leftrightarrow q^*_i|_{\mu(G_i)=k} > q^*_i|_{\mu(G_i)=k'},
\]

where \( \rightarrow \) is called a strict preference, and this preference relation is a complete, reflexive and transitive binary relation between the players. Aside from this, if \( G_i \) likes \( k \) not less than \( k' \), we have \( k \rightarrow G_i, k' \Leftrightarrow q^*_i|_{\mu(G_i)=k} \geq q^*_i|_{\mu(G_i)=k'} \). Similarly, we can also define CU \( k \)'s preference over D2D groups \( G_i, G_{i'} \in \mathcal{R} (\neq G_{i'}) \) as

\[
G_i \rightarrow G_{i'}, k \Leftrightarrow q^*_i|_{\mu(k)=k} > q^*_{i'}|_{\mu(k)=k'},
\]

Moreover, \( G_i \rightarrow G_{i'}, k \Leftrightarrow q^*_i|_{\mu(k)=k} \geq q^*_{i'}|_{\mu(k)=k'} \) means \( k \) likes \( G_i \) not less than \( G_{i'} \). Therefore, based on the energy efficiency result obtained in the above subsection, the preference list of D2D group \( i \) and CU \( k \) can be established and represented as \( PL_{G_i} = \{q^*_G|_{\mu(G_i)=C}\} \) and \( PL_k = \{q^*_k|_{\mu(k)=C}\} \).

After obtaining the overall preference profile \( PL = \{PL_k, PL_{G_i}|k \in C, i \in \mathcal{R}\} \), the matching game between D2D groups and CUs can proceed. To judge if a matching \( \mu \) is stable, we introduce the definition of swap-blocking pair. An unmatched pair \( (k, G_i) \) is called a blocking pair if the following conditions are both satisfied:

1) \( k \in C \) and \( G_i \in \mathcal{G} \). In matching \( \mu \), there exists \( \mu(G_i) \neq k \) and \( \mu(k) \neq G_i \);
2) \( k \rightarrow G_i, \mu(G_i) \) and \( G_i \rightarrow k, \mu(k) \).

The matching \( \mu \) is said to be stable when there is no blocking pair, i.e., the matching result cannot be improved by any individual agent (i.e., D2D groups and CUs) [34]. Therefore, by using the deferred acceptance (DA) algorithm, a stable matching can be achieved [35].

In our method, D2D groups firstly send requests to CUs, then adjustments are made according to their preference lists. Therein, the DR in a D2D group sends requests to CUs for reusing the spectrum. A corresponding CU that has received requests will decide to accept a certain request and deny the others, where the feedback information can be broadcasted to D2D groups by the CU. The detailed process is described in **Algorithm 3**.

**Theorem 5**: **Algorithm 3** outputs a stable matching result.
Algorithm 3 An Algorithm to Obtain Stable Matching Result

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize: each D2D group $i \in R$ and CU $k \in C$ separately maintain their preference list $PL_{G_i}$ and $PL_k$, where the preference values are sorted in descending order; define $\xi$ as the set of unmatched D2D groups, set its initial value as $\xi = G$;</td>
</tr>
<tr>
<td>2</td>
<td>while $\xi \neq \emptyset$ do</td>
</tr>
<tr>
<td>3</td>
<td>for each $G_i \in \xi$ do</td>
</tr>
<tr>
<td>4</td>
<td>D2D group $i$ sends a request to the CU that ranks highest in $PL_{G_i}$;</td>
</tr>
<tr>
<td>5</td>
<td>end</td>
</tr>
<tr>
<td>6</td>
<td>for each $k \in C$ do</td>
</tr>
<tr>
<td>7</td>
<td>CU $k$ compares the new requests with its current matching result, then it chooses the one that ranks highest in its preference list $PL_k$, add the matching result to $\mu$;</td>
</tr>
<tr>
<td>8</td>
<td>if CU $k$’s choice is unchanged then</td>
</tr>
<tr>
<td>9</td>
<td>Reject all the new requests and add those D2D groups into $\xi$. For each $G_i$ in these rejected requests, delete CU $k$ from their preference list $PL_{G_i}$;</td>
</tr>
<tr>
<td>10</td>
<td>else</td>
</tr>
<tr>
<td>11</td>
<td>Reject the previously matched D2D group and the new requests except the chosen one. For each rejected $G_i$, delete CU $k$ from their preference list $PL_{G_i}$;</td>
</tr>
<tr>
<td>12</td>
<td>end</td>
</tr>
<tr>
<td>13</td>
<td>end</td>
</tr>
</tbody>
</table>
| 14 | Return matching result $\mu^*$.

Proof: Assume that there exists a blocking pair in matching result $\mu^*$. Based on Algorithm 3, each player chooses a matching result which it likes most. For each CU, it has rejected all D2D groups that are not matched with itself. Similarly, for each D2D group, it must have been rejected by all the CUs who received its requests. If there exists a blocking pair $(k, G_i)$ in $\mu^*$, the D2D group $G_i$ must have issued a request to CU $k$ before requesting $\mu(G_i)$, since $k \succ G_i, \mu(G_i)$. And we also know that CU $k$ will not reject $G_i$ to choose $\mu(k)$ because $G_i \succ k, \mu(k)$. Therefore, the assumption contradicts the procedures in Algorithm 3, the proof is complete.

Theorem 6: The matching result is weak Pareto-optimal.

Proof: In Algorithm 3, each D2D group and CU choose a matching result that ranks highest in its preference list. Thus, for any D2D group or CU, they cannot unilaterally obtain higher utility without making others’ utility worse off, i.e., the others may have to change their choices from the original ones with higher preference. Therefore, the matching result is weak Pareto-optimal.

V. IMPROVEMENTS OF THE PROPOSED METHOD AND ANALYSIS

In this section, we first investigate into the influence of EH on the resource allocation, then we further propose an energy-aware screening method in the BS before applying the proposed two-stage game method to reduce computational complexity. Finally, the signaling and computational overhead of our proposed methods are analyzed.

A. The Influence of EH on Resource Allocation

Firstly, recall the transmit power constraint (10), we can find that the transmit power of every DT depends not only on its maximum transmit power $p_j^{\max}$, but also on its energy level. Thus, by incorporating Remark 3 into consideration, we can find that the transmit power of a D2D group $p_{D_i}^j$ also depends on the energy level of its DTs. Similarly, (2) also shows that a CU’s transmit power is also related to their energy level. Apart from the transmit power, the spectrum allocation result can be affected under different energy levels. Since the matching game is a two-sided matching, we present the following analysis from the aspect of a D2D group. To depict the mechanism, we give the following example for detailed explanation.

As shown in Fig. 2, assume the cellular channel gain of CU 1 is similar or slightly higher than CU 2. Due to the energy level constraint, CU 2 cannot transmit with the optimal power, which is relatively high, to achieve its maximum energy efficiency, thus it only transmits with a relatively low power to improve its energy efficiency as much as it can. However, CU 1 has enough power for transmission, thus it can transmit within full power to maximize its energy efficiency. Therefore, with CU 1 transmitting with a much higher transmit power than CU 2, if the D2D group reuses the uplink spectrum of CU 1, it will suffer from more serious interference under the condition of the negligible difference of the interference channel gain from two CUs. In this scenario, the D2D group prefers to reuse the spectrum of CU 2 rather than CU 1. In contrast, when there exists no energy level limit introduced by EH, CU 2 will be able to transmit within full power, thus it will transmit with higher power than CU 1 to maximize its energy efficiency [36]. Under this condition, the D2D group will prefer CU 1 for less interference.

B. An Energy-Aware Screening Method for Reducing Complexity

In Section IV, we proposed a two-stage game approach to tackle the unilateral energy efficiency maximization problem.

Fig. 2. An example of the influence of EH on the resource allocation.
of each player. However, we notice that each D2D group must compete with every CU to establish their preference lists, but it will only reuse one CU’s uplink spectrum in the second stage. It is noteworthy that the number of CUs is generally much more than D2D groups in normal circumstances [16]. Thus, there exists substantial room for further reducing the complexity of the solving method. In the following, we first have a theorem on the resource allocation of a D2D group.

Theorem 7: For each D2D group, M available items in its preference list is adequate for its resource allocation.

Proof: In the worst case, a D2D group can be rejected by at most \((M - 1)\) CUs during the matching game, thus \(M\) available items in its preference list will be adequate for its resource allocation.

Based on Theorem 7 and the analysis in Section V-A, we come up with an energy-aware screening method for preliminarily narrowing down the scale of CUs that a D2D group competes with to establish preference before the first stage of our method.

As for a D2D group, it is apparent that preliminarily choosing \(M\) most potentially preferred CUs rather than all CUs is much more cost-efficient while establishing preference lists. Therefore, how to effectively implement the screening of CUs becomes a crucial issue. By observing the objective function of \(\hat{P}^C_k\) in (17a), it is easy to raise the following corollary.

Theorem 8: For a D2D group, it will prefer the CU who has higher cellular channel gain under the same transmit power limits and interference channel gain of CUs.

Proof: For a CU, it will transmit with lower power if we raise its channel gain to the BS while maximizing its energy efficiency [37]. Thus, less interference will be received in the D2D group. Therefore, the D2D group will prefer the CU with higher cellular channel gain.

Furthermore, we also find that the interference item \(I^C_{k,i}\) in \(\hat{P}^D_k\) is also a fatal factor in constructing a D2D group’s preference over CUs.

Corollary 1: Similarly, a D2D group will prefer the CU who has lower interference channel gain under the same transmit power limits and cellular channel gain of CUs.

Therefore, based on the above analysis and the consideration of energy level in the above subsection, we come up with an energy-aware screening parameter \(\pi^k_i\) to select \(M\) CUs for constructing preference list, defined as:

\[
\pi^k_i = \frac{g_k}{g_k \cdot \min \{\eta_{\phi_k^C, \hat{P}^C_{k, max}}\}}
\]  

(25)

By calculating \(\{\pi^k_i\} (\forall k \in C)\) for each D2D group \(i\) and selecting \(M\) CUs who have the highest value, the scale of CUs that a D2D group competes with can be greatly reduced. Note that the energy-aware screening parameter is computed by the BS in a centralized manner before applying the proposed two-stage game approach in a distributed algorithm to allocate resources. Therein, the screening method only requires one transmission from each player to the BS, and the computational cost is only \(O(K \cdot M)\).

C. Analysis of Signaling and Computational Overhead

With the proposed two-stage game approach, we can obtain an energy-efficient resource allocation. As for the channel gains, the channel gain from the D2D group to the BS can be obtained in the BS by estimating the received power from the DTs in a D2D group following (16), and CUs are informed about the interference channel gain. By broadcasting pilot signals from CUs, the uplink channel gain to the BS and interference channel gain from CUs to a D2D group can be both estimated, where a CU only needs to broadcast once. Assume that each noncooperative game requires \(O(S)\) times of signaling. Thus, establishing a preference list without screening CUs requires \(O(K \cdot M \cdot S)\) times of signaling, where the signaling overhead of each D2D group and CU is \(O(K \cdot S)\), \(O(M \cdot S)\) respectively. While after using the screening method in Section V-B, the signaling overhead becomes \(O(M^2 \cdot S)\), and the signaling overhead of each D2D group and CU is \(O(M \cdot S)\), \(O(M \cdot S)\) respectively. Moreover, in the matching game, it costs \(O(\beta M)\) times of signaling, where \(\beta\) is generally a small value bigger than 1. Thus, the total signaling overhead with and without the screening method in Section V-B is separately \(O(M (\beta + M \cdot S))\), \(O(M (\beta + K \cdot S))\).

In terms of the computational cost, first of all, solving each fractional programming in the best-response functions can be very fast, herein we denote its computational cost as \(O(C)\). In each D2D group and CU, their computational complexity with and without the screening method in Section V-B are separately \(O(M \cdot S \cdot C)\), \(O(M^2 / K \cdot S \cdot C)\) and \(O(K \cdot S \cdot C)\), \(O(M \cdot S \cdot C)\). Therefore, from the systematic point of view, the total computational complexity with and without the screening method in Section V-B is \(O(M^2 \cdot S \cdot C)\) and \(O(K \cdot M \cdot S \cdot C)\).

Compared with the centralized algorithms with a signaling overhead of \(O(M + K)\), the signaling overhead in our method is higher but still within a relatively low level. In addition, the proposed distributed algorithm is much lower compared with other centralized algorithms (not including implementing the proposed method in a centralized way) with a computational overhead of \(O(K^M \cdot C)\), where the combinatorial problem in spectrum allocation leads to the exponential computational cost, while the matching game in our method requires much less computations.

VI. NUMERICAL SIMULATIONS

In this section, numerical simulations are presented to demonstrate the performance of our proposed method in various aspects. In the following, we first give an introduction to the simulation setup, including parameters setting and comparison setup. Then, numerical and analytical results are presented.

To provide access to the DR for a number of DTs, we introduce multiple DT clusters in a D2D group [22], where each DT cluster in a D2D group reuses the uplink spectrum of a CU. Thus, a D2D group that consists of multiple DT clusters can be mathematically regarded as multiple D2D groups that have one DT cluster in each, but with the overlapped DR.
In the simulations, we measure the performance of the proposed method, i.e., the two-stage game approach with the screening method in Section V-B. For comparison, we introduce an optimal-power and no-screening (OPNS) method, where the optimal power allocation is obtained through centralized multi-objective programming without using the approximation method in Section V-B [23], then a matching game without the screening method in Section V-B is adopted for spectrum allocation. Besides, we also compare our proposed method with the results obtained by using OMA protocol, like time division multiple access (TDMA), where the power of OMA users are uniformly allocated to users [19], [26], and the resource allocation process is the same as the proposed method. Moreover, another channel gain-based spectrum allocation method (GM) is also adopted for comparison [10], where the power allocation part is substituted with our proposed method due to the difference in objective.

A. Simulation Setup

In the simulation settings, the BS locates in the center of the round cellular area with a radius of 500 meters, where CUs and D2D groups are randomly deployed in the cellular area [23]. The D2D distance from DTs in a DT cluster to the DR is discriminatively set to ensure the channel gain difference between NOMA users because the distance between users determines the large-scale path loss in channel gain [26]. For example, with a maximum D2D distance of 50m, the distance between 2 DTs to the DR is randomly set within the two evenly partitioned ranges within 50m, i.e., 0 – 25m and 25 – 50m. The number of D2D groups varies from 2 to 10, and the ratio of CU and D2D group numbers ranges from 5 to 10. Moreover, the EH parameter is set from 21 to 28 to investigate its influence on system performance. More practically, we assume that there are 2 or 3 DTs in a NOMA-based D2D group for ensuring effective SIC [19]. Based on the above setup, the simulation results are obtained by averaging 1000 repeats. Detailed simulation parameters are summarized in Table I.

B. Numerical Results

To demonstrate the performance of the proposed method under different value of parameters, we first elaborate the average energy efficiency performance of D2D groups under different number of D2D groups, ratio of CU and D2D group numbers and EH arrival parameters of DTs and CUs, separately corresponding to $M$, $K/M$, $\lambda_d$, $\lambda_c$. In the simulation results, we pay most of our attention to the energy efficiency performance of D2D groups, since the NOMA-based D2D groups are our major concern. Besides, for completeness, the energy efficiency performance of CUs is also analyzed in the end of this section.

Fig. 3 evaluates the energy efficiency of DT clusters in D2D groups versus the number of DT clusters in a D2D group. With the increase of the number of clusters, the energy efficiency decreases with an accelerating decreasing rate. This is because, with the increase of the number of DT clusters in a D2D group, those DT clusters will compete more intensely with each other for matching with their preferable CUs, where the competition will lead to some matchings that bring about serious interference between CUs and DT clusters, this situation happens especially when the number of DT clusters is large. Besides, it can be observed that 3 DTs in a DT cluster can lead to inferior performance compared with 2 DTs in a DT cluster, this is due to the more severe interference between DTs.

Fig. 4 plots the average energy efficiency of DT clusters in D2D groups under different EH arrival parameter $\lambda_d$ of DTs with 2 and 3 DTs in each DT cluster in a D2D group. With an increasing $\lambda_d$, the average energy efficiency of D2D groups grows with a decreasing growth rate. Compared with the GM and the OMA scheme, the proposed method can both obtain significant superiority over them. We also find that the performance gap between GM algorithm and the proposed method is larger with a relatively small $\lambda_d$. This is because, the proposed method takes the energy level of players into consideration during the spectrum allocation game to make better spectrum allocation decisions.
reusing choices instead of only during the power allocation. Besides, we also notice that the performance gap between the proposed method and the OPNS algorithm enlarges with the increase of $\lambda_d$. Because in the proposed method, we adopt an approximation-based approach to formulate a noncooperative game, the deviation from optimal result may enlarge under a larger transmit power. In addition, the screening of CUs may also lead to small performance loss compared with the OPNS algorithm.

Fig. 5 depicts the average energy efficiency of DT clusters in D2D groups under different number of D2D groups. It can be seen that, the average energy efficiency increases with the number of D2D groups. That is because, under the same ratio of CU and D2D group numbers, with the increase of D2D groups, they will have a larger range of spectrum reusing choices. Thus, this leads to the increase of the average energy efficiency of D2D groups. However, we notice that the growth rate distinctly slows down by observing the curve with 3 DTs in a DT cluster, this is because more DT clusters will compete with each other for their preferable CUs, and those D2D groups that are rejected in the matching game only have inferior choices in the matching game. In this circumstance, a NOMA-based DT cluster with 3 DTs is more sensitive to cellular interference, thus the growth rate slows down. Besides, we also notice that the proposed method is very close to the OPNS algorithm, and also superior to the other methods.

As shown in Fig. 6, the curves show an overview of the average energy efficiency of DT clusters in D2D groups under different ratios of CU and D2D group numbers. With the increase of $K/M$, the average energy efficiency of D2D clusters in D2D groups reveals an increasing tendency, but with a decreasing growth rate. It is obvious that the proposed method is pretty close to the OPNS algorithm, however, it is superior to the other two methods, including the OMA scheme. Besides, we also notice that with the increase of $K/M$, the performance gap between the clusters with 3 DTs and with 2 DTs narrows down, which can be seen by $\Delta h_1 > \Delta h_2$. This is because when $K/M$ is small, there may exist more serious perceived cellular interference in D2D groups, and the NOMA cluster with 3 DTs is more sensitive to the interference. When $K/M$ increases, the DT clusters can make better choices in the matching game, thus the NOMA cluster with 3 DTs increases with a higher growth rate compared with the cluster with 2 DTs.

Fig. 7 provides an overview of the average energy efficiency of DT clusters in D2D groups under different number of D2D groups and different ratios of CU and D2D group numbers. Under a given number of D2D groups, with the increase of the ratio of CU and D2D group numbers, the average energy efficiency of D2D groups increases, since the D2D groups can choose more suitable CUs within a larger range to achieve higher energy efficiency. However, it is obvious that the growth rate slows down with the increase of $K/M$. This is because when the number of CUs reaches a relatively high level, D2D groups can already make choices within a fairly sufficient range of CU’s spectrum without the increased number of CUs, thus increasing the number of CUs can only bring a marginal
increase in energy efficiency. Besides, with the increase of the number of D2D groups, the average energy efficiency is also increasing at a relatively slow speed. Because under the same $K/M$, the D2D groups have a wider choice range of CUs' spectrum when $M$ increases, thus the D2D groups may make better choices in spectrum reusing to achieve higher energy efficiency.

In Fig. 8, the curves show an overview of the average energy efficiency performance of D2D groups under different energy arrival intensities of DTs and ratios of CU and D2D group numbers. With the increase of $K/M$, the growth of the average energy efficiency of D2D groups slows down. The reason is the same as that in the descriptions of Fig. 6. Besides, with the increase of the EH arrival parameter $\lambda_d$ of D2D groups, the average energy efficiency of D2D groups also increases, but with a relatively high growth rate around the beginning and a low growth rate after that. That is because a relatively small EH parameter will become an obstacle when D2D groups increase their transmit power to obtain higher energy efficiency. Thus, when $\lambda_d$ increases, the D2D groups will possibly have more available transmit power for obtaining higher energy efficiency. But when the EH capacity is enough for transmitting, the average energy efficiency only slightly increases.

Moreover, we also investigate the average energy efficiency of DT clusters in D2D groups under different D2D communication ranges in Fig. 9. With a larger D2D communication range, the average energy efficiency of DT clusters decreases. We also find that the gap between the proposed method and the gain-based method enlarges with the D2D communication range, which can be seen from $D_1$ and $D_2$. Because D2D communication within a smaller range will require less transmit power for achieving optimal energy efficiency compared with that within a larger D2D communication range. Under this circumstance, the interference between D2D groups and CUs becomes less severe, thus the performance gap between the gain-based and the proposed method is smaller.

In Fig. 10, we investigate the energy efficiency of DT clusters in D2D groups and matched CUs under different energy arrival parameters of CUs $\lambda_c$. With the growth of $\lambda_c$, the average energy efficiency of CUs increases, meanwhile,
the average energy efficiency of D2D groups decreases. Because with a larger $\lambda_e$, the CUs may have more power for transmitting to obtain higher energy efficiency. However, this will introduce more interference to D2D groups, thus the average energy efficiency decreases.

Lastly, we also demonstrate the game process of a pair of DT cluster in a D2D group and CU during the first-stage noncooperative game. In Fig. 11, the energy efficiency of players both goes through a significant decrease in the first two iterations. And after that, their energy efficiency changes marginally. This reflects the quick convergence rate to achieve Nash equilibrium during the game process. Besides, we also notice that the energy efficiency of the players is pretty high in the first iteration. This is because we ignore the interference between them in the first iteration for initialization. However, after the first iteration, the interference between the DT cluster and the CU becomes a nonnegligible factor, leading to the sharp decrease of the CU’s energy efficiency as well as the DT cluster’s.

VII. Conclusion

In this paper, we studied the energy-efficient resource allocation issue of uplink NOMA-based D2D communication in EH scenario, where the available energy of UEs is considered. We introduced an approximation method to formulate the intractable power allocation problem between the pair of a D2D group and a CU as a noncooperative game. Then a two-stage game approach was proposed to solve the unilateral energy efficiency maximization problem of each D2D group and CU in a distributed manner. Besides, the influence of EH was also discussed in the subsequent part, and an energy-aware screening method is proposed to reduce the computational complexity. Finally, the simulation results showed the effectiveness of the proposed method.
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