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Energy-Aware Cellular Deployment Strategy Under
Coverage Performance Constraints

Jinlin Peng, Peilin Hong, and Kaiping Xue

Abstract—The last ten years have witnessed explosive growth
in mobile data traffic, which leads to rapid increases in energy
consumption of cellular networks. One potential solution to this
issue is to seek out a green deployment strategy. In this paper, we
investigate the energy-efficient deployment strategy under cover-
age performance constraints for both homogeneous and heteroge-
neous cellular networks. Unlike just considering the base station
(BS) density in previous work, we jointly optimize the BS density
and the BS transmission power. First, we derive the relation be-
tween the average coverage probability and deployment strategy
(i.e., BS density and BS transmission power) with stochastic geom-
etry tools. Then, based on the expression results, we formulate a
network energy consumption minimization framework consider-
ing coverage performance constraints and jointly determine the
optimal macro BS (MaBS) density, MaBS transmission power,
and micro BS (MiBS) density. With practical data sets, numerical
simulation results show the following: 1) compared with homo-
geneous network deployment, heterogeneous network deployment
has the advantage in energy efficiency performance, and 2) our
joint BS density and BS transmission power optimization strategy
exceeds the existing strategy, which just considers the BS density
optimization in terms of energy efficiency.

Index Terms—Cellular networks, stochastic geometry, energy
efficiency, BS density, transmission power.

I. INTRODUCTION

N recent years, the increasing use of wireless connectivity

via smart-phones and laptops has led to an exponential surge
in network traffic, which presents cellular network operators
with several challenges. One of the challenges is how to provide
high quality of service (QoS) for the explosive data traffic. To
handle this problem, both LTE [1] and WiMAX [2] standard
groups have introduced micro Base Stations (MiBSs) concept,
such as pico BSs, femto BSs, and relay nodes, in traditional
homogeneous cellular networks. These MiBSs and macro BSs
(MaBSs) constitute the heterogeneousness cellular networks.
Deploying such MiBSs aims at offloading the traffic of MaBSs,
improving indoor coverage and cell-edge user equipment per-
formance, and boosting spectral efficiency per area unit via
spatial reuse [3]-[5].
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Besides, meeting traffic demands will cause a significant
increase in operator energy consumption. Potential harmful
effects to the environment caused by carbon dioxide (COz)
emissions and the sharp rising energy cost bring focus on
developing more energy efficient underlying network infras-
tructures. It is estimated that 3% of the world’s electrical energy
consumption and 2% of COy emissions are caused by the
information and communication technology (ICT) industry [6].
And about a tenth of this can be attributed to cellular systems.
Pushed by such needs of energy reduction, the operators have
been seeking all kinds of ways to improve energy efficiency in
all components of cellular networks, especially BS, which is
reported to consume about 60-80% energy [7]. In this regard,
European Commission has started projects within its seventh
Framework Programme to address the energy efficiency of
mobile communication systems, viz. “Energy Aware Radio
and NeTwork TecHnologies (EARTH)” [8] and “Towards Real
Energy-efficient Network Design (TREND)” [9].

In this paper, we pursue a unified study on QoS and en-
ergy efficiency performance from the perspective of network
deployment. It should be noted that there are many studies on
improving energy efficiency while considering QoS constraints
with dynamic BS sleeping [10]-[15] and green deployment
techniques [16]-[20]. However, most of them just investigate
the sleep operations or BS density optimization with consider-
ation of blocking probability, delay or flow-level performance
constraints. Firstly, few of them consider the coverage perfor-
mance. Although we can decrease the BS density to cut down
the system energy consumption through sleep operations or
deployment planning, it may bring coverage holes which are
not covered by less BSs. It has a bad effect on UEs’ experi-
ence when UEs move to coverage holes or when sessions are
established in coverage holes. Thus, the coverage performance
is an important factor and should be considered before some
BSs are turned off or at the system planning stage. Considering
the above tradeoff between system coverage and energy con-
sumption performance, we investigate the network energy con-
sumption minimization problem under coverage performance
constraints in this paper. More importantly, to the best of our
knowledge, all of the existing works focus on the BS density
optimization, and there is no work jointly considering the BS
transmission power and BS density, both of which couple
with each other and have effects of different intensities on the
system coverage and energy consumption performance. With
transmission power adjustment, we can guarantee the same cov-
erage requirement with different optimal BS densities, which
finally leads to different energy consumption performance.
Therefore, through jointly optimizing BS transmission power
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and BS density, we may achieve a higher energy efficiency
while guaranteeing the coverage performance.

This paper firstly derives and analyzes the relations among
the average coverage probability, network energy consumption
and deployment strategy (i.e., BS density and BS transmission
power) with stochastic geometry tools. Then based on the
expression results, we formulate a theoretical framework which
minimizes the network energy consumption under coverage
performance constraints, and jointly solve the optimal solutions
for both homogeneous and heterogeneous cellular networks.
This work at least can give the answers to the following
questions, and hence provides some new insights into the
deployment problem in cellular networks: 1) Given the pre-
defined QoS requirement, what are the optimal MaBS density,
MaBS transmission power, and MiBS density? 2) In addition to
providing better QoS, can heterogeneous network deployment
achieve higher energy efficiency than homogeneous network
deployment?

A. Related Work

The energy consumption problem in cellular networks has
become more and more crucial. As one potential solution
to improve energy efficiency, dynamic BS sleeping has been
studied by a lot of researchers [10]-[15]. Several algorithms
and schemes have been proposed to minimize the number of
active BSs while satisfying the traffic load requirement in [10]
and [11]. With some BSs in sleep mode, the QoS may be
deteriorated. To save energy while maintaining acceptable QoS,
[12]-[15] investigate the sleep operations considering blocking
probability, delay, spectral efficiency and flow-level perfor-
mance, respectively. However, almost all of the above works
ignore the coverage performance and none of them focuses
on joint BS density and BS transmission power optimization,
which are the focus of this paper.

There are also many works [16]-[20] on cellular network de-
ployment. Through simulations without any theoretical verifi-
cation, [16] points out that heterogeneous network deployment
can bring up to 50% BS energy reduction. References [17]-[19]
focus on designing practical deployment algorithm in theory.
Mostly, it is an NP-hard mixed integer programming problem
with too many parameters and constraints. Hence, to achieve
the optimal solution, many numerical methods, such as ge-
netic algorithm [17], tabu search [18], and Lagrange relaxation
[19], have been proposed. Unfortunately, each these solution
is problem-specific and can be viewed as the subsequent step
of BS density optimization which will be discussed in this
paper. Reference [20] attempts to find out the maximal inter-
BS distance for CDMA cellular networks based on the ideal-
ized regular (hexagonal) cellular network model. However, this
work is difficult to extend to heterogeneous cellular networks.

To derive and analyze the relations among the average cover-
age probability, network energy consumption and deployment
strategy, we model locations of BS and user as homogeneous
Poisson Point Processes (PPPs) [21], which has been proved
as a tractable yet accurate model recently [22], [23]. Besides,
some researchers have used this stochastic geometry model to
analyze and solve some practical problems in multi-tier cellular

networks: frequency reuse, spectrum allocation, biasing and
load balancing and access policy [24]-[27]. Some more detail
descriptions about PPP model can be found in [28]. In this
paper, we use this model to deal with the energy saving problem
in cellular networks.

There are some similar works building on stochastic geom-
etry model to address the energy saving problem in cellular
networks [29]-[32]. Considering BS sleep mode, [29] mini-
mizes the energy consumption while ensuring that the outage
probability is below a given threshold through switching off the
fit proportion of MaBSs. Reference [30], which only considers
the homogeneous cellular network scenario, further applies the
dynamic power control for the remaining active MaBSs to
remain the same coverage probability as before MaBSs are
switched off. The studies most relevant to ours are [31], [32],
where the optimal BS density for both homogeneous and
heterogeneous cellular networks to minimize energy cost is
analyzed from the perspective of network deployment. Unfor-
tunately, they just use the fixed BS transmission power and do
not discuss the impact of transmission power. With adapting
the BS transmission power dynamically, the BS density should
be re-optimized and the network energy consumption can be
significantly reduced, as shown in this paper.

B. Contributions and Organization

In this paper, we focus on the energy efficient deployment
strategy for both homogeneous and heterogeneous cellular net-
works under coverage performance constraints. In summary, we
have made following contributions in this paper:

e With stochastic geometry tools, we derive and analyze
the expressions of average coverage probability for two
kinds of user association schemes. Although similar ex-
pressions of average coverage probability have been given
in [23], [33], through some transformations and defining
an energy-related deployment factor, we find some inter-
esting results: the average coverage probability increases
with the increase of energy-related deployment factor and
eventually converges to a fixed value.

¢ Based on the above observations, we formulate a theoreti-
cal framework which jointly optimizes BS density and BS
transmission power to minimize the area power consump-
tion under coverage performance constraints. Besides, the
optimal solutions are given out, which provides some new
insights into the cellular deployment. Different from the
existing works without considering transmission power,
we can guarantee the same coverage requirement with dif-
ferent optimal BS densities through adjusting transmission
power, which finally achieves a higher energy efficiency
performance.

 Finally, through extensive simulations with practical data
sets, we draw these conclusions: 1) Compared to ho-
mogeneous network deployment, heterogeneous network
deployment has absolute advantage in energy efficiency
performance. 2) Our joint BS density and BS transmission
power optimization strategy exceeds the existing strategy
which just considers BS density optimization in terms of
energy efficiency.
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Fig. 1. Close-up view of coverage regions in homogeneous cellular networks
and two-tier heterogeneous cellular networks. Red stars and black points rep-
resent MaBSs and MiBSs respectively. (a) Close-up view of coverage regions
in homogeneous cellular networks. (b) Close-up view of coverage regions in
two-tier heterogeneous cellular networks. (Py; = 20P,, and A\;,, = 2Aps.)

The rest of the paper is organized as follows: In Section II,
we present our system model and assumptions. We derive
and analyze the relations between the coverage performance
and deployment strategy in Section III. Then, we design the
optimal deployment strategy under the coverage performance
constraints for both homogeneous and heterogeneous cellular
networks in Section IV. Numerical simulation results are pre-
sented and discussed in Section V. Finally, we conclude our
work in Section VI.

II. SYSTEM MODEL
A. Network Topology Model

As shown in Fig. 1(b), we consider a heterogeneous cellular
networks consisting of 2 tiers of BSs, where tier m and M
represent MiBSs and MaBSs, respectively. MiBSs and MaBSs
are modeled as independent homogeneous PPPs ®,,, and ®,,
with intensities \,,, and A\, respectively. We assume that BSs in
tier ¢ use the same link transmission power {P; };—, ar. Users
are also located according to a homogeneous PPP. In this paper,
we focus on designing the network deployment parameters, i.e.,
AM> Ams Par, and P,,. Note that the heterogeneous cellular
networks degenerates to homogeneous cellular networks as
shown in Fig. 1(a) when \,, = 0or P,,, = 0.

There are several reasons for choosing this BS and user
location model: 1) Though the PPP model is not an exact fit,
it reasonably approximates the variability introduced by prac-
tical constraints of MaBS locations and the potential random
location of MiBSs and users [32]. 2) This model is tractable
and easy to handle, and provides tight bounds for the perfor-
mance parameters in planned infrastructure-based networks and
coordinated spectrum access networks [28]. 3) This model is
suitable to analyze network planning and dynamic BS sleeping,
as the independent thinning of a PPP are still a PPP. Some more
detail descriptions about PPP model can be found in [28].

B. Channel Model

Without loss of generality, we conduct analysis on a typical
user located at the origin. The fading loss between a BS located
at z; (belonging to ith tier) and the typical user is denoted as
hg,, which is assumed to be i.i.d exponential (Rayleigh fading),

i.e., hy, ~ exp(1). The standard path loss function is given by
l(x;) = ||@;||”, where & > 2 is the path loss exponent. Hence,
the received power at a typical user from a BS located at point
x; 18 Pihg,||z:]|~®. The resulting signal to interference plus
noise ratio (SINR) expression assuming the user connects to
this BS is:

_ Pihg ||zl
o I, + 02

SINR(x;) , (1)
where I, =3 v D u ed,\a Dihayllz;|| ™ is the inter-
ference, and o2 is the constant additive noise power.

C. MiBS Operating Mode and User Association Scheme

Each user associates with which BS depends on the MiBS
operating mode and association schemes. In this paper, we
consider that all MiBSs operate in open access in heteroge-
neous cellular networks, i.e., any user is allowed to connect to
MiBSs. Besides, we consider the following two user associa-
tion schemes, namely instantaneous SINR based scheme and
average received power based scheme:

e Instantaneous SINR based scheme [23]: User connects to
tier ¢ if the instantaneous SINR exceeds a given threshold
~. In heterogeneous cellular networks, to make sure at
most one tier can provide a signal exceeding the threshold
and thus serve user, y should be larger than 1.

e Average received power based scheme: With this scheme,
user is associated to the strongest BS in terms of long-
term average received power, i.e., it is connected to tier ¢ =
arg max;—nm, v {Pi||r;||~*}. where r; denotes the distance
between the user and its nearest BS in the ith tier. The
resulting coverage regions are shown in Fig. 1.

We assume that universal frequency reuse is applied and each

BS allocates all the channel resources (e.g., time and spectrum
resources) equally to the users it serves.

D. BS Power Consumption Model

In order to quantify the energy demand of system, we refer
to [34] to build the BS power consumption model, which
considers the power consumption of power amplifier (PA),
signal processing, A/D converter, antenna, cooling, power sup-
ply loss, and battery backup. The formula of MaBS’s power
consumption is specified as follow:

P,
Purtor = Npaps (ZIZX + PSP) (1+Cc)(1+Cpp),
P

2

where Npa,g is the number of PAs, Py rx = N - Py is
the total transmission power of N links/channels, ppa is PA
efficiency, Psp is signal processing overhead, C¢ is cooling
loss, and C'pp is battery backup and power supply loss. With
the fixed parameter settings, the power consumption of MaBS
can be simply written as the similar linear form to [16]:

Parior = aprr - N - Par + by, 3)

where the coefficient a,; accounts for power consumption that
scales with the average radiated power, and the term b;; models
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the static power consumed by signal processing, battery backup
and cooling.

The above power consumption model is also applicable for
MiBSs. The difference is the detail parameter values:

Pm,tot = Q- N - Py, + by “4)

E. Some Extensions

Although the above system model we considered is relatively
simple, it can easily extended to (at least but not limited to) the
following more general cases:

e Shadowing. It should be noted that the shadowing is not
considered in this paper. Through scaling the BS densities
with E{x?/*} where y is shadowing, all the results can be
easily extended to the case with shadowing as [14], [37].

* Multiple Antennas. Additional enhancements like multiple
antenna communication could be extended to improve
coverage performance. Although we do not explicitly
consider antenna sectoring (that is multiple antenna com-
munication situation), it can be easily incorporated in the
current model if sectoring is done randomly. If the beam is
partitioned into n equal sectors, the density of interfering
BSs reduces by a factor of n because the probability that
the beam of any BS would point towards a randomly
chosen BS is 1/n.

e Power Control. The topic discussed in this paper is de-
ployment strategy problem. Therefore, the assumption that
BSs in each tier use the same link transmission power is
reasonable since BSs in each tier (e.g., MaBSs and MiBSs)
have the same configurations. However, power control
together with other schemes such as frequency reuse and
resource allocation [38], [39] can further optimize the
system performance. Therefore, we propose a simple way
to approximately extend our work to consider the case
where MaBSs or MiBSs use different link transmission
power. That is, we assume MaBSs as well as MiBSs have
K1 and K2 kinds of link transmission power configuration
respectively and each BS is randomly configured with the
link transmission power. Then the analysis model is also
applicable just by extending the tier number from 2 to
K =K1+ Ka2.

III. IMPACT OF DEPLOYMENT STRATEGY ON
COVERAGE PERFORMANCE

In this section, we derive and analyze the relations between
the average coverage probability and deployment strategy (i.e.,
BS density and BS transmission power) with stochastic geom-
etry tools, which can guide the deployment strategy optimiza-
tion in next section. Although similar expressions of average
coverage probability have been given in [23], [33], they are
not intuitive for designing deployment strategy because BS
density and BS transmission power are separated. Through
some transformations, we combine them together as one term,
named energy-related deployment factor, and find some new
interesting results as shown in Theorem 1, Theorem 2 and
Theorem 3.

The coverage probability of a user is defined as:
Pe =P[SINR = 1], ()

where + is the outage threshold. Note that the outage probability
is 1 — Po = P[SINR < ~], which is also the cumulative dis-
tribution function (cdf) of the user’s SINR. Based on this, our
following work can be extended to guarantee SINR or spectral
efficiency distribution performance, rather than just coverage
performance. (5) can be calculated by:

Pe = E,, (P[SINR(x:) > 7)), ©)
where E,, (.) represents taking the expectation with respect to
x;, and P[SINR(z;) > 7] is the coverage probability given
that the user is associated with the BS located at point x;
(belonging to th tier), which can expressed as:

ZUTE AT
I, + 02 =7

_ v (Ixi +02)
=F {h = Piw)

@ exp —0* E exp 7 a;
Pil(z;)) Pil(z;)

_ —yo? v
= &P <Pil($i)> L, (R-Z(:m)) @

where (a) follows from h;, ~exp(1l), and Ly, (s) is the
Laplace transform of the cumulative interference from all the
tiers I, which is given by:

PISINR() 25| =P |

ﬁIx,; (5) = H E{)j H Ehwj [exp (75Pjhle(1;j))]
j=m,M | z;€P; /s
1
= II B | II v ) )
j=m,M | €@, /@, L+ Sle(xj)

Obviously, (6) and (8) are dependent on the location distri-
butions of served BS x; and interference BSs ;. Though we
apply the PPP model, with different user association schemes,
there are different distribution results and hence cause different
coverage results. The coverage probabilities of heterogeneous
networks under instantaneous SINR based scheme and average
received power based scheme are given out in Theorem 1 and
Theorem 2, respectively.

Theorem 1: (Instantaneous SINR based scheme). For het-
erogeneous networks consisting of MaBSs and MiBSs, when
~v > 1, the coverage probability for a typical randomly located
user under the instantaneous SINR based scheme is:

Psinr(A) :7TA/ exp (—AC(a)vwat) exp (—70275%) dt,
t=0

(C))

where A=\, PZ° +/\MP]2V/Q, and C(a) = (2%/a)csc(27/ ).

Proof: Combine (6)—(8) with lemma 1 in [23] (i.e., a

typical user can connect to at most one BS when v > 1) and

Campbell Mecke Theorem, and through some algebraic
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manipulations similarly to [23], we can get the following result
(the more details can be found in [23]):

Psing
)‘M/QW'GXP< )\MP2/Q+>\ Pz/) (a)(’Y/Pzw)Q/ar2>
Xexp( (v/Par)o®r®)dr

+ Am

T

277 exp — ()\MP]%/I/Q+)\m P%/a) Cla) ('y/Pm)2/a7'2)

g\g

X exp (— (Y/Pm)o?r® (10)

The result consists of two parts. For the first part, we use
transformation ¢ = 72/ P2/®. For the second part we use trans-

)dr.

formation ¢t = r?/ Pﬁ/ %, Then after some algebraic manipula-
tions, we get the formula (9), which completes the proof. [l

Theorem 2: (Average received power based scheme). The
coverage probability for a typical randomly located user in the
heterogeneous networks consisting of MaBSs and MiBSs under
the average received power based scheme is:

o.¢]

PRP(A):’/TA/GXP(*A(1+Z("}/,OL,1))t) exp(—yo?t?)dt,
t=0
e8Y)
where Z (v, a, 1) =27 F1[1;1-2/a; 2—2/a; —~], and 2 F1 []
denotes the Gauss hypergeometric function.

Proof: Combine (6)—(8) with lemma 1 (i.e., the prob-
ability that a typical user is associated with the ith tier is
Bi = NP /(A P + A\ P2/™)) and lemma 2 (ie., the
PDF of the distance between a typical user and its serv-
ing BS ||z;| given that the user is associated with the ith
tier is fi.,(z) = (27\i/B;)zexp{—mz(Ap(Par/Pi)?@ +
A (P /P;)?/*)}.) in [33], and through some algebraic manip-
ulations similarly to [33], we can get the following result (the
more details can be found in [33]):

Prp .
=\ /27rrexp< ()\M—i—)\ P,./P 2/a> (1+Z('y7a71))r2>
r:0><exp(—(’y/P]\/[)UQTO‘)aTr
+ A /27rrexp< ()\MPM/P,?/O‘—H\m) (1—|—Z(7,a,1))r2)
=0

xexp(—(v/Pm)o?r® (12)

Similarly to the proof of Theorem 1, we use transformations
t=r2/ P]?/I/ “andt =r?/ P2l for the first part and the second
part, respectively. Then after some algebraic manipulations, we
get the formula (11), which completes the proof. t

Remark 1: The above results (9) and (11) can be simplified
further for the homogeneous case by setting \,,, = 0 or P, =
0, in which case they reduce to remarkably simple expressions.
Besides, Theorem 1 and Theorem 2 show that no matter which
kind of user association scheme is applied, the average coverage

probability is dependent on the term A = A, PY* 4+ MP2/ “,

)dr.

which is defined as energy-related deployment factor in this
paper.

Obviously, the network energy consumption is an increasing
function of both the Py (P,,) and Ap; ()\,,) because the
larger Pys (P,,,) means larger transmission power and the larger
Aur (M) represents more BSs. What’s about the monotonicity
of coverage probability function on energy-related deployment
factor A? With larger A (Pys, P, A, and A,,), although
the received signal is stronger, the interference user suffers
also becomes more serious. Interestingly, we can find that the
average coverage probability also increases with increasing
energy-related deployment factor A (Pys, Py, Aps, and \,y,) as
shown in Theorem 3, which will guide us optimize Py; (Py,)
and A\ps (\,,) in next section.

Theorem 3: For a typical randomly located user in the het-
erogeneous networks consisting of MaBSs and MiBSs, when
a > 2 and 02 > 0, the coverage probabilities Ps;yr(A) and
Prp(A) are monotonically increasing functions of energy-
related deployment factor A.

Proof: We take the analysis of Ps;ngr(A) as an example
here, Prp(A) can be easily obtained through similar process.
Assume any two positive real numbers A; and Ao satisfying
As > Aj, then we have

Psinr(A2)

A

(@ g/atlz‘h
AQA /exp< AQC( ) 7142

t1=0

—AsC(a)y 2/°‘t2) exp (—’ya

243 ) dt

(®) / - 2/ 243
> 1A exp ( A1 C(a)y tl) exp ( yot] ) dty
t1=0
= Psinr(A1), (13)
where (a) follows from the transformation t5 = ¢1(A;/Asz), and
(b) makes use of the fact a>2, v0? >0, and (A;/A2)<1. O
With Theorem 3 and the fact that the coverage probability is
always not larger than 1, we know that the coverage probability
ultimately converges to a fixed value with the increase of A.
The value of the converged probability is bounded as Lemma 1.
Lemma 1: When A — oo, the coverage probabilities are
bounded as

mexp (—yo?m?) . ™
< lim P A< — " (14
Clay@a = Jim. siNr(A) < Cla)y2o” (14)
mexp (—yo?m?) . T
< lim Prp(A) < —
1120y, a,1) = abs np( )_1+Z('y,oz,1)
(15)

where m is an arbitrary positive constant.
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Proof: We take the analysis of Ps;yr(A) as an example
here, Prp(A) can be easily obtained through similar process.

Psinr(A)

=7 / exp (—C’(a)’yZ/O‘t) exp <—702 (2) ) dt

=0
mA a

= / exp (—C(a)72/“t> exp (—702 (;) ) dt

=0
+ / exp (—C(Q)WQ/at) exp (-702 (;) 2) dt.
(16)

|

t=mA

When A — oo, the second term ultimately converges to 0 be-
cause 0 <exp(—yo2(t/A)*/?) <exp(—yo?m®/?)<1. For the
first term, due to exp(—yo?m®/?) < exp(—yo?(t/A)*/?) <
1, we have

mA a
t 2
. _ 2/ a2
jlir;ow/exp( C(a)y t) exp( ~o (A) >dt,
t=0
£\ 2
1 _ 2/ _~n2
j%@ﬂ/exp( C(a)y t) exp( ~o (A) )dt,
t=0
mexp (Thotm ) ; u . (17)
Clayy/> 7 Cla)y?/=
Thus, the lemma 1 is proved. |

Remark 2: From lemma 1, let m — 0, we have that the
saturated coverage probabilities are near 7/C(a)y*/® and
7/(1 4+ Z(v, a, 1)), respectively. The physical meaning of con-
vergence is that initially, when the transmission power or
density of BS (i.e., energy-related factor) is small (i.e., noise-
limited networks), that is noise-limited networks, increasing
BS transmission power or density can enhance the received
signal strength thus increase the coverage probabilities. How-
ever, with the increase of BS transmission power or density,
the networks are becoming interference-limited. In dense net-
works, the improvement in received signal power by adding
more BSs or increasing transmission power will also introduce
more interference. This is the main reason why the coverage
probability ultimately converges to a fixed value (which may
be smaller than 1.) Besides, from formulas (9) and (11), we
find that the parameters which affect the saturated coverage
probability include the outage threshold v, additive noise power
o2 and path loss exponent «. Obviously, the saturated coverage
probabilities are the monotonically decreasing functions of
and 2. It is intuitive that the channel condition is worse with
larger 02 and it is harder to satisfy the coverage requirement
with larger outage threshold ~. However, they are not the
monotonic functions of « since it affects both the received
signal power and interference power.

The fact that coverage probabilities ultimately converge to a
fixed value with the increase of A indicates that when A is large
enough, increasing A is not meaningful to enhance coverage
probabilities while consuming additional energy, which pro-
vides us with energy saving possibility. Based on this point, we

formulate an area power consumption minimization framework
under coverage performance constraints, and jointly determine
the optimal MaBS density, transmission power of MaBS, and
density of MiBS in next section.

IV. OPTIMAL DEPLOYMENT STRATEGY

After deriving and analyzing the coverage performance in
previous section, we will formulate a theoretical framework and
design the energy efficient deployment strategy for both homo-
geneous and heterogeneous cellular networks in this section.

A. Problem Formulation

There are a lot of metrics for energy efficiency, such as Area
Power Consumption (APC, power per area unit measured in
W/m?) [40] and Energy Consumption Rating (ECR, energy per
bit measured in J/bit) [41]. In this paper, we use the APC as
energy efficiency metric. APC can be also equivalent to the
network energy consumption which is the product of APC,
constant area and time.

In order to pursue a unified study on coverage performance
and energy efficiency performance, we formulate a theoretical
framework which jointly determines the optimal BS density and
BS transmission power to minimize the APC while guarantee-
ing that the coverage probability is higher than a given expected
value Py, as follows (noted as PO):

minimize  APC
AM P A, P,
SUbjeCt to PC()\Z\/h PM7 Ama P’m) 2 Pexpa

PM,max Z PJ\l Z Oa
Pm,max > Pm > Oa
A]\Lmax > )\M > Oa

Am,max = Am 2> 0, (18)

where

APC:)\M(GMNPM + bM) + )\m(amNPm + bm) (19)

The first constraint represents that the coverage probability
should be higher than a given expected value Fey;,. Note that
through setting v and P, it can be extended to SINR or spec-
tral efficiency distribution constraint. The last four constraints
are the maximum value constraints of Aps, Py, A, and Py, in
practical systems.

Obviously, APC'is the monotonically increasing function of
At Pars A, and P,,. Besides, as shown in Theorem 3, Pc
is also the monotonically increasing function of A\ys, Pas, A,
and P,,. Therefore, we have the following conclusion:

Lemma 2: If there are feasible solutions for PO, then the
optimal solutions must satisfy

Am P2 + Ay PR = A%, (20)

where A* depends on the user association scheme and is cal-
culated by (21) and (22) when instantaneous SINR and average
received power based scheme are applied respectively.

PSINR(A*) :Pexpv
PRP(A*) :Pexp~

21
(22)
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Lemma 2 can be easily proved by contradiction, which is
omitted for brevity. It should be noted that with the monotonic-
ity of Psynr(A) and Prp(A), A* can be easily solved by
bisection method [36]. With lemma 2, the first constraint of PO
can be replaced by (20).

In the following parts, we will optimize BS density and
BS transmission power for homogeneous and heterogeneous
cellular networks, respectively.

B. Optimal Homogeneous Cellular Networks Deployment

In homogeneous cellular networks where \,,, = 0 and P, =
0, PO is equivalent to (noted as P1):

minimize )\M(a]wNPM +bM)
A P
subject to )\MP]%/I/O‘ = A*,

PI\Lmax ZPM 207

>\M,max > )\M > 0. (23)

Using the equation constraint, the above two-variable prob-
lem can be simplified as single-variable problem. And the
solution to this problem is achieved for:

- 2bM ( A >a/2
P;; =min| max , » Parmax |
M ( (a]wN(Oé—Q) /\]V[,max M

(24)
(25)

Xy = A*Py

C. Optimal Heterogeneous Cellular Networks Deployment

In PO, there are four variables coupling with each other.
To simplify the analysis, we treat P, as a constant and try to
achieve the optimal \j,, P;,, and X, in the following contents.
Although the optimization of P, is ignored, we can set a lot of
typical P, values and compare the optimal APCs to achieve
the optimal P;,. It may bring a certain amount of calculations
which depends on the set of typical P, values. However, it is
acceptable for deployment planning which is offline.

With lemma 2, we have A, = P>/ “(A* — A\ P2/*) and
the APC can be re-written as:

APCZ/\M(CLMNPJW + bM) + )\m(amNPm + bm)
=Xt (ars NPar+bar) = P * A ag (N Py + b)) Py
+ P2 A* (4N Py + bpn). (26)

Therefore, the heterogeneous cellular networks deployment
problem can be formulated as (noted as P2):

minimize Ay G(Pyy)
APy
subject to  Ppsmax > Py > 0,

)\M7max > )\M Z Oa

A > APy > A" = Aymax PH®, 27)

where

G(z) =ar1x — asz®® + by,
ay =ap N,

ag = P2 (a4 NPy + byy,). (28)

Obviously, one challenge to solve the optimal deployment
strategy problem is that A\y; and Pp; couple with each other.
Thus, we try to decouple them to simplify the problem. Fortu-
nately, we have the following lemma.

Lemma 3: For P2, given Py, we have the optimal \}:

« 2/a
s (AAP/Pm o> G(Par) > 0:
7v[ = . " 9
min (é/a, AM,maux) 9 G(P]W) < 0
P]Vf

With lemma 3, the optimal deployment strategy problem can
be divided into the following four cases, each of which is single-
variable problem and can be solved easily.

1) Case 1: G(Pp) >0 and A" — Apmax P ® < 0. In

this case, from (29), we have A}, =0 and hence A, ; =
P{f/a(A* — )\’5\471P1%4/a) — P2/* A* Then the original prob-
lem P2 can be converted to the following problem, called
P2-1:
minimize 0
Py

subjectto Py max > Py >0,

G(Py) > 0. (30)

The physical meaning behind this case is that when MiBS is
more energy efficient than MaBS and all the available MiBSs
can support the predefined coverage performance requirement,

we only need to deploy P2 A* MiBSs.

One difficult to handle P2-1 (including P2-2~P2-4 in
following contexts) lies in function G(x). Fortunately, it has
the following feature:

Lemma 4: If G((aa1/2a2)*/ =) >0, then G(x) >0
when = > 0; otherwise, there are x; and x5 satisfying

G(z1) =G(z2) = 0;
G(z) <0,z € (x1,x2);
G(z) >0,z € (0,21) U (x2,00).
Proof: Tt can be proved by analyzing the derivation of
G(x) as follows:
dG(x)
dx
Due to a:>2, we have lir%(dG(x)/dx) =—ooand lim (dG(x)/
T—r T—00
dz)=ay > 0. What's more, (dG(2)/dx)|,_ (44, j20,)/ o) =
0. Obviously, dG(z)/dz is an increasing function of x. Hence,
combining these facts together, we have G(z) is a decreas-

ing function when x € (0, (aa; /2a5)*/(>~*)] and an increas-
ing function when 2 € (aa; /2a2)*/ =), 00). Combining this

2&2 _
x2/a 1

€29

:al—
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conclusion with G(0) = by; > 0 and lim G(x) = oo, we have
Tr—00
lemma 4. (]

If 1 and x5 exist, they can be solved by bisection method
[36]. With this property, the constraint G(Py;) > 0 can be
further simplified as a closed interval of Py; and P2-1 can be
solved easily. The detail is omitted for brevity here.

There may be no feasible solution for P2-1. If the solution
exists and suppose it is Py, ;, then we have the optimal value
Y1 = Ay 1 G(Pyy 1) = 0; otherwise, let Y7 = oo.

2) Case2: G(Py) > 0and A* — Ay max P/ ™ > 0. In this
case, from (29), we have A}, = (A" — )\m’mafon,/a)/Pffa
and hence X, , = PRAAr — )‘7\/[,2131%/1/&) = A\pm.max- Then
the original problem P2 can be converted to the following
problem, called P2-2:

A* - )\m,maxpgl/a

o . . P
minimize PJL\,J/Q G(Pu)
subject to  Pafmax > Pu > 0,

)\M,max Z

G(Py) > 0. (32)

This case means that although MiBS is more energy efficient,
after deploying all the available MiBSs which are not enough to
support the predefined coverage performance, we need to addi-
tionally deploy some MaBSs. The density of MaBS depends on
the optimal transmission power which is the solution of P2-2.

There may be no feasible solution for P2-2. If the solu-
tion exists and suppose it is Py 5, then we have the optimal
value Njy o = (A = AmaxPod ©)/ P22/ and Yo = Ny
G(PX/[,Q); otherwise, let Y5 = oco.

3) Case 3: G(Py) <0 and A*/P/™ < Aafmax. In this
case, from (29), we have )\M3 = A*/P]%/[/a and hence )\;73 =
P2l (A" — AMSPJ%I/O‘) = (. Then the original problem P2
can be converted to the following problem, called P2-3:

o A
minimize ~ ——~G(Pu)
Par P]\J/a
subjectto  Pprmax = Py >0,
A*
% g /\M,max-
Py

(33)

This case means that when MaBS is more energy efficient
than MiBS and the predefined coverage performance can be
supported through optimizing the transmission power and den-
sity of MaBS, we only need to deploy MaBSs.

There may be no feasible solution for P2-3. If the solution
exists and suppose it is Py, 5, then we have the optimal value
Nips = A"/ Py 5%/ and Y = A*/Pj; ;% *G(Pj; 5); other-
wise, let Y3 = oo. '

4) Case 4: G(Py) <0 and A*/P2/® > Ay . In this

*

case, from (29), we have Xfw) 4 = AM,max and hence )\m74 =

P (A" = XNy PH®) = P (A" = Mtmax P ). Then
the original problem P2 can be converted to the following
problem, called P2-4:

minimize A, max G (Par)
P
SUbjeCt to PM,max > Py > Oa
G(PM) <0,
A*
W > )\]\/I,ma)u
M

Mrmax P ® > A" = Apmax P2/, (34)

This case means that when MaBS is more energy efficient
than MiBS, after deploying all the available MaBSs which are
not enough to support the predefined coverage performance, we
need to additionally deploy some MiBSs. The density of MiBS
depends on the optimal MaBS transmission power which is the
solution of P2-4.

There may be no feasible solution for P2-4. If the solution
exists and suppose it is Py, ,, then we have the optimal value
Npwoa =P (A NPl %) and YimAasmax G (Pip o)
otherwise, let Y; = oco.

Remark 3: From the above analysis, we find an interesting
result that which is more energy efficient between MiBS and
MaBS depends on the properties of positive and negative of
G(Pas). If case 1 and case 2 (G(Pyr) > 0) exist and have
feasible solutions, it means that MiBS can be more energy
efficient. Hence we attach a higher priority to deploy MiBSs
in these two cases. Only if the available MiBSs can not support
the predefined QoS requirement, we need to additionally deploy
some MaBSs. On the contrary, if case 3 and case 4 (G(Pyy) <
0) exist and have feasible solutions, it means that MaBS can
be more energy efficient. Hence we attach a higher priority to
deploy MaBSs in these scenarios. Only if the available MaBSs
can not support the predefined QoS requirement, we need to
additionally deploy some MiBSs. Besides, all the cases show
that the optimal BS density is dependent on BS transmission
power, and hence optimizing MaBS transmission power is
meaningful to reduce APC, which is ignored by the existing
works [29], [31], [32].

After discussing the above four cases and solving P2-1~
P2-4, we can get the optimal deployment strategy for hetero-
geneous cellular networks (the solution for P2) as follows:

[ ?\mPJ*wa/\*m] = [ Rf,iapjtf,ia)\fn,i] : (35)

where 7 = arg mini=1,27374{Yi}.

V. NUMERICAL RESULTS AND DISCUSSIONS
A. Simulation Setup

In this section, through numerical simulation, we first in-
vestigate the impact of energy-related deployment factor A
on the system coverage performance, then verify the APC
performance by comparing the homogeneous scenario and het-
erogeneous scenario, our designed deployment strategy and the
existing work.
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TABLE 1
SIMULATION PARAMETERS
Parameters Assumption
Total BS bandwidth 20 MHz (N = 100) [35]
Additive noise power 0?2 =-100 dBm

Pathloss exponent

Max. available MaBS density
Max. MaBS transmission power
Power parameters of MaBS
Max. available MiBS density
MiBS transmission power
Power parameters of MiBS
Outage Threshold

a € [3.54.5]
/\M,maac — 1076m7
N - Prtymae = 40 W (46 dBm) [16]
am = 22.6, by = 4124 W [16]
Am,maz € [10°6,2 x 107 %] m 2
N - P, =2 W (33 dBm) [16]

am = 5.5, by = 32 W [15]

v =-6.5 dB [42]

2

0.9+
0.8+
0.7 H

0.6

P 65 BB \Ba=35
& Uit —e— y=-10dB,a=4
0.3 —a— y=-10dB,a =4.5
0.2 ceete. y=-5dB,a=35
cr0--- y=-5dB,a =4
0'1_.‘\’. ceihr-.. y=—5dB,a =45
0.04"
S A A —
0.0 0.2 0.4 6

Fig.2. Coverage probability as a function of energy-related deployment factor
A (Average received power based scheme).

Since this evaluation depends on many variables, different
cases are studied where some parameters vary, while the re-
maining ones, unless otherwise stated, are equal to their default
representative values, summarized in Table I. It should be noted
that we use a typical simulation scenario of a LTE system
[35], where the total bandwidth is divided into many Resource
Blocks (RBs). One RB pair consists of 12 subcarriers in the
frequency domain (i.e., 180 kHz). It assumes that the total
transmission power is evenly allocated to each RB. The power
model parameters can be found in [16].

B. The Impact of Energy-Related Deployment Factor on the
Coverage Performance

Figs. 2 and 3 depict how the energy-related deployment fac-
tor A affects the coverage probability under different channel
environments and different user association schemes. We have
the following four observations:

1) The coverage probability is an increasing function of
energy-related deployment factor A for both channel en-
vironments and user association schemes, which corrobo-
rates the accuracy of our theoretical analysis as Theorem 3.

2) Given the coverage outage threshold, all the coverage
probability curves eventually converge to a fixed value.
For example, the coverage probability curves eventually
converge to 0.836 and 0.633 when v = —10 dB and v =
—5 dB under average received power based user associa-
tion scheme in Fig. 2. This means that when A is large

0.7 -
0.6 1
0.5
0.4 1
PC 031 FATA, -0-0
y=0dB,ax =3.5
0.2+ —e— y=0dB,aa=4
0.14 —a&— y=0dB,aa=4.5
' O y=5dB,a=3
0.0 < 0--- y=5dB,a=4
ci--- ¥y =5dB,aa=4.5
-0.1 TrrI vy rers Tr T rrreroy | R Tr I v ey
0.0 0.2 0.4 0.6 W/ km2
A
Fig.3. Coverage probability as a function of energy-related deployment factor

A (Instantaneous SINR based scheme).

enough, increasing A is not meaningful for enhancing
coverage probability while consuming too much energy.
This is the point why we can save energy through de-
signing deployment strategy. Besides, it should be noted
that the outage probability is 1 — Po = P[SINR < 7],
which is also the cumulative distribution function of
user’s SINR. Therefore, as shown in Figs. 2 and 3, the
higher v is, the smaller the eventual value is. Through
setting fit threshold and expected probability values, our
optimization framework can save system energy while
guaranteeing the users’ SINR or spectral efficiency dis-
tribution requirement.

3) The smaller « is, the higher the convergence rate is. The
reason is that the smaller @ means better channel envi-
ronment. With better environment, the QoS requirement
is more easy to be satisfied.

4) Compared Fig. 2 with Fig. 3, it is obviously that the
instantaneous SINR based scheme is superior to the av-
erage received power based scheme. For example, the
coverage probability curves eventually converge to close
values, i.e, near 0.6 when v = 0 dB for the former and
v = 5 dB for the latter. The reason is that instantaneous
SINR based scheme ensures that user connects to the BS
which provides highest SINR when v > 1.

C. Performance Comparison Between Homogeneous Scenario
and Heterogeneous Scenario

In this subsection, we compare the energy efficiency per-
formance between homogeneous scenario and heterogeneous
scenario with different configurations. The optimal deployment
strategy and the corresponding energy consumption results are
shown in Fig. 4. The homogeneous scenario and heterogeneous
scenario are denoted as Ho and He, respectively. As shown in
Fig. 4(a), the performance of heterogeneous scenario is superior
to the homogeneous scenario performance, which accords with
the conclusion in [16]. The main reason is that with the prac-
tical power model parameters in [35], MiBS is more energy-
efficient than MaBS, i.e, G(Py) > 0. Thanks to deploying
some MiBSs, we can deploy less, even no MaBSs to guarantee
the user’s QoS requirement. The less energy each MiBS con-
sumes, the larger the performance gap between Ho and He is.
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Fig. 4. Performance comparison between homogeneous scenario and heterogeneous scenario. (o = 4). (a) Optimal energy consumption; (b) Optimal A,;

(c) Optimal A py; (d) Optimal Py .

Besides, the optimal energy consumption is an increasing
function of Pey,. The fact behind it is that we need to deploy
more BSs to make sure coverage probability is at least FPeyy,.
When Py, is small enough, such as less than 0.65, the available
MiBSs are enough to provide the expected service quality.
Thus, the optimal \y; and P, are O as shown in Fig. 4(c) and
(d). As depicted in Fig. 4(b), the needed MiBS density increases
as the increase of Peyp,. This trend terminates at the maximum
available MiBS density. With less available MiBSs, the smaller
Pexp which can be supported by MiBSs is. For example, the
maximum P, which can be supported by MiBSs are 0.64 and
0.67 when Ay, max = 1076 m™2 and Ay max = 2 X 1079 m~2,
respectively. On the other hand, with less available MiBSs,
we need to deploy more MaBSs when the available MiBSs
can not support the QoS requirement as depicted in Fig. 4(c).
The reason is that when MiBS is more energy efficient and
MaBS is necessary, the optimal Py, for different configurations,
which are the solutions of P2-2, are the same as shown in
Fig. 4(d). Thus, more MaBSs are needed in less available
MiBSs scenario.

D. Performance Comparison Between Our Proposed Scheme
and Existing Scheme

In this part, we investigate the energy efficiency gain of
our proposed scheme which jointly optimizes the BS density

and transmission power through comparing with the existing
scheme which just considers the BS density optimization [29],
[31], [32]. We denote our proposed novel scheme and the
existing traditional scheme as Nov and Tra respectively. The
results can be found in Fig. 5.

For Tra, we configure MaBSs with high transmission power
Py =04 W and low transmission power Pp; = 0.05 W,
respectively. Besides, we consider two scenarios where the
available MiBS densities are Ay max = 107 m2 and
Amomax = 2 X 107 m—2, respectively. From all curves in
Fig. 5(a), we can observe that our proposed scheme consumes
less system energy than the existing scheme. Due to the higher
energy efficiency of MiBS, i.e, G(Pas) > 0, all the schemes
deploy as much as MiBSs as shown in Fig. 5(b). When MiBSs
are not much enough to satisfy user’s requirement, then some
MaBSs are deployed. Therefore, the optimal MiBS densities of
both two schemes are equaled to each other. Although with the
same MiBS density, our proposed scheme solves the optimal
MaBS transmission power instead of using the fixed power
as Tra and hence has higher energy efficiency. The optimal
MaBS transmission power which is adjusted with the change
of Peyp, can be found in Fig. 5(d). When Py, is small enough
(smaller than 0.52), the optimal MaBS transmission poweris O W.
After P.yp increased, the optimal MaBS transmission power is
0.1459 W which is the solution of P2-2 or P2-3. When Py,
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is large enough (e.g., 0.62) and available MiBS is little (e.g.,
107 m~2), the optimal MaBS transmission power further
increases (e.g., 0.25). With optimal MiBS density and optimal
MaBS transmission power, the optimal MaBS can be easily
achieved from (16) to make sure the coverage probability is
higher than Py, as depicted in Fig. 5(c).

VI. CONCLUSION

In this paper, we study the impact of deployment strategy
on the system coverage and energy consumption performance
in cellular networks. The expressions of average coverage
probability are derived. From the results, we find that the system
coverage performance first increases then converges to a fixed
value with the increase of energy-related deployment factor
A=\, PYY 4\ MP]%I/ . Based on this point, we formulate
the area power consumption minimization framework under
coverage performance constraints, and jointly determine the
optimal MaBS density, MaBS transmission power, and MiBS
density. Interestingly, the optimal solutions show that given
Py, we should attach a higher priority to deploy MaBSs when
G(Par) < 0 and deploy MiBSs when G(Py;) > 0. Through
simulation with practical data sets, numerical results con-
firm that: 1) Compared to homogeneous network deployment,
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Performance comparison between our proposed scheme and existing scheme. (« = 4.5). (a) Optimal energy consumption; (b) Optimal A,y ; (¢) Optimal

heterogeneous network deployment has absolute advantage in
energy efficiency performance; 2) Our joint BS density and BS
transmission power optimization strategy consumes less energy
than the existing strategy which just considers the BS density
optimization.

Since our analysis is based on Rayleigh fading assumption,
the future work will focus on considering more general fading,
such as the Rician channel fading.
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