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This paper deals with the solution of the spherically symmetric time-dependent Hartree-Fock approximation
applied to nuclear giant monopole resonances in the small amplitude regime. The problem is spatially unbounded
as the resonance state is in the continuum. The practical requirement to perform the calculation in a finite-sized
spatial region yields an artificial boundary, which is not present physically. The question of how to ensure the
boundary does not interfere with the internal solution, while keeping the overall calculation time low is studied.
Here we propose an absorbing boundary condition scheme to handle the conflict. The derivation, via a Laplace
transform method, and implementation is described. An inverse Laplace transform required by the absorbing
boundaries is calculated using a method of nonlinear least squares. The accuracy and efficiency of the scheme is
tested and results presented to support the case that they are an effective way of handling the artificial boundary.
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I. INTRODUCTION

As a quantum system the behavior of a nucleus over a period
of time obeys the N -particle time-dependent Schrödinger
equation (TDSE). Solving the full many-body TDSE an-
alytically or even numerically is generally not tractable.
However, approximate solutions can be gained by solving
the time-dependent Hartree-Fock (TDHF) equations [1,2].
The simplification still does not allow analytic solutions, but
numerical techniques can be applied and the computational
cost kept manageable.

The TDHF equations are a coupled set of initial-boundary-
value problems for which it is common to apply finite
differencing methods in both spatial and temporal coordinates.
In this scheme the equations can be solved by, e.g., a
series of matrix inversions. One difficulty with these types
of computational solution is the limitation of calculating
wave functions in a finite spatial region, which introduces an
artificial boundary into calculations. Appropriate conditions
for the boundary have to be chosen. In cases where the system
can be fully contained in a region for all time, the values at the
boundary can simply and correctly be set to zero. However, in
many situations particles are emitted from a system into the
continuum. This is common in the case of giant resonances, as
most are above the particle decay threshold [3]. These particles
move off into the continuum physically, yet computationally
they will reach the artificial boundary [4,5].

The most crude, and simple, way of tackling this problem
is to use reflecting boundaries, which rebound any matter
that comes into contact with them. A fully accurate solution
with these boundary conditions can occur in the case that the
reflecting boundary is sufficiently distant from the original
nucleus that emitted flux does not reach the boundary within
the simulation time. Although such reflecting boundaries are
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easy to implement, in some cases the large spatial domain
required results in inefficient calculations [6,7].

More efficient solutions have been sought in the form
of absorbing potentials. These attempt to use reflecting
boundaries in a sensibly sized region, and then use a complex
potential to remove matter that approaches the boundary. This
can prevent reflections taking place and works well in some
situations [7]. However, in general, a given absorbing potential
will not work with perfect efficiency at all frequencies, and
these potentials may still require considerable spatial extent to
work very well [6,8].

Here we present a method of implementing absorbing
boundary conditions (ABCs) [9]. These rely on choosing the
artificial boundary such that the potential outside of it has
a simple form. The resulting equations in the exterior can
be manipulated into a boundary condition for the interior
problem which can be applied closer to the initial bulk of
matter. The propagation of waves in the exterior region then
does not have to be dealt with explicitly. In solving the TDHF
equations, a simplified Skyrme interaction is used in the
implementation which reproduces the magic numbers needed
for 4

2He, 16
8 O, and 40

20Ca to be seen without the complexity of
the full interaction [10], as a reasonable proof of concept.
Spherical symmetry is also assumed inside and outside of
the artificial boundary. The calculations involve various forms
of differential equations, each of which require their own
absorbing boundary conditions. Here a continuous absorbing
boundary condition is implemented [9] which improves on pre-
vious work [11] by accounting for the long-ranged Coulomb
potential. The previous work is modified by approximation
of the required inverse Laplace transform via the use of a
nonlinear least squares method [12].

The structure of this paper is as follows. Section II
gives a brief summary of the types of giant resonance and
their properties. The theory and discretization for the time-
dependent Hartree-Fock approach is described in Sec. III.
Section IV describes the absorbing boundary conditions, the
nonlinear least squares method, and their application to TDHF.
Testing of the ABCs implementation is given in Sec. V
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and results of the TDHF with ABC calculations are given
in Sec. VI.

II. GIANT MONOPOLE RESONANCES

Giant monopole resonances (GMRs) are collective ex-
citations of the nucleus, meaning most if not all particles
are involved in the excitation [3]. They are well studied
experimentally, being first observed in 1977 [13] and their
study has continued to the present day [14–16]. Excitation
of the monopole resonance is commonly performed with
α scattering [14]. The requirement for angular momentum
conservation excludes the possibility of excitation by a photon,
as is performed for the dipole resonant mode [17]. Aside
from shedding light on the structure of individual nuclei,
further interest in GMRs is provided by their relation to the
incompressibility of nuclear matter and the consequent light
they shed on the equation of state with consequent importance
in understanding neutron stars, supernovae explosions, and
heavy-ion collision [18].

Our main interest in this phenomenon, however, is owing
to the simplified analysis they allow for. Specifically they are
a purely radial excitation and hence by considering only the
subset of doubly magic nuclei we are able take advantage
of spherical symmetry in the calculations. As is common
when developing new methods a simplified Skyrme potential,
containing just the t0 and t3 terms, is used [10,19–23]. As
was commented on previously [11] this cannot be expected
to give a detailed comparison with experiment, but is used to
demonstrate the features of the new method.

The key quantity for comparison to experiment is the
strength function, which can be related to the experimental
cross section. This quantity has been noted to be particularly
sensitive to the boundary conditions applied to the TDHF
equations [6]. Therefore, we shall measure success as the
accurate reproduction of this quantity, free of artifacts that
may arise from the boundary conditions.

III. TDHF

Originating with a formulation by Dirac [24], the time-
dependent Hartree-Fock method became practical for realistic
calculations in nuclei only with the advent of sufficiently
advanced computational facilities [25–27]. It has been widely
applied to heavy-ion collisions and giant resonances, as well
as selected other problems. A recent review [28] covers many
such applications.

A. Theory

The TDHF method relies on the time-dependent variational
principle in which the action, defined as

S[�(t)] =
∫ t1

t0

〈�(t)|i� ∂

∂t
− Ĥ |�(t) 〉 dt, (1)

is minimized. If one considers a trial wave function |�(t)〉
belonging to a general Hilbert space it can be shown that
the Schrödinger equation is retrieved upon minimizing the
above. The TDHF method considers a trial wave function in
a restricted space of antisymmetric Slater determinants [29],

given in the spatial-spin-isospin basis as

�(A)( �z1, . . . , �zN,t) = 1√
N !

∣∣∣∣∣∣∣
φ1( �z1,t) · · · φ1( �zN,t)

...
. . .

...
φN ( �z1,t) · · · φN ( �zN,t)

∣∣∣∣∣∣∣.
(2)

The coordinate �zi = (�ri,σi,τi) describes spatial, spin, and
isospin degrees of freedom. The wanted result from minimiz-
ing in this space of restricted wave functions is to produce a
numerically tractable problem. The Hamiltonian Ĥ for nuclear
calculations is accepted to contain a kinetic operator and two
and three body operators that describe the potential [1,30,31].
In the spatial-spin-isospin basis this takes the form

Ĥ ( �z1,..., �zN ) = − �
2

2m

N∑
i=1

∇2
i (�ri) +

N∑
i=1

i−1∑
j=1

v̂
(2)
ij ( �zi, �zj )

+
N∑

i=1

i−1∑
j=1

j−1∑
k=1

v̂
(3)
ijk( �zi, �zj , �zk). (3)

In this work we shall use the simplified t0-t3 Skyrme interaction
for the nuclear components of the potential and the electrostatic
interaction for the Coulomb component. This yields the two
body potential as [32,33]

v
(2)
ij (�r,�r ′) = t0δ(�r − �r ′) + η

|�r − �r ′|Pi,j , (4)

where η = e2

4πε0
≈ 1.44e2 MeV−1 fm−1 and Pij is zero if i

and/or j is a neutron and one if i and j are protons. The three
body potential is given as [32,33]

v
(3)
ijk(�r,�r ′,�r ′′) = t3δ(�r − �r ′)δ(�r ′ − �r ′′). (5)

The values t0 = −1090.0 MeV fm3 and t3 =
17288.0 MeV fm6 are used [11]. Performing the minimization
of the action with the Hamiltonian as described above can
be shown to produce the following set of equations for the
reduced radial single particle wave functions [10,25]:

i�
∂Qn,l(r,t)

∂t
= ĤHFQn,l(r,t), (6)

where the Hartree-Fock Hamiltonian is given as

ĤHF =
[
− �

2

2m

∂

∂r2
+ V (r,t,ρn,ρp) + �

2

2m

l(l + 1)

r2

]
. (7)

The above equations are subject to the boundary conditions

Qn,l(0,t) = 0, (8)

Qn,l(r,t) → 0, as r → ∞, (9)

and an initial condition, described later. The spatial part of
the three-dimensional single particle wave functions can be
retrieved from the above from

φ(�r,t) = Qn,l(r,t)

r
Ym

l (θ,ϕ), (10)

where Ym
l (θ,ϕ) is a spherical harmonic and l and m are the

orbital and magnetic quantum numbers, respectively. When
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calculating a neutron single particle wave function the potential
V (r,t,ρn,ρp) is equal to

Vn(r,t,ρn,ρp) = t0

(
ρp + 1

2
ρn

)
+ t3

4
ρp(ρp + 2ρn), (11)

and when calculating a proton

Vp(r,t,ρn,ρp) = t0

(
ρn + 1

2
ρp

)

+ t3

4
ρn(ρn + 2ρp) + Vc(r,t). (12)

The densities are given by

ρ(r,t) = 1

4πr2

∑
(n,l)∈S

(2l + 1)|Qn,l(r,t)|2, (13)

where the sets Sn and Sp replace S, in the above, for the neutron
and proton densities, ρn and ρp, respectively. The sets Sp and
Sn contain the values of (n,l) for the protons and neutrons
within the system. The particular (n,l) values we take for each
nuclei are shown in Table I.

The Coulomb potential Vc(r,t) can be found by solving the
following differential equation:

∂2Wc(r,t)

∂r2
= −4πηrρp(r,t), (14)

for Wc, subject to the boundary conditions

Wc(0,t) = 0, (15)

∂Wc(r,t)

∂r

∣∣∣∣
r=RCoul

= 0, (16)

where ρp = 0 for r � RCoul. The Coulomb potential can then
be calculated from Wc(r,t) via

Vc(r,t) = Wc(r,t)

r
. (17)

It is noted that the minimization also produces an exchange
term for the Coulomb potential which, for simplicity, is
excluded in this analysis. Extension of the method to include
the full Coulomb exchange would not be straightforward,
partly due to the extra long-ranged component to the fields,
but also due to the practice of making the difficult Coulomb
exchange practical by using an oscillator basis [34,35].

TABLE I. Table showing the explicit elements of the set Sn and
Sp for the nuclei considered here.

Nucleus (n,l) ∈ Sn or Sp 2l + 1

Helium-4 (0,0),(0,0) 1
Oxygen-16 (0,0),(0,0) 1

(0,1),(0,1) 3
Calcium-40 (0,0),(0,0) 1

(1,0),(1,0) 1
(0,1),(0,1) 3
(0,2),(0,2) 5

The initial condition

The initial condition in these calculations is defined to be
the result from applying a boost operator on the ground state

�( �z1, . . . , �zN,t = 0) = eiεr2
�0( �z1, . . . , �zN ). (18)

The ground state �0( �z1, . . . , �zN ) is found using the time-
independent Hartree-Fock method in which the energy is
minimized in a space of Slater determinants to produce

ĤHFQn,l(r) = En,lQn,l(r), (19)

which relies on the time-independent equivalents of Eqs. (7)–
(17).

B. Numerical procedure

Equations (6), (14), and (19) are all solved numerically
by finite difference methods. So the following discrete spatial
variable is defined:

rm ≡ m�r, �r = R

M
, (20)

where m = 1,2, . . . ,M . Time is chosen to be discretized by
the equidistant set of points,

tn = n�t, �t = T

N
, (21)

where n = 0,1, . . . ,N .
We use the methods described previously [11] to calculate

the ground state and time-dependent wave function on the
spatial and temporal grid. Linear equations are produced for
the stationary case through use of a self-consistent scheme,
which can be expressed as a series of matrix eigenvalue
problems by using central differences. An intermediate step
via the evolution operator is used to produce linear equations
in the time-dependent case, which are then discretized in
time using the Crank-Nicholson scheme [36] and space using
central differences, producing a series of matrix inversions.
In practice the LAPACK subroutines [37] are used to solve the
matrix equations.

IV. BOUNDARY CONDITIONS

In this section we discuss the method of treating the
TDHF equations in the continuum. The first part of the
section discusses the derivation of an absorbing boundary
condition, applicable to nuclear calculations. This will be
seen to require the inverse Laplace transform of a kernel. A
nonlinear least squares approach [12,38,39] is then described
to provide an accurate approximate of the kernel by a sum of
poles, whose inversion can be found in tables [40,41]. Finally,
discretization of the absorbing boundary condition for use with
the Crank-Nicholson scheme is described.

A. The problem in the exterior

Application of absorbing boundary conditions require us
to split the domain into two regions: an interior and an
exterior [9,42]. In the nuclear problem we have two types
of potential: the short-ranged Skymre potentials and the
long-ranged Coulomb and centrifugal potentials. We choose
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to split our domain so that the potential in the exterior contains
just the long-ranged components.

In order to ensure the Skyrme potentials are only present in
the interior, we assume that the density is zero in the exterior.
So in our analysis we make the assumption

ρp = ρn = 0, (22)

for r � R. Of course this will only be approximately true,
as some of the density will move into the exterior during the
calculation. However, as was shown previously in the linear
regime the effect is not detrimental to the results [11]. Using
the above we may write the potentials (11) and (12) in the
exterior as

Vn(r,ρn,ρp,t) = 0, (23)

Vp(r,ρn,ρp,t) = Vc(r,t). (24)

Assumption (22) and Gauss’ law also allows for the Coulomb
potential to be simplified to

Vc(r) = ηNp

r
. (25)

Assuming elementary charge units, Np is the number of
protons. Using Eqs. (23), (24), and (25) with Eq. (6) we can
write the following form of equation that all general single
particle wave functions obey in the exterior:

i�
∂Q(r,t)

∂t
= − �

2

2m

∂2Q(r,t)

∂r2
+

(
σ

r
+ �

2

m

l(l + 1)

2r2

)
Q(r,t),

(26)

which is subject to the boundary condition

lim
r→∞ Q(r,t) = 0. (27)

Within Eq. (26) we use

σ =
{
ηNp, for protons
0, for neutrons. (28)

The n,l values are kept implicit in the notation for Q as we are
considering the form of a general single particle wave function.
We continue by deriving some absorbing boundary conditions
for Schrödinger-like equations that have the above form in an
exterior region.

B. Absorbing boundary conditions

Equation (26) may be written more compactly by letting
t → m

�
t and σ → m

�2 σ , producing

i
∂Q(r,t)

∂t
= −1

2

∂2Q(r,t)

∂r2
+

(
σ

r
+ l(l + 1)

2r2

)
Q(r,t). (29)

We now recall the definition of the Laplace transform,

f̂ (s) =
∫ ∞

0
f (t)e−st dt (30)

and its inverse, the Bromwich integral [43],

f (t) = 1

2πi

∫ c+i∞

c−i∞
f̂ (s)est ds. (31)

c is chosen such that the poles of f̂ (s) are to the left of the
contour. The hat notation is now used to imply the Laplace
transform of a function. We proceed by multiplying Eq. (29) by
e−st and integrating in time from 0 to ∞, to get the differential
equation for the Laplace transform of Q(r,t),

1

2

∂2Q̂(r,s)

∂r2
+

(
is − σ

r
− l(l + 1)

2r2

)
Q̂(r,s) = 0. (32)

The above is simplified by assuming the initial condition is
zero in the exterior region. This is not restrictive for our needs
because the nuclear wave function is localized around the
origin. Letting z = br

√
s, where b = −2i

√
2i and choosing

the square root to be on the branch having a positive real part,
produces

∂2Q̂(r,s)

∂z2
+

(
−1

4
+ κ(s)

z
+

1
4 − μ2

z2

)
Q̂(r,s) = 0, (33)

where

κ(s) = −σ

√
i

2s
, (34)

μ = l + 1

2
. (35)

Equation (33) has Whittaker M and W functions as a
satisfactory pair of solutions [44] meaning the general solution
is

Q̂(r,s) = AMκ,μ(z) + BWκ,μ(z). (36)

As the Laplace transform of boundary condition (27) is
evaluated at infinity, its application can be achieved by
inspection of an appropriate asymptotic series. Assuming
c > 0 in the Bromwich integral implies that − 1

2π < arg z =
arg br

√
s < 0 along the integration path, so the following

equations are valid [44] for z → ∞:

Mκ,μ(z) ∼ �(1 + 2μ)

�
(

1
2 + μ − κ

)z−κe(1/2)z
2F0

×
(

1

2
+ μ + κ,

1

2
− μ + κ,

1

z

)

+ �(1 + 2μ)

�
(

1
2 + μ + κ

)zκe−(1/2)zeπi[κ−μ−(1/2)]
2F0

×
(

1

2
+ μ − κ,

1

2
− μ − κ,−1

z

)
(37)

and

Wκ,μ(z) ∼ zκe−(1/2)z
2F0

(
1

2
+ μ − κ,

1

2
− μ − κ,−1

z

)
,

(38)

where

2F0 (a1,a2,z) =
∞∑

n=0

(a1)n(a2)n
n!

zn. (39)

The Pochhammer notation (a)n ≡ a(a + 1)(a + 2) · · · (a +
n − 1) with (a)0 = 1 has been used. The dominant terms in
Eqs. (37) and (38) are the exponential functions e(1/2)z and
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e(−1/2)z, respectively. As Re(z) > 0 along the integration path
then z → ∞ as r → ∞, so we must enforce A = 0, in (36),
in order for the boundary condition to be satisfied. So

Q̂(r,s) = BWκ,μ(br
√

s). (40)

Division of the above by its derivative and rearranging
produces

Q̂(r,s) = 1

b
√

s

(
Wκ,μ(br

√
s)

∂Wκ,μ(br
√

s)
∂r

)
∂Q̂(r,s)

∂r
. (41)

Use of the convolution theorem [43] and evaluating the result
on r = R yields the absorbing boundary condition

Q(R,t) =
∫ t

0
Gκ,μ(R,τ )

∂Q(r,t − τ )

∂r

∣∣∣∣
r=R

dτ, (42)

where

Ĝκ,μ(R,s) = 1

b
√

s

(
Wκ,μ(br

√
s)

∂Wκ,μ(br
√

s)
∂r

)∣∣∣∣∣
r=R

. (43)

Once the inverse Laplace transform has been calculated to
yield Gκ,μ(R,t) from Ĝκ,μ(R,s), Eq. (42) can be discretized for
use with the Crank-Nicholson scheme described in Sec. III B.
We also note that (42) is nonlocal, meaning it depends on
wave-function information from previous times, which will be
seen to have consequences for its numerical implementation
described later. To proceed to find the inverse Laplace
transform an implementation of a nonlinear least squares
method is used.

C. Laplace inversion of the kernels

Previously [11] we relied on deriving a partial fraction
representation, containing a finite number of terms, for which
there is a known inversion. Surveying the literature [40,44,45]
it can be seen that the same technique cannot be applied to the
kernel (43). Finding an exact inversion, then, appears unlikely.
However, if we were to have an accurate approximate of the
kernel given as a sum of some partial fractions, then an analytic
inversion of the approximation could be performed. This can
be achieved via a method of nonlinear least squares [46], where
the mean square error,

∫ b

a

∣∣∣∣ Pd (z)

Qd (z)
− f (z)

∣∣∣∣
2

dz, (44)

between a rational function, Pd (z)
Qd (z) , and a kernel function, f (z),

is minimized. Pd (z) and Qd (z) are polynomials of degree d − 1
and d, respectively, and a and b are two purely imaginary
numbers. The particular values of a and b will be chosen later,
when the nonlinear leastsquares method is tested in Sec. V A.
The rational function can be expressed as the sum of poles,

Pd (z)

Qd (z)
=

d∑
k=1

wk

z − zk

. (45)

The Laplace inversion of the above is known to be the sum of
exponentials [40],

L−1

{
Pd (z)

Qd (z)

}
=

d∑
k=1

wke
zkτ . (46)

Finding an inverse Laplace transform is then reduced to
calculating the values of the kernel function. However, for
a Schrödinger equation’s ABC kernel it was shown [38,39]
that the method described in [46] could not be applied
directly. This is due to the fact that more poles than can
be calculated accurately with a numerical implementation
of [46] are required to approximate it. As the kernel studied
here also results from a Schrödinger equation, we expect the
same to occur and so the modified bootstrap procedure given
in [12,38,39] is used. We proceed by describing the nonlinear
least squares method, before explaining how it is embedded
into a bootstrap procedure.

1. Method of nonlinear least squares

We require a method for finding polynomials Pd (z) and
Qd (z), where d = deg Pd (z) + 1 = deg Qd (z), such that∫ b

a

∣∣∣∣ Pd (z)

Qd (z)
− f (z)

∣∣∣∣
2

dz (47)

is minimized. As in the solution to the stationary Hartree-Fock
equation, self-consistency is used to linearize the problem and
produce ∫ b

a

∣∣∣∣∣P
(i+1)
d (z) − f (z)Q(i+1)

d (z)

Q
(i)
d (z)

∣∣∣∣∣
2

dz, (48)

where i � 1 and

P
(i+1)
d (z) =

d−1∑
j=0

p
(i+1)
j zj , (49)

Q
(i+1)
d (z) = zd +

d−1∑
j=0

q
(i+1)
j zj . (50)

The scheme in Eq. (48) requires an initial guess, Q(1)
d (z), which

we will describe later. It is hoped as we iterate through i finding
a minimum of (48), then the differences between the values of
P

(i+1)
d (z)

Q
(i+1)
d (z)

and f (z) become small.

To minimize Eq. (48), 2d freedoms are introduced for the
coefficients of P

(i+1)
d (z) and Q

(i+1)
d (z) which can be shown to

produce the equations∫ b

a

z̄n P
(i+1)
d (z) − f (z)Q(i+1)

d (z)∣∣Q(i)
d (z)

∣∣2 dz = 0, (51)

∫ b

a

z̄nf̄ (z)
P

(i+1)
d (z) − f (z)Q(i+1)

d (z)∣∣Q(i)
d (z)

∣∣2 dz = 0, (52)

where n = 1, . . . ,d, as sufficient conditions for a minimum.
Defining the weighted inner product

〈f |g 〉 =
∫ b

a

f̄ (z)g(z)∣∣Q(i)
d (z)

∣∣2 dz (53)
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and the basis

hn(z) =
{

z(n−1)/2f (z), n = 1,3, . . . ,2d + 1

z(n/2)−1, n = 2,4, . . . ,2d
, (54)

allows Eqs. (51) and (52) to be written simply as

〈hn| − P + f Q 〉 = 0, (55)

for n = 1, . . . ,2d. We see from the above that the numerator
of (48) is orthogonal to the first 2d elements of the basis (54).
By inspection we can see that the numerator is also a linear
combination of the entire basis. So orthogonalizing the 2d + 1
functions in (54) will result in −P (z) + f (z)Q(z) being the
member of the resultant orthogonal basis that is in the span of
h2d+1(z).

The restatement of this problem means we can apply
the Gram-Schmidt process. This takes any set of linearly
independent functions and produces a set of orthogonal
functions, gn(z). The first two orthogonal functions given by
the Gram-Schmidt process are

g1(z) = h1(z), (56)

g2(z) = h2(z) − 〈g1|h2〉
〈g1|g1〉g1(z). (57)

Now instead of proceeding by orthogonalizing the set
{h1(z),h2(z), . . . ,h2d+1(z)}, we take advantage of the Gram-
Schmidt process being applicable to any set of linearly
dependent functions. The basis holds the property hn(z) =
zhn−2(z) allowing us to continue by orthogonalizing the set
{h1(z),h2(z),zg1(z),zg2(z), . . . ,zg2d−1(z)}, meaning for n > 2

gn(z) = zgn−2(z) −
n−1∑
j=1

〈gj |zgn−2〉
〈gj |gj 〉 gj (z). (58)

This simplifies the orthogonalization and results in a recursion
in terms of just gn(z) with two initial values. It can be shown
that {h1(z),h2(z),zg1(z), . . . ,zgn−2(z)} spans the same space
as {h1(z),h2(z), . . . ,hn(z)} for all n � 3 via induction [47].

A final simplification is made by considering the value of
the quantity 〈gj |zgn−2〉 along the integration path, where

〈gj |zgn−2〉 =
∫ Im(b)

Im(a)

ḡj (iy) [iygn−2(iy)]∣∣Q(i)
d (iy)

∣∣2 idy

=
∫ Im(b)

Im(a)

−[iygj (iy)] gn−2(iy)∣∣Q(i)
d (iy)

∣∣2 idy

= −〈zgj |gn−2〉. (59)

By insertion of Eq. (58), the quantity on the right-hand side of
the above can then be shown to be the following:

〈zgj |gn−2〉

= −
(

〈gn−2|gj+2〉 +
j+1∑
k=1

〈gk|zgj 〉
〈gk|gk〉 〈gn−2|gk〉

)
. (60)

By the orthogonality of the functions gn(z) we see, from the
equations above, that

〈gj |zgn−2〉 = 0, (61)

for j < n − 4. The index of the sum in Eq. (58) now runs
from n − 5 to n − 1. Reexpressing the sum so that the index
runs from 1 to 4 means the Gram-Schmidt process can be
summarized as

gn(z) =
⎧⎨
⎩

f (z), n = 1
1 − c21g1(z), n = 2
zgn−2(z) − ∑min(n−1,4)

j=1 cnjgn−j (z), n � 3,

(62)

where

cnj =

⎧⎪⎨
⎪⎩

〈f |1〉
〈f |f 〉 , n = 2, j = 1,

〈gn−j |zgn−2〉
〈gn−j |gn−j 〉 ,

n = 3, . . . ,2d + 1,

j = 1, . . . , min (4,n − 1).

(63)

We see g2d+1(z) = −P
(i+1)
d (z) + f (z)Q(i+1)

d (z), as this is the
only member in the span of h2d+1(z). Comparing with Eq. (48),

〈g2d+1|g2d+1〉 (64)

is seen to be the mean square error.
The recursion (62) is used to find the set of values cnj

and the mean square error, then by letting gP,Q
n (z) = gP

n (z) +
f (z)gQ

n (z) and setting it equal to (62) we can find P
(i+1)
d (z)

and Q
(i+1)
d (z) by considering

gP,Q
n (z) = zg

P,Q
n−2 (z) −

min(n−1,4)∑
j=1

cnjg
P,Q
n−j (z), (65)

where

gP
1 (z) = 0, gP

2 (z) = −1, gP
2d+1(z) = P

(i+1)
d (z),

g
Q
1 (z) = 1, g

Q
2 (z) = −c21, g

Q
2d+1(z) = Q

(i+1)
d (z).

To find the pole weights, the derivative of Q
(i+1)
d (z) is also

required. Differentiation of (65) provides this via the formula

(gQ
n )′(z) = g

Q
n−2(z) + z

(
g

Q
n−2

)′
(z) −

min(n−1,4)∑
j=1

cnj

(
g

Q
n−j

)′
(z),

(66)

where (
g

Q
1

)′
(z) = 0,

(
g

Q
2

)′
(z) = 0, (67)

(
g

Q
2d+1

)′
(z) = dQ

(i+1)
d (z)

dz
. (68)

The above formulas give us the ability to calculate P
(i+1)
d (z),

Q
(i+1)
d (z), and dQ

(i+1)
d (z)
dz

at any point between a and b along the

imaginary axis. This provides a way to calculate the Q
(i+1)
d (z)

for the next iteration and also to expand P
(i+1)
d (z)

Q
(i+1)
d (z)

as partial

fractions,

P
(i+1)
d (z)

Q
(i+1)
d (z)

=
d∑

k=1

wk

z − zk

. (69)

Muller’s method [48] is used to provide the poles, zk , which
are the roots of Q

(i+1)
d (z), while the residue theorem [49] yields
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the weights,

wk = P
(i+1)
d (zk)

dQ
(i+1)
d (zk )
dz

. (70)

In the implementation of the least squares procedure the inte-
grals in Eq. (63) are discretized with the extended trapezium
rule [50], using 41 points. We also choose to iterate Eq. (48)
through i = 1, imax in all calculations, which is found to work
well for imax = 5.

The least squares method is reliant on access to a reasonable
initial guess of the denominator Q(0)(z). Reference [46] used
a continued fraction representation to gain a denominator.
However, for Eq. (43) this is not available due to the square
root in its argument. An initial guess is found by realizing
that an approximation with d poles has to be calculated before
we know the mean squared error. However, looping through
d = 1,2, . . . until the error is reduced sufficiently, gives an
automatic way to produce an approximation with a given error.
This can also be used to generate an initial guess from the
previous step using [38,39]

Q
(0)
d (z) =

{
z − (

b+a
2 − i b−a

5

)
, d = 1

(z − 2zd−1)Q(0)
d−1(z), d � 2.

(71)

In the above zd−1 is the zero furthest from the imaginary axis.
Calculation of the above specifies the initial guess for d = 1,
after which the results from the approximation with d − 1
poles is used to give the guess for an approximation with d

poles. Algorithm 1 summarizes the method so far.

Algorithm 1 Nonlinear least squares method

d = 1.
Set Q

(1)
1 (z) = z − (

b+a

2 − i b−a

5

)
.

while 〈g2d+1|g2d+1〉 < ε
∫ b

a
|f (z)|2 dz do

for i = 1,imax do
Calculate the coefficients cnj and g2d+1(z) using Eq. (62).
Calculate the poles by applying Muller’s method to Q

(i)
d (z),

which is calculated using Eq. (65).
Use the poles to calculate Q

(i+1)
d (z).

end for
Calculate Q

(1)
d+1(z) from (71).

d = d + 1.
Calculate the mean square error, 〈g2d+1|g2d+1〉.

end while
Calculate each pole’s weight using Eq. (70).
Return the d poles and their corresponding weights.

2. Bootstrap method of nonlinear least squares

Now the ability to find a pole approximation on an interval
has been gained, we look at how this can be embedded in the
bootstrap procedure that allows for an accurate approximation
to the kernel in Eq. (43).

The modification described in [38,39] is to split up the inter-
val on the imaginary axis into subintervals on which the func-
tion is smooth enough to be approximated well by the least
squares method. There are three considerations that must be
made for this to be successful.

First, we require some way of joining the approximations
made on each subinterval. The values of an approximation
made on a particular subinterval are nonzero outside of it
and so simply adding the results means each approximation
will interfere with one another. This can be solved by
specifying some order to make the approximations. Then,
by approximating the kernel on the first subinterval, we
continue by making approximations of the kernel with the
previous results subtracted on the subsequent subintervals.
In this way the current approximation takes account of the
previous ones and adding the resultants will approximate the
kernel.

Secondly, imagining the function on the complex plane,
then it may be the case that, in an interval, the kernel
can be well approximated by poles which make a larger
contribution elsewhere on the imaginary axis. To see this,
consider an approximation where some poles are far away
from the interval along the imaginary line on which the
approximation was calculated. Generally these contributions
to the current subinterval are small, but can be large for other
intervals which the poles are close to. So, approximations on
the following subintervals will also have to describe these
poles, not just the kernel. We therefore want to ensure poles
located far from the subinterval they were calculated on are
excluded.

It may also be the case that the size of a subinterval is
much smaller than the absolute value of the real part of a pole.
This time we would not expect the least squares algorithm to
calculate this pole accurately because its contribution is over
a larger interval than what we are analyzing. So poles holding
this property are excluded too.

It seems sensible that only poles that are found near to
the part of the imaginary axis they were calculated on should
be included in the approximation. Therefore, a near pole is
defined and we say that only the near poles should be included
in the sum of poles approximation. Specifically, a pole z′

k is
defined a near pole on the interval [−1,1] if

12 �
∫ 1

−1

1

|x − z′
k|2

dx = 1

Im(z′
k)

[
arctan

(
Re(z′

k) + 1

Im(z′
k)

)

− arctan

(
Re(z′

k) − 1

Im(z′
k)

)]
. (72)

The notation z′
k used is to specify a pole zk that has been scaled

onto [−1,1] using

z′
k = zk − 1

2 (a + b)
1
2 (b − a)

. (73)

The criterion (72) describes an elliptical area surrounding
the [−1,1] interval [38,39]. The value on the left-hand side
describes how tightly the ellipse is to enclose the interval,
where a larger value would describe a smaller area. A value of
12 yields an ellipse that tightly surrounds the interval that has
been found to be practical for our purposes.

Finally it may also be the case that a pole with a positive
real part may also suffice to give a good approximation of the
function on a subinterval. Here we make an assumption that no
poles with positive real part should be included, as this would
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FIG. 1. A diagram of how the binary splitting is expected
to behave, with the smallest subintervals being created near the
complicated behavior of the function being approximated.

violate the requirement that all poles should be to the left of
the contour in the Bromwich integral (31).

Splitting the imaginary axis. Now a method to split up the
imaginary axis into subintervals, on which the kernel can be
approximated well by the leastsquares method, is required.
This can be done recursively, by considering an interval and
splitting it into two equally sized subintervals. On each of the
subintervals a Chebyshev polynomial approximation is made
and a criterion of whether or not this approximation is accurate
has to be specified. If the criterion is satisfied, then no further
splitting is done, but if it is not, we split the subinterval into two
further subintervals and repeat the procedure. Figure 1 gives
a simple illustration on how we would like an interval to be
split up.

3. The splitting criteria

Deciding whether or not a kernel on an interval is smooth
can be done on the assumption that if the function can be well
approximated by a low-order polynomial in that interval then
the approximation will be successful. Therefore a Chebyshev
polynomial approximation is calculated for the kernel on the
interval and if the coefficients have gotten sufficiently small,
implying convergence, we set the splitting criterion to false and
the interval will not be split any further. A K-term Chebyshev
approximation fapprox(z) of a function f (z) on z ∈ [a,b] can
be calculated using the formula [50]

fapprox(z) =
K−1∑
k=0

αkTk(z). (74)

The coefficients aj are given by

α0 = 1

K

K∑
j=1

f (yk), (75)

αj = 2

K

K−1∑
k=0

f (yk)Tj (xk). (76)

The values of xk , which are the roots of the Chebyshev
polynomial, are given by

xk = cos

(
π

(
k + 1

2

)
n

)
, (77)

and yk scales xk from [−1,1] to [a,b ]:

yk = (b + a) + (b − a)xk

2
. (78)

If fapprox(z) approximates f (z) well, the coefficients of
final terms in the series (74) should be relatively small.
So, in practice we only require the coefficients and
calculate

S = |αK−1| + |αK−2|∑K−2
k=0 |αk|

, (79)

which can be thought of as a measure of convergence. A δ

is defined so that if S � δ, the splitting criterion is set to
false and if S > δ the splitting criterion is set to true. For all
the results in this work the values K = 10 and δ = 10−3 are
used.

a. Binary tree description of an interval. Information on
the subintervals is stored in a binary tree [51]. A binary tree
is a collection of nodes which contain at least an association
to a parent node and associations to left and right child nodes.
These associations are called branches and give the tree its
structure. It can be that a node’s associations to both children
are not specified, in which case we call it a leaf. There must
be one and only one node without a parent, which we call the
root. This defines a structure which has a single starting point,
the root, and branches out to multiple end points, the leaves,
like a tree.

To make the binary tree useful for storing the splitting of our
interval, we must append some additional information to each
node. We choose to append the boundaries of each interval
and what is called the node depth. The node depth is equal to
the node depth of its parent plus one. The root’s node depth
is defined to be zero. For the interval split shown in Fig. 1 we
would have a binary tree as shown in Fig. 2.

FIG. 2. A diagram of the binary tree that describes the splitting,
of the interval, in Fig. 1. Each box is a node with two arrows pointing
away from it toward its children and an arrow from another node
pointing towards it from its parent. Left and right specifies the two
end points of the intervals.
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b. Creating the binary tree. Now that we have shown how
we may use a binary tree to describe the splitting of an
interval, we go on to describe how the binary tree is created.
The procedure relies heavily on recursion and is described in
Algorithm 2.

Algorithm 2 Insert (node)

if node.depth > maxdepth then maxdepth = node.depth
end if
if (Splitting Criterion True) then

node.left.a = node.a
node.left.b = 1

2 (node.a + node.b)
node.left.depth = node.depth + 1
call insert(node.left)

node.right.a = 1
2 (node.a + node.b)

node.right.b = node.b
node.right.depth = node.depth + 1
call insert(node.right)

end if

Following the algorithm through we see that when a node
is split in two, we move to its left child and check whether it
needs to be split. If it does, two children are created and we
move to the left again; if not then we move the parents right
child and repeat the procedure. This process begins at the root
of the tree.

c. The bootstrap method. How the previous results are
used to create an approximation to a kernel function is now
specified. First create the binary tree, then begin at the leftmost
subinterval at the maximum depth, and approximate the kernel
and keep only the near poles. Then move rightward through the
rest of the nodes at that depth and approximate the kernel with
all the previous near poles subtracted. Then move up to the
next deepest and repeat the process, until the root is reached.
Approximate the root, and keep all found poles. The order we
would take for the tree shown in Fig. 2 would be 8, 9, 10, 11, 4,
5, 6, 7, 2, 3, 1. To return the poles at a certain depth a modified
in-order tree transversal [51], as shown in Algorithm 3, is
used to produce a linked list. The entire bootstrap procedure
is summarized in Algorithm 4.

Algorithm 3 NodesAtDepth(node)

if node.left exists then
NodesAtDepth(node.left)

end if
if node.depth = d then

Add node to end of linked list
end if
if node.right exists then

NodesAtDepth(node.right)
end if

Algorithm 4 Bootstrap nonlinear least squares

Specify an interval [a,b ].
Use Algorithm 2 to create a binary tree.
for d = maxdepth : −1 : 1 do

Use Algorithm 4 to return N subintervals [an,bn] at depth d .
for n = 1,N do

Use Algorithm 1 to return the poles and corresponding
weights on [an,bn].

Discard poles and weights which do not meet criterion (72).
Add remaining poles and weights to list.

end for
end for
Use Algorithm 1 to return poles and corresponding weights on

root interval [a,b] and add to list.
Return list of weights and poles.

D. Boundary kernel calculation

How we calculate the proton kernel

Ĝκ,μ(R,s) = 1

b
√

s

(
Wκ,μ(br

√
s)

∂Wκ,μ(br
√

s)
∂r

)∣∣∣∣∣
r=R

(80)

is now described. The kernels studied in [38,39,46] had
continued fraction representations which provided an efficient
and accurate means to calculate values over the entire complex
plane. We choose a similar strategy and use the continued
fraction [45]

Wκ,μ(z)√
zWκ− 1

2 ,μ− 1
2
(z)

= 1 +
v1
z

1 +
v2
z

1+···
, (81)

where

v2n+1 = 1
2 + μ − κ + n, (82)

v2n = 1
2 − μ − κ + n. (83)

The above converges for | arg(z)| < 1
2 and μ + 1

2 ± (κ + 1) �=
−1,−2, . . . . From Sec. IV B we know − 1

2π < arg z < 0 and
so the above equation is valid for our considerations. The use
of the recurrence relation [44,45,52]

Wκ−(1/2),μ−(1/2)(z) = 1 − 2μ − z

(1 − 2μ − 2κ)
√

z
Wκ,μ(z)

+
√

z

κ − 1
2 + μ

dWκ,μ(z)

dz
(84)

allows us to express (81) in terms of a Whittaker function
and its derivative as given in the kernel. To do this write the
reciprocal of Eq. (81) and substitute Eq. (84) into it to produce

1 − 2μ − z

(1 − 2μ − 2κ)
+ z

κ − 1
2 + μ

(
dWκ,μ(z)

dz

Wκ,μ(z)

)
= 1

1 +
v1
z

1+
v2
z

1+···

.

(85)
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FIG. 3. (Color online) A plot showing the values of the ker-
nel (80) using the values shown and R = 9.9.

We are then able to rearrange to find
dWκ,μ(z)

dz

Wκ,μ(z) and therefore

its reciprocal Wκ,μ(z)
dWκ,μ(z)

dr

. Finally, upon multiplying by 1
b
√

s
the

following continued fraction can be written for the kernel:

Ĝκ,μ(R,s) = 1

b
√

s

2z

1 − 2μ − z + 2(κ+μ)−1

1+
v1
z

1+
v2
z

1+...

, (86)

using z as defined below Eq. (32). We calculate the above
using Lentz’s algorithm [50,53,54]. It should be noted that
this continued fraction does not terminate after a finite number
of terms, therefore we are not able to use it to find a finite sum
of poles for the kernel. Therefore, the least squares method is
used to find an accurate sum-of-poles approximation with a
finite number of terms.

In Fig. 3 the kernel is plotted for two different parameter
sets: l = 0, Np = 0 and l = 0, Np = 2.

Figure 3 shows that the complicated behavior of the
functions is centered nearby the origin and that the Np = 0
kernel appears less smooth than that of Np = 2. This occurs
when Np = 0 with small l and will be shown to have
consequences when the approximations are made for these
kernels. Extending the plot’s x axis outward would show the
function slowly decaying to zero.

E. Boundary discretization

How we discretize the ABC with a proton kernel is now
described. As Gκ,μ(R,τ ) and ∂Q(r,t−τ )

∂r
|r=R are both continuous

we expect their numerical integration, by the trapezium rule,
to be accurate. However, we have observed this is not the
case when the trapezium rule is applied directly. This can
be resolved by considering the case of σ = 0 where it is
known the analytic form of the kernel contains a square root
singularity [55]. The sum of exponentials should accurately
describe this behavior and hence not be integrated accurately

by the trapezium rule. So, in analogy with [11] integration by
parts is used on Eq. (42), before it is discretized, to produce

Q(R,t) + ∂Q(R,t)

∂r
Hκ,μ(R,0)

= −
∫ t

0
Hκ,μ(R,τ )

∂

∂τ

(
∂Q(r,t − τ )

∂r

∣∣∣∣
r=R

)
dτ.

During the by-part manipulation Gκ,μ(R,τ ) is integrated to
give

Hκ,μ(R,τ ) =
d∑

k=1

wk

sk

eskτ , (87)

which is also a sum of exponentials and can be easily evaluated.

Time and space discretization

A semidiscrete equation can be gained by evaluating τ at
values on the temporal grid defined in Sec. III B for which
τ = tn and t = tN . Use of the extended midpoint rule [50],∫ t

0
f (τ ) dτ = �t

N−1∑
n=0

f
(
tn+ 1

2

) + O(�t2), (88)

to evaluate the integral and the difference formulas

f (r,tn−(1/2)) = f (r,tn) + f (r,tn−1)

2
+ O(�t2), (89)

∂f (r,tn−(1/2))

∂t
= f (r,tn) − f (r,tn−1)

�t
+ O(�t2), (90)

for functions evaluated at a half time step, allows us to write
the semidiscrete equation

Q(R,tN ) + ∂Q(R,tN )

∂r
H (R,0)

= −
N−1∑
n=0

H (R,tn+(1/2))

[
∂Q(R,tN−n−1)

∂r
− ∂Q(R,tN−n)

∂r

]

+O(�t2). (91)

For the spatial discretization the absorbing boundary is applied
at R = rM−(1/2) between the penultimate and final spatial grid
points. The following difference formulas are used:

f (rM−(1/2),t) = f (rM,t) + f (rM−1,t)

2
+ O(�r2), (92)

∂f (rM−(1/2),t)

∂r
= f (rM,t) − f (rM−1,t)

�r
+ O(�r2), (93)

at the points between the spatial grid, yielding the following
fully discretized ABC:

(1 + B) Q(rM,tN ) + (1 − B) Q(rM−1,tN )

= −AH (rM−(1/2),t(1/2)) [Q(rM,tN−1) − Q(rM−1,tN−1)]

−A

N−1∑
n=1

H (rM−(1/2),tn+(1/2))[Q(rM,tN−n−1)

−Q(rM−1,tN−n−1) − Q(rM,tN−n)

+Q(rM−1,tN−n)] + O(�r2,�t2), (94)
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where

A = 2

�r
, (95)

B = A[H (rM−(1/2),0) − H (rM−(1/2),t1/2))]. (96)

Once the poles and weights have been calculated by using
Algorithm 4, they can be used with Eq. (87) to calculate the
integral of the kernel for any required time. In general, we are
required to recalculate Algorithm 4 for different values of l, Np,
and R. Replacement of the last equation of the matrix described
in Sec. III B will then impose the boundary condition (9) on
the calculation.

The fully discrete equation shows the consequence of
the temporal nonlocality of the ABC, noted at the end of
Sec. IV B, as it contains a sum with upper bound N − 1.
This requires evaluating an increasing number of terms as
the calculation progresses, which of course has implications
on the computational cost. However, it has been noted that this
can be remedied by a recursive evaluation of the absorbing
boundary condition [56].

V. TESTING OF THE ABCS

In this section the implementations of the bootstrap nonlin-
ear least squares and the absorbing boundary conditions are
tested separately from the TDHF calculations. We start with
various tests of the bootstrap implementation and then move
on to show the results of applying the ABCs to some simple
calculations of Schrödinger equations.

A. Testing of the bootstrap implementation

The results of applying the least squares approximation to
the kernel (43) are now shown. We have found that Algorithm 4
produces the smallest mean square error when used to make
an approximation on an asymmetric interval. Therefore the
values a = −109i and b = 108i are chosen, so that the inter-
val considered encloses the one used in [38,39] while being
asymmetric. First an example binary tree, produced by
Algorithm 2, is shown in Fig. 4 for l = 0, Np = 2, and R = 9.9.

By comparing Fig. 4 to Fig. 3 we can see that the width of the
intervals becomes smallest around the complicated behavior
of the function, as wanted. It is noted that the tree depth is
limited to 42 in the implementation, as for l = 0 and Np = 0
we want to prevent oversplitting, which may compromise the
accuracy of the method. Figure 3 shows why this occurs, as
the Np = 0 kernel is not as smooth as the Np �= 0 kernel.

A selection of results is shown in Table II for values of l,
Np and R required by the Hartree-Fock calculations.

We see that for most cases the kernels are accurately
approximated by the bootstrap method. Only for Np = 0 does
the mean square error become significantly larger and as l

increases the accuracy is recovered. This appears to be due
to the more complicated behavior of the kernel around the
origin, as shown in Fig. 3, as the mean square errors with
a small interval around the origin excluded are all similar.
The larger error at the origin is confirmed by Fig. 5 where
examples are given to show how the relative error, between the

0

5

10

15

20

25

30

35

40

45

10 8 6 4 2 0 1

T
re

e
D

ep
th

108 Im (s)

FIG. 4. A box plot that shows the depths and subinterval locations
of the binary tree produced for a calculation using l = 0 and Np = 2.

TABLE II. Table showing the number of poles used to produce
an approximation with the relative error specified. We show results
for the values of l and Np that are required by the Hartree-
Fock calculations, for selected artificial boundaries. The first three
approximations for each R are used within calculations of the neutron
single particle states and the remaining for the proton single particle
states.

No. of Error on Error on
R NP l poles [a,b] [a,b]/(−10−4,10−4)

0 0 118 9.30 ×10−2 2.56 ×10−16

0 1 109 2.25 ×10−13 1.36 ×10−16

0 2 112 4.08 ×10−14 6.53 ×10−16

2 0 114 8.44 ×10−17 7.92 ×10−17

9.9 8 0 103 8.77 ×10−17 8.66 ×10−17

8 1 104 1.58 ×10−16 1.59 ×10−16

20 0 97 1.06 ×10−16 1.05 ×10−16

20 1 91 1.77 ×10−16 1.77 ×10−16

20 2 97 3.32 ×10−16 3.33 ×10−16

0 0 117 9.30 ×10−2 2.48 ×10−16

0 1 117 7.73 ×10−13 9.20 ×10−17

0 2 112 1.46 ×10−16 6.31 ×10−17

2 0 108 1.15 ×10−16 1.25 ×10−16

19.9 8 0 104 7.77 ×10−17 7.80 ×10−17

8 1 108 7.03 ×10−17 6.87 ×10−17

20 0 101 6.09 ×10−17 6.06 ×10−17

20 1 100 7.37 ×10−17 7.33 ×10−17

20 2 92 6.73 ×10−17 6.72 ×10−17

0 0 117 9.30 ×10−2 2.50 ×10−16

0 1 104 1.05 ×10−11 1.50 ×10−16

0 2 109 7.11 ×10−15 1.95 ×10−16

2 0 109 1.83 ×10−16 1.96 ×10−16

29.9 8 0 108 1.13 ×10−16 6.91 ×10−17

8 1 106 1.35 ×10−16 1.29 ×10−16

20 0 102 2.54 ×10−16 2.56 ×10−16

20 1 98 1.21 ×10−16 1.21 ×10−16

20 2 101 7.02 ×10−17 6.94 ×10−17
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FIG. 5. (Color online) A graph showing how the relative errors
between two kernels and their approximations are distributed over
the imaginary axis.

approximation and the kernel, is distributed over the imaginary
axis.

Both approximations have a similar magnitude of error
away from the origin. However, in the approximation of Np we
see that the error between the approximation and the kernel
spikes. It will be shown later that the results presented are
accurate enough for our needs.

Figure 6 shows the pole locations in the complex plane of
the poles found by the bootstrap least squares procedure. We
denote the poles of the kernel (80) by sk .

We see that the real and imaginary parts of the poles are
similar in magnitude, which is a result of the near pole criterion.

B. Testing of the absorbing boundary conditions

In this section the discretized ABC, Eq. (94), is tested for a
simplified case of a Schrödinger equation with the same form
within the interior as required by the exterior. Specifically the
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FIG. 6. A graph of the complex plane, showing the pole locations
found by the bootstrap method for the values l = 0, Np = 2, and
R = 9.9.

following will be solved:

i
∂Ql,Np (r,t)

∂t
= ∂2Ql,Np (r,t)

∂r2

+
(

ηNp

r
+ l(l + 1)

r2

)
Ql,Np (r,t), (97)

subject to the initial and boundary conditions

Ql,Np (r,0) = Are−(r−5)2
, (98)

Ql,Np (0,t) = 0, lim
r→∞ Ql,Np (r,t) = 0. (99)

In the above A is chosen to normalize Ql(r,0). The values of
l and Np considered will be just those required by the TDHF
calculations shown later.

C. Radial comparison of wave function

Testing is begun by considering how the error from the
absorbing boundaries affects the interior solution, by plotting
the maximum absolute error that has occurred during the
calculation. At each r

max
t∈[0,50]

∣∣Q(Ref)
l,Np

(r,t) − Q
(ABC)
l,Np

(r,t)
∣∣ (100)

is plotted, where Q
(Ref)
l (r,t) and Q

(ABC)
l (r,t) are the calcula-

tions with reflecting and absorbing boundaries, respectively.
Figure 7 shows the results for the various l and Np values and
three different grid spacings. The spacings �r = 0.2 and �t =
0.2 are chosen because it is the spacing we use in the Hartree-
Fock calculations; the two other spacings are used to show the
dependence of the error on the discretization. The reference
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FIG. 7. (Color online) The figures shows the maximum error of
the radial component of the wave functions from times 0 to 15, for
angular momenta and proton number shown, calculated with each
technique. The value in Eq. (100) is plotted against the radius. The
solid red lines show the result from using grid spacings �r = 0.2 and
�t = 0.2, the dashed blue lines using �r = 0.1 and �t = 0.1, and
the dotted black lines using �r = 0.01 and �t = 0.01.
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solution is calculated on a grid with an outer boundary at
200 fm, which is far enough away to stop reflection from
occurring.

We see that in all cases the error has remained small
throughout the interior, for the �r = 0.2, �t = 0.2 case
bounded by 10−2, for �r = 0.1, �t = 0.1 bounded by 10−3,
and for �r = 0.01, �t = 0.01 bounded by 10−5. The errors
can be seen to be bounded similarly to those presented
previously [11]. There also appears to be no ill effects
from the drop in accuracy, near the origin, of the Np = 0
approximations, with a similar magnitude of error being seen
for all cases. This is presumably due to the region of low
accuracy being a rather small part of the whole region, and
with sufficient unimportance to cause a serious problem.

D. Temporal comparison of probability

We now test how the error evolves through time. This is
done by calculating the probability of finding a particle inside
the interior region over time. Mathematically

P (t) =
∫ 10

0

∣∣Ql,Np (r,t)
∣∣2

dr (101)

is calculated with reflecting and absorbing boundaries and
the absolute value of the difference taken. Again the time
interval of the calculation is [0,50] and we choose the reflecting
boundary to be at r = 200. Figure 8 shows the results.

We see that in time, also, the error remains bounded. From
the plots it appears the bound on the error is proportional to the
grid spacings. With the errors coming from the ABCs being
small for all test cases, we proceed to use them with confidence.
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FIG. 8. (Color online) These plots show how the error in the
probability from the absorbing boundaries changes through time.
Equation (101) is calculated with reflecting and absorbing boundaries
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show the result from using grid spacings �r = 0.2 and �t = 0.2, the
dashed blue lines using �r = 0.1 and �t = 0.1, and the dotted black
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VI. RESULTS FROM THE TDHF

In this section comparison will be made to reference
solutions, calculated with reflecting boundaries on a grid with
outer boundary at 700 fm to ensure reflection does not occur.
Figure 9 shows the absolute error in the rootmean square radius

(∫ 8

0
4πr4ρ(r,t) dr

)1/2

, (102)
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FIG. 10. (Color online) Plots showing the strength functions for
various nuclei. The solid red line shows the reference strength,
whereas the blue dashes show the strength from a calculation on
a grid with an outer boundary at 30 fm with ABCs applied.
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TABLE III. Table showing the time taken to calculate the various
stages of the time-dependent code using ABCs. The values in
the column labeled by BNLS are the times taken to calculate the
bootstrap method of nonlinear least squares for all kernels required,
by the time-dependent Hartree-Fock calculation. The column labeled
TDHF + ABCs shows the times taken to calculate the solution to the
TDHF equations with ABCs applied at 30 fm. The column labeled
“Total” contains the sum of the times for the BNLS and TDHF +
ABCs calculations. Finally, the values in the column labeled “Ref.
sol.” are the time taken to calculate reference solution of the TDHF
equations.

Nucleus BNLS (s) TDHF + ABCs (s) Total (s) Ref. sol. (s)

Helium 1.99 7.42 9.41 135.16
Oxygen 2.79 13.64 16.43 267.38
Calcium 3.78 24.12 27.90 475.12

between the reference solution and a calculation made with
ABCs at 30 fm. Placement of the cutoff for the integration in
the above is a parameter within TDHF calculations [21], but 8
fm appears to work well.

We see in each case the errors are consistently small
and appear to be bounded by 10−5 fm. We therefore
conclude that the nonlinear portion of the potential is not
large enough to disturb this type of calculation. However,
these results will be of no use if the strength function is
particularly sensitive to these errors and cannot be resolved
properly. Therefore, a comparison of the reference strength
functions with those calculated using ABCs is shown in
Fig. 10.

The plots show this is not the case and the strength
function calculated with ABCs is indistinguishable by eye to
the reference. Therefore, strength functions from calculations
using ABCs should be accurate enough to be successfully
compared to experiment.

Finally the times taken to calculate the results and
references are shown in Fig. 10 are given in Table III,
as we wish to see if there is any improvement in
efficiency.

The table shows us that the time for completion of each
calculation has been drastically reduced. In this simplified
case the absorbing boundary conditions approach has shown
to be efficient and accurate.

VII. CONCLUSION AND OUTLOOK

In this work we have presented an application of ABCs
to Hartree-Fock calculations of spherical nuclei. ABCs with
a centrifugal barrier and Coulomb potential in an exterior
domain were considered. It was shown the ABCs required
an inverse Laplace transform that was too complex for an
analytical expression to be found. So, a bootstrap nonlinear
least squares method was implemented to produce an accurate
sum-of-poles approximation to the kernel within the inverse
Laplace transforms. The approximation was shown to be
accurate and had an inverse known as a textbook result. Results
of the ABC’s application to TDHF calculations were similar
to the Coulombless case considered previously [11], being
accurate and efficient.

On the physical side the outlook for this work is to include
the full Skyrme interaction, allowing realistic calculations to be
carried out [32,33]. It is expected that the ABCs would perform
just as effectively for the full interaction, since the splitting
between the interior and exterior regions is not affected.
Secondly one would like to remove the restriction of spherical
symmetry and extend the method to full three-dimensional
calculations [57–59]. This would allow other resonant modes
to be studied and allow the calculation of nonspherical nuclei.
Two possibilities under consideration to achieve this are via
an expansion of the density in spherical harmonics, or an
appropriate operator splitting method.

On the mathematical side we would like to offset some of
the extra computational cost coming from physical improve-
ments by increasing the efficiency of the implementation.
A first improvement would be to change to a recursive
evaluation of the ABCs, which is possible when using a sum-
of-exponentials kernel [56]. This would result in boundary
conditions requiring just O(1) evaluations at each time step.
As well as this, an implementation of a temporal discretization
scheme that is more suited to nonlinear equations is desired.
The literature already provides some methods applicable to
the nonlinear Schrödinger equation [60], which offer the
possibility to be generalized to the TDHF equations.

We conclude by remarking that the results presented
highlight the ABC approach presented here as a valid method
to handle the artificial boundary within TDHF calculations in
the spatial basis. The current work also offers various avenues
for improvement.
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