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ABSTRACT
Motivated by the observation that channel assignment for multi-
radio multi-channel mesh networks should support both unicast
and local broadcast1, should be interference-aware, and should re-
sult in low overall switching delay, high throughput, and low over-
head, we propose two flexible localized channel assignment algo-
rithms based ons-disjunct superimposed codes. These algorithms
support the local broadcast and unicast effectively, and achieve
interference-free channel assignment under certain conditions. In
addition, under the primary interference constraints2, the channel
assignment algorithm for unicast can achieve100% throughput with
a simple scheduling algorithm such as the maximal weight indepen-
dent set scheduling, and can completely avoid hidden/exposed ter-
minal problems under certain conditions. Our algorithms make no
assumptions on the underlying network and therefore are applica-
ble to a wide range of MR-MC mesh network settings. We conduct
extensive theoretical performance analysis to verify our design.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless Communi-
cation

General Terms
Algorithms, Design

Keywords
Multi-radio multi-channel wireless mesh networks, interference,
channel assignment, superimposed codes

1A broadcast to be heard by all immediate neighbors.
2Under the primary interference constraints, each radio can talk
with at most one single neighbor at any instant of time. Namely the
set of active links supported the same channel at any point of time
is a matching.
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1. INTRODUCTION
With recent advances in wireless technology, the utilization of

multiple radios as well as non-overlapping channels provides an
opportunity to reduce interference and increase network capacity.
Equipped with multiple radios, nodes can communicate with multi-
ple neighbors simultaneously over different channels, and thus can
significantly improve the network performance by exploring con-
current transmissions [1].

In a multi-radio multi-channel (MR-MC) mesh network, a key
challenging problem for capacity optimization ischannel assign-
ment. Since practically the number of radios at each node is always
much smaller compared to that of orthogonal channels due to rea-
sons such as cost and small form factors, it may be prohibitive to
assign one fixed channel to each radio. In other words, a radio may
need to switch to different channels as time goes for better per-
formance. This radio constraint makes the channel assignment in
MR-MC mesh networks much harder. In this paper, we propose
two channel assignment algorithms for interference mitigation and
throughput maximization. Our research is motivated by the follow-
ing observations.

• Current channel assignment approaches lack a support to lo-
cal broadcast in MR-MC mesh networks. As neighboring
nodes tend to use different channels for transmissions, the
broadcast packet has to be separately transmitted by the sender
on multiple channels. Thus, broadcast can be more expensive
than that in single-radio single-channel (SR-SC) networks.

• A number of current channel assignment approaches rely
heavily on solving complex optimization problems, which
might be impractical for many MR-MC mesh network sce-
narios. In addition, techniques based on default radio/channel
degrade network throughput when the number of radios is
much smaller than that of channels.

• Channel switching delay is an important parameter that should
be counted in channel assignment. Since the number of ra-
dios per node is usually much smaller than that of orthogo-
nal channels, allowing a radio switch among the full range
of channels results in higher overall delay since the radio
may switch back and forth frequently when multiple differ-
ent flows traverse the same node simultaneously.

• CSMA/CA is believed to be inadequate to meet the high traf-
fic demand in mesh networks [2]. Any channel assignment
that requires RTS/CTS for channel reservation is unfavored
due to the high overhead. Since co-channel interference is
one of the major reasons for capacity degradation in MR-



MC mesh networks, interference-aware channel assignment
for throughput optimization should be sought.

We propose two channel assignment algorithms based ons-disjunct
superimposed codes. The basic idea is sketched as follows. For
each node, all available orthogonal channels are labelled as either
primary or secondary via a binary channel codeword. This labelling
is controlled by ans-disjunct superimposed(s, 1, N)-code. The
codeword of the transmitting node, together with those of the inter-
ferers, determine the channel. Note that primary channels are al-
ways preferred during channel assignment. Our analysis indicates
that by exploring thes-disjunct property of the(s, 1, N)-code, it is
possible to achieve interference-free channel assignment for both
unicast and broadcast. Comparing with the related literature in Sec-
tion 2, we have identified the following unique contributions of our
paper.

• We have designed two localized simple algorithms that can
effectively support both local broadcast and unicast. Un-
der certain conditions, interference-free broadcast and uni-
cast can be achieved.

• Since our algorithms assign channels to transmitters for both
unicast and broadcast, and because the channels are selected
from a small subset of primary channels whenever possible,
our algorithms can effectively decrease the overall switching
delay caused by the oscillation of switching back and forth
due to the large difference between the numbers of radios and
channels.

• With a very simple scheduling algorithm, our channel as-
signment for unicast is proved to be able to achieve100%
throughput under the primary interference constraints. We
also identifies the conditions when hidden and exposed ter-
minal problems are completely avoided with our channel as-
signment.

• We have conducted extensive theoretical performance analy-
sis to verify our algorithm design. In addition, our algorithms
are localized, and have low computation and communication
overheads.

• Our algorithms support dynamic, static, and adaptive chan-
nel assignment without requesting any complex scheduling
and/or channel coordination. These algorithms make no as-
sumptions on the underlying network settings such as traffic
patterns and MAC/routing protocols. Therefore they are ap-
plicable to a wide range of mesh networks.

The rest of the paper is organized as follows: Section 2 dis-
cusses the related work in channel assignment for MR-MC mesh
networks. In Section 3, we present our network model and assump-
tions. Section 4 introduces thes-disjunct superimposed code and
links it to the problem of channel assignment in MR-MC mesh net-
works. In Section 5, we present our channel assignment algorithms
for both unicast and broadcast, and analyze their performance the-
oretically. In Section 6, we discuss a number of related issues.
Section 7 summarizes the work and concludes the paper.

2. RELATED WORK
In this section, we survey the most related research in channel

assignment for MR-MC mesh networks.
The benefits of using multiple radios and channels have been the-

oretically studied in [1,3–5] by jointly considering routing, schedul-
ing, and channel assignment. Load-aware channel assignment is

studied in [6, 7]. Marina and Das jointly consider channel assign-
ment and topology control in [8].

In Kyasanur and Vaidya [9], the multiple radios at each node
are divided into two groups, with one assigned fixed channels for
packet reception and ensuring connectivity, and the other assigned
switchable channels for capacity increase. This multiple channel
management actually handles the channel allocation at the receiver
side. Each switchable radio switches to the fixed channel of the
destination radio when data transmission needs to be launched. For
fixed channel assignment, a node selects random channels for its
fixed interfaces initially. To balance the utilization of all channels,
nodes collect two-hop neighborhood information and change their
fixed channels accordingly. Obviously this fixed channel assign-
ment takes time to converge. In addition, the number of switchable
channels is relatively large when the number of radios per node is
small, which may cause a large overall switching delay when the
node has to switch back and forth in order to simultaneously relay
multiple flows to different neighbors. Furthermore, the receiver-
based channel assignment does not support broadcast efficiently
and each broadcast packet has to be transmitted separately on one
of the fixed channels for each neighbor. Our work differs in that
we consider transmitter channel assignment, which is expected to
incur low overall switching delay and can trivially support efficient
broadcast.

A common default channel is introduced in [10–14] to handle
the network partition caused by dynamic channel assignment, and
to facilitate channel negotiation for data communications. To as-
sign channels to the interfaces other than the default radio, [10]
presents a localized greedy heuristic based on an interference cost
function defined for pairs of channels. Refs. [11, 12] consider the
mesh networks with main traffic flowing to and from a gateway,
which is also in charge of the channel computation. In their chan-
nel assignment to a non-default radio, nodes closer to the gateway
and/or bearing higher traffic load get a better quality channel. In
DCA [14], the default channel is used as a control channel. For
each node, one of the radios stays on the control channel for ex-
changing control messages, and other radios dynamically switch to
the data channels for transmission. In this case, the utilization of
the control channel could be small even though the data channels
can be fully utilized. A multi-channel MAC is proposed in [13]
for single-radio networks. This MAC protocol requires all nodes to
meet at the common channel periodically to negotiate the channels
for data communication.

The default channel does not have to be the same for all nodes in
the network. In [15], each node fixes one radio on some channel but
different nodes possibly use different fixed channels. This channel
assignment actually fixes the reception channel for each node, and
therefore the remaining radios of the node dynamically switch to
its neighbors’ fixed channels for data transmission. The same idea
is adopted in [9]. In SSCH [16], radios switch among channels
following some pseudo-random sequences such that neighboring
nodes meet periodically at a common channel. This approach is
simple but it requires clock synchronization.

Compared to the works mentioned above, our work does not re-
quire any special radio. We consider the channel assignment to all
radios in a static fashion. In addition, our channel assignment al-
gorithms are localized and are designed for a mesh network with a
more general peer-to-peer traffic pattern.

Another important category of related work is code assignment
for hidden terminal interference avoidance in CDMA packet ra-
dio networks. Bertossi and Bonuccelli [17] presents a centralized
greedy algorithm to assign CDMA codes to vertices such that ev-
ery pair of nodes at two-hop distance is assigned with a couple of



different codes and the number of orthogonal codes utilized is mini-
mized. This is a NP-Complete problem, and therefore the proposed
algorithm is an approximate heuristic. The distributed implemen-
tation of the algorithm, which results in a high overhead, is also
proposed in [17]. The same code assignment problem is consid-
ered in [18] too, where a distributed heuristic is proposed. Note
that to ensure hidden terminal interference-free communications,
different codes should be assigned to every pair of nodes that are
two-hop away. Our work differs from [17, 18] in that we intend
to assign channels to nodes with an objective of interference-free
unicast and broadcast to their immediate neighbors. In addition,
the number of available orthogonal channels in our study is much
smaller than that of the CDMA codes in a packet radio network.
Furthermore, our localized algorithms are much simpler and results
in much lower overhead.

Our work focuses on channel assignment for general MR-MC
mesh networks. Each node is associated with a binary channel
codeword, and computes its channels based on the codewords of
the interferers. The algorithms involved are simple, has very low
computation and communication overheads, and can support both
unicast and local broadcast effectively.

3. NETWORK MODEL
In this section, we introduce the underlying network model, as-

sumptions, and terminologies employed in the paper.

3.1 Basics
We consider a stationary multi-radio multi-channel (MR-MC)

wireless mesh network with|V | nodes. There existN orthogonal
(non-overlapping) frequency channels labelled byk1, k2, · · · , kN .
Each node is equipped withQ radio interfaces. In our considera-
tion, Q ¿ N . This is a practical assumption since the number of
radios per node is constrained by cost and form factors. For ex-
ample, in an IEEE802.11a based mesh network, each node may
have2 or 3 radios but the number of orthogonal channels is12.
We assume that the footprint of a radio is a disk resulting from an
omni-directional antenna. In addition, we assume that each radio
supports the same set of non-overlapping channels. Note that the
number of radios equipped on each mesh node could be different.

For each node, theN available orthogonal channels are divided
into two categories:primary channelsandsecondary channels. A
binary column vector~cu of lengthN , called achannel codeword,
is associated with each nodeu to label its channels, with a value
1 representing a primary channel and a value 0 secondary. For
example,~cu = (1, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0)′ means that channels
k1, k4, k8, andk10 are primary tou, andk2, k3, k5, k6, k7, k9,
k11 andk12 are secondary tou for a network that can support12
orthogonal channels. Note that partitioning the channels into two
sets can facilitate our algorithm design. Intuitively, a node should
favor a channel that is secondary to all its interferers. Therefore for
each node, the number of primary channels should be smaller than
that of the secondary.

We require that for any two channel codewords~cu and ~cv, there
exist at least two channelsk1 andk2 such thatk1 is primary tou but
secondary tov, andk2 is secondary tou but primary tov. In other
words, we can always find out a channel that is primary to one node
and secondary to another node when the two corresponding chan-
nel codewords are different. For simplicity, we assume all nodes
have the same number of primary channels. Let this number bew.
Then the number of channel codewords satisfying the above con-
dition is

(
N
w

)
for N available orthogonal channels, which reaches

its maximum whenw = N
2

. For example, whenN = 12, there
are66, 495, and924 available channel codewords forw = 2, 4, 6

respectively. We assume that the channel codewords assigned to
each node is unique. As explained in Section 6, this assumption
can be relaxed when the cellular grid architecture is introduced for
salability considerations.

In our study, the network is modelled by a directed graphG(V, E),
whereV is the set of nodes, andE is the set of directed links. A
channel code, denoted by aN × |V | binary matrixC, is associated
with G. Therefore sometimeG is denoted byG(V, E, C). Each
column ofC represents a channel codeword pertaining to a node in
the network. For example, theuth column is the channel codeword
~cu for nodeu. The purpose of this paper is to assign channels to
a nodeu based on~cu and the channel codewords of its interfer-
ers in order to mitigate co-channel interference for network capac-
ity maximization, an optimization problem requiring the joint con-
sideration of routing, channel assignment, and packet scheduling.
Nevertheless, we focus on channel assignment in this paper, and
propose to study joint routing and scheduling based on our channel
assignment as a future research.

We assume that a DATA packet sending fromu to v is acknowl-
edged with an ACK message fromv to u. Therefore even though
we use a directed graph to model the network, only bidirectional
links are considered. A directed link from nodeu to v is denoted
by (u → v). In addition, we useN1(u) andN2(u) to represent the
sets of neighbors ofu within one-hop and two-hop away. We have
u /∈ N1(u) andu /∈ N2(u).

3.2 Interference Model
For any nodeu ∈ V , denoted byN (u) the set of interferers of

u. A nodev ∈ V is an interferer of u if v’s transmission inter-
feres withu’s transmission. Therefore when two-way handshake
(DATA-ACK) is adopted for successful packet delivery, the inter-
ferers for the unicast fromu to v includeN1(u) andN1(v). For a
local broadcast byu, the interferers include all nodes inN2(u).

4. LINKING SUPERIMPOSED CODES WITH
MR-MC NETWORKS

In this section, we first give a brief introduction onsuperimposed
codes. Then we link the superimposed(s, 1, N)-code, also called
the s-disjunct code, to channel assignment in MR-MC mesh net-
works.

4.1 Superimposed codes
Superimposed codes were introduced by Kautz and Singleton

[19] in 1964. Since then, they have been extensively studied and
applied to various fields, such as multi-access communications [20],
[21], cryptography [22], pattern matching [23], circuit complex-
ity [24], and many other areas of computer science. For conve-
nience, we first introduce the basic definitions and properties of
superimposed codes.

Let N, t, s, andL be integers such that1 < s < t, 1 ≤ L ≤
t− s, andN > 1. Given aN × t binary matrixX , denote theith
column ofX by X(i), whereX(i) = (x1(i), x2(i), · · · , xN (i))′.
We callX(i) a codewordi of X with a lengthN . In other words,
X is abinary codewith each column corresponding to a codeword.
Let w andλ be defined as:

wi =

N∑

k=1

xk(i), (1)

λj =

t∑

k=1

xj(k). (2)

Thereforew andλ are called thecolumn weightandrow weightof






1 0 0 0 1 0 0 0 0 0 1 0 1
1 1 0 0 0 1 0 0 0 0 0 1 0
0 1 1 0 0 0 1 0 0 0 0 0 1
1 0 1 1 0 0 0 1 0 0 0 0 0
0 1 0 1 1 0 0 0 1 0 0 0 0
0 0 1 0 1 1 0 0 0 1 0 0 0
0 0 0 1 0 1 1 0 0 0 1 0 0
0 0 0 0 1 0 1 1 0 0 0 1 0
0 0 0 0 0 1 0 1 1 0 0 0 1
1 0 0 0 0 0 1 0 1 1 0 0 0
0 1 0 0 0 0 0 1 0 1 1 0 0
0 0 1 0 0 0 0 0 1 0 1 1 0
0 0 0 1 0 0 0 0 0 1 0 1 1




Figure 1: An example of a superimposed(3, 1, 13)-code of size
13

X , respectively. We havewmin = mint
i=1 wi, wmax = maxt

i=1 wi,
λmin = minN

j=1 λj , andλmax = maxN
j=1 λj . Note thatwi and

λj record the number of1’s in columni and in rowj of X , respec-
tively. Hencewmin andwmax are the minimum and the maximum
column weights ofX , respectively; andλmin andλmax are the
minimum and the maximum row weights ofX , respectively.

The Boolean sum

Y =

s∨
i=1

X(i) = X(1)
∨

X(2)
∨
· · ·

∨
X(s)

of codewordsX(1), X(2), · · · , X(s) is the binary codewordY =
(y1, y2, · · · , yN )′ such that

yj =

{
0, if xj(1) = xj(2) = · · · = xj(s) = 0,
1, otherwise,

for j = 1, 2, · · · , N . We say thata binary codewordY covers a
binary codewordZ if the Boolean sumY

∨
Z = Y .

Superimposed code (SC): A N × t binary matrixX is called a
superimposed code of lengthN , sizet, strengths, andlistsize ≤
L − 1 if the Boolean sum of anys-subset3 of the codewords ofX
covers no more thanL − 1 codewords that are not components of
the s-subset. This code is also called a(s, L, N)-code of sizet.
Fig. 1 shows an example of a superimposed(3, 1, 13)-code of size
13.

s-disjunct Code: A binary matrixX is called ans-disjunct code
if and only if it has the property that the Boolean sum of anys
codewords inX does not cover any codeword not in that set ofs
codewords.

Based on the definitions, a superimposed(s, 1, N)-code is a
s-disjunct code. Taking the(3, 1, 13)-code shown in Fig. 1 as
an example, the Boolean sum of the first3 codewords ofX is
X(1)

∨
X(2)

∨
X(3) = (1, 1, 1, 1, 1, 1, 0, 0, 0, 1, 1, 1, 0)′, which

doesn’t cover any other codeword ofX but themselves.
According to thes-disjunct characteristic of the superimposed

(s, 1, N)-code, we can derive the following important property:

LEMMA 4.1. Given an(s, 1, N) superimposed codeX , for any
s-subset of the codewords ofX , there exists at least one row at
which all codewords in thes-subset contains the value 0.

PROOF. For contradiction we assume that there is no row at
which all codewords in thes-subset contain a common value 0.
3An s-subset is a subset ofs codewords.

Then the Boolean sum of thes codewords equals(1, 1, · · · , 1)′,
which can cover all other codewords inX , contradicting to the fact
thatX is a superimposeds-disjunct code.

4.2 Superimposed(s, 1, N)-codes and Channel
Assignment in MR-MC Networks

As elaborated in Subsection 3.1, an MR-MC network is mod-
elled by a directed graphG(V, E, C), whereC is the corresponding
channel code. For any given nodeu ∈ V , ~cu ∈ C is a binary vec-
tor with each element corresponding to a channel and its1/0 value
representing this channel being a primary channel or a secondary
channel of nodeu. This observation helps us to build a direct map-
ping between a superimposeds-disjunct codeX (represented by a
N×t matrix), and the channel codeC of a networkG: N represents
the number of available orthogonal channels, and each codeword of
X indicates a possible channel codeword to a node inG. Then the
column weightwi of X represents the number of primary channels
a nodei has, and the row weightλj represents the number of nodes
that take channelkj as a primary channel.

In this paper, we will design algorithms for channel assignment
based on superimposed codes. This research is motivated by the
following observation: if the channel codeC of a networkG is a
superimposeds-disjunct codeX , the nices-disjunct property ofX
can be applied to derive the conditions for interference-free channel
assignment.

Therefore we assume that the channel codeC of networkG is an
s-disjunct superimposed code. From now on, we will useX to rep-
resent the channel code. We require that each node gets a unique
codeword fromX before participating in the network. In our algo-
rithms, codewords from one-hop or two-hop neighbors are required
for channel computation. A natural question is: how to obtain the
codewords from neighboring nodes before channel assignment is
complete? In this study, we assume that each node broadcasts its
channel codeword once on each of its primary channels, or on all
channels, to inform the neighbors of its codewords.

5. CHANNEL ASSIGNMENT BASED ON SU-
PERIMPOSED CODES

In this section, we first propose a generic channel assignment
algorithm for MR-MC mesh networks. The generic algorithm as-
signs channels to nodes instead of links. This can facilitate channel
selection for broadcast traffic. Then we propose an algorithm for
link channel assignment targeting the unicast traffic. We also ana-
lyze the performances of both algorithms in detail.

5.1 The Generic Channel Assignment Algo-
rithm

Let G be an MR-MC wireless mesh network withN available
orthogonal channels, andX be the superimposed(s, 1, N)-code
for its channel assignment. For any nodeu in G, a unique code-
word X(u) ∈ X is associated withu indicatingu’s primary and
secondary channel sets. Denote byN (u) the set of interferers of
u. Algorithm 1 is a generic one that computes a set of channels for
nodeu’s transmissions.

Intuitively, u should choose only those channels not being used
by any of its interferers from its primary channel set. If none of
these primary channels is available,u should choose the secondary
channels that are not primary to any of the nodes inN (u), the set
of interferers ofu. Since all nodes intend to utilize their primary
channels whenever possible, choosing a channel that is secondary
to all interferers is a reasonable choice. Ifu can not find out a
channel that is secondary to all interferers, it picks up the primary



channels that are primary to the least number of nodes inN (u).
These primary channels have the smallest row weight inX (N (u)),
the set of codewords ofN (u). Let CH(u) be the set of channels
assigned tou.

Algorithm 1 Channel Assignment for Nodeu
Input: CodewordsX(u) andX (N (u)).
Output: CH(u), the set of channels assigned tou.

1: function CH(u)=ChannelSelect(X(u),X (N (u)))
2: CH1(u) ← Channels(BoolSum(X (N (u) ∪ {u})) ⊕

BoolSum(X (N (u)))) . Find the set of primary channels
that are secondary to all nodes inN (u).

3: if CH1(u) 6= ∅ then
4: CH(u) ← CH1(u)
5: else
6: CH2(u) ← Channels(BoolSum(X (N (u) ∪ {u}))) .

Find the set of secondary channels that are secondary to
all nodes inN (u).

7: if CH2(u) 6= ∅ then
8: CH(u) ← CH2(u)
9: else

10: CH3(u) ← SelectChannels(X(u)) with the smallest
row weight inX (N (u)) . Select the primary
channels with the least row weight inN (u).

11: CH(u) ← CH3(u)
12: end if
13: end if
14: end function

The basic idea for Algorithm 1 can be sketched below. Given
X(u) andX (N (u)), the Boolean sum ofX (N (u)) andX (N (u)
∪{X(u)}) are first computed. Then the algorithm computesCH1(u),
the set ofu’s primary channels that are secondary to all nodes in
N (u). If CH1(u) 6= ∅, assignCH1(u) to u; Otherwise, check
CH2(u), the set of channels that are secondary to all nodes in
N (u) ∪ {u}. If CH2(u) 6= ∅, assignCH2(u) to u; otherwise,
assignCH3(u), the set of primary channels whose corresponding
row weights in the setX (N (u)) are minimum, tou.

Note that the set of primary channels ofu are those favored byu.
Therefore,CH1(u) contains the channels favored byu only, and
CH3(u) is the set of channels favored byu and the least number of
interferers ofu. ForCH2(u), since it contains the set of channels
nobody likes to utilize inu’s interference range,u should take this
advantage. These channel assignment criterions reflect our design
principle: a node always selects a channel that causes the least
interference to its neighborhood.

Also note that Algorithm 1 is a localized one with each nodeu
running a copy and making its channel assignment independently.
We will prove in Lemma 5.1 that if there is an unused channel in
CH1(u) for a radior of u, r’s transmission is guaranteed to be
interference free.

Since each node may be equipped with multiple radios, the chan-
nels inCH1(u) may not be enough. In this case, assign all chan-
nels fromCH1(u) first, then use the channels fromCH2(u), and
then fromCH3(u).

Remarks:Algorithm 1 is a generic one that takes the codewords of
u and its interferers as inputs. Therefore, Algorithm 1 does not rely
on any interference model, as long as the set ofu’s interferers can
be defined. Additionally, since Algorithm 1 assigns channels to the
node, or the transmitters of the node, Algorithm 1 is a static channel
allocation method. If roles of radios (the role of transmission or
reception) are fixed, Algorithm 1 can help to decrease the number
of channel switchings significantly compared to dynamic channel
assignment. However, Algorithm 1 is dynamic when the set of

interferers are collected on-line. Therefore, Algorithm 1 is flexible
in that it can support both static and dynamic channel assignments.

Note that the channels determined by Algorithm 1 can be used
for both unicast and local broadcast simultaneously. Since Algo-
rithm 1 intends to pick up channels that may not be used by the
interferers based on the local knowledge, it is superior in support-
ing local broadcast compared to existing research (Section 2). We
plan to conduct extensive simulations to study the performance of
Algorithm 1 when utilized to support broadcast in MR-MC mesh
networks.

Example:Take the superimposed3-disjunct codeX in Fig. 1 as an
example. Given a nodeu andN (u) = {v, w, y}. Let X(u) =
X(1). If X(v) = X(2), X(w) = X(3), andX(y) = X(4),
Algorithm 1 yieldsCH1(u) = {1, 10}, which means that chan-
nels 1 and 10 can be assigned tou. In this case,u picks up its
primary channels. Since both channels are primary tou, based
on Lemma 5.1, the transmission fromu will not interfere with
any other on-going traffic. IfN (u) = {v, w, y, z}, andX(v) =
X(3), X(w) = X(10), X(y) = X(12), andX(z) = (13), no
primary channels ofu can be assigned tou but u can get chan-
nels{5, 7} that are secondary to all nodes inN (u) ∪ {u}. When
N (u) = {v, w, y, z}, and X(v) = X(4), X(w) = X(10),
X(y) = X(12), andX(z) = X(13), no channel that is secondary
to all nodes inN (u) can be assigned tou. Thereforeu picks up
channels from its primary channel set{1, 2, 4, 10} since all of them
have the same row weight of 1 inN (u).

5.1.1 Conditions for Interference-Free Channel As-
signment

In this subsection, we study the conditions for interference-free
channel assignment based on Algorithm 1. Note that Algorithm 1
does not require a nodeu to collect the codewords of all interfer-
ers. Ifu knows nothing about its neighborhood, one of its primary
channels will be picked for transmission. However, ifN (u) is the
complete set of interferers of nodeu, interference-free channel as-
signment is possible. In the following, we will first study the two
scenarios when the channels assigned tou based on Algorithm 1 do
not conflict with those of any other node inN (u). Then we study
the conditions when interference-free communication in the whole
network can be achieved. For simplicity, we assume that each node
u in the network is equipped with two radios: one for transmission
and one for reception. The results can be generalized to the case of
more than two radios.

LEMMA 5.1. If CH1(u) 6= ∅, nodeu does not interfere with
any other node inN (u).

PROOF. WhenCH1(u) 6= ∅, nodeu picks up channels from
CH1(u), a subset ofu’s primary channel set, for transmission.
CH1(u) contains channels that are primary tou but secondary
to all nodes inN (u). For ∀v ∈ N (u), v can’t use any channel
from CH1(u) based on Algorithm 1 sincev is assigned with ei-
ther its own primary channels (fromCH1(v) or CH3(v)), which
can’t be inCH1(u), or channels that are secondary to all interfer-
ers inN (v) (CH2(v)), which are secondary tou too sinceu ∈
N (v).

Note that based on Lemma 5.1, ifN (u) is the complete set
of interferers of nodeu, u’s transmissions on the channels from
CH1(u) do not cause any interference to other on-going traffic.

THEOREM 5.1. If CH1(u) 6= ∅ holds for∀u ∈ V andN (u)
is the complete set of interferers ofu in the networkG(V, E), the
channel assignment based on Algorithm 1 guarantees interference
free communications in the network.



PROOF. The theorem holds from Lemma 5.1.

Theorems 5.1 indicates that if each node can compute a pri-
mary channel that is secondary to all its interferers based on Al-
gorithm 1, interference-free communications in the whole network
can be achieved. In the following, we identify another scenario to
accomplish interference-free transmission.

LEMMA 5.2. Given a nodeu withCH1(u) = ∅ andCH2(u) 6=
∅, if CH1(vi) 6= ∅ holds for all its interferersv1, v2, · · · , v|N (u)|,
nodeu’s transmissions do not interfere with any other node in
N (u).

PROOF. SinceCH1(u) = ∅ andCH2(u) 6= ∅, the set of chan-
nels assigned tou containsu’s secondary channels that are sec-
ondary to all other nodes inN (u). If CH1(vi) 6= ∅ holds for
all its interferersv1, v2, · · · , v|N (u)| in N (u), the set of channels
assigned tovi for i = 1, 2, · · · , |N (u)| includevi’s primary chan-
nels only. Therefore,u’s and its interferers’ transmission channels
do not overlap, and thusu’s transmissions do not interfere with its
interferers, and are not interfered by its interferers.

Note that Theorem 5.1 does not place any restrictions on the size
of the interferer set for any node. In the following, we prove that
when s ≥ |N (u)| holds for∀u ∈ V in the networkG(V, E),
interference-free communication is guaranteed.

THEOREM 5.2. If s ≥ |N (u)| andN (u) is the complete set of
interferers ofu for ∀u in G, the channel assignment based on Al-
gorithm 1 guarantees interference free communications in the net-
work.

PROOF. SinceX is ans-disjunct code,BoolSum(X (N (u)))
does not coverX(u), which means that there exists at least one
row inX at whichX(u) has the value 1 and allX (N (u)) have the
value 0 (see Lemma 4.1). Therefore conditionCH1(u) 6= ∅ holds.
Based on Theorem 5.1, the claim holds.

Theorem 5.2 reports another condition for interference-free com-
munications in the whole network based on Algorithm 1. In other
words, ifs upper-bounds the cardinality of the complete interferer
set of each node in the network, interference-free communications
can be achieved. This condition sounds very rigorous. However,
for a stationary multi-radio multi-channel mesh network where the
mesh routers can be carefully placed, the set of interferers could
be small to provide sufficient coverage. In this scenario, channel
assignment based on Algorithm 1 yields an interference-free net-
work.

5.1.2 Probabilities for interference-Free Channel As-
signment

Note that Lemma 5.1 and Lemma 5.2 report two conditions to
achieve interference-free communications with no restrictions on
the size ofN (u). In this subsection, we conduct further analysis
to derive the probabilities for interference-free channel assignment
when|N (u)| > s based on Algorithm 1. In other words, we will
study the probability that a nodeu can find out a channel to achieve
interference-free communication in its local neighborhood when
s′ > s, wheres′ = |N (u)|.

Let P1 be the probability that Lemma 5.1 holds for some node
u, andP2 be the probability that Lemma 5.2 holds. LetN (u)
be the complete set of interferers of nodeu. Under the protocol

interference model,N (u) = N2(u). We have

P1 = p(CH1(u) 6= ∅), (3)

P2 = p(CH2(u) 6= ∅, CH1(u) = ∅,
CH1(vi) 6= ∅, ∀vi ∈ N (u))

= p(CH2(u) 6= ∅, CH1(u) = ∅) ·
p(CH1(vi) 6= ∅,∀vi ∈ N (u))

= p(CH2(u) 6= ∅, CH1(u) = ∅) ·
|N (u)|∏

i=1

p(CH1(vi) 6= ∅) (4)

The last two equalities hold because the channel codeword for each
node is randomly and independently assigned. Based on Eq. (3) and
(4), to computeP1 andP2, we need to first compute the probability
thatCH1(u) 6= ∅ for ∀u ∈ V , and the probability thatCH1(u) =
∅ andCH2(u) 6= ∅ hold simultaneously.

Let m be the number of rows inBoolSum(X (N (u))) with a
value 0. Given the conditionCH1(u) 6= ∅ or CH2(u) 6= ∅, it
implies thatm > 0. Denote thesem rows byrow1, row2, · · · ,
rowm. Letλmax be the maximum row weight amongrow1, row2,
· · · , rowm. We havet− s′ − λmax ≥ 0.

Note that the boolean sumBoolSum(X (N (u))) can cover a
codewordX(v) in the setX \ X (N (u)) iff X(v) has a value 0 at
all them rowsrow1, row2, · · · , rowm. Therefore, the probability
that the boolean sum ofX (N (u)) covers an arbitrary codeword
X(v) in X \ X (N (u)) is

pcover|m>0 =

m∏
i=1

|X | − s′ − λrowi

|X | − s′

=

m∏
i=1

(1− λrowi

|X | − s′
) (5)

Thus the probability that the boolean sum ofX (N (u)) does not
cover any arbitrary codewordX(v) in the setX \ X (N (u)) is

puncover|m>0 = 1− pcover|m>0

= 1−
m∏

i=1

(1− λrowi

|X | − s′
). (6)

Based on the above analysis, we conclude that a good super-
imposed code for our channel assignment should have a largers
and larger row weightsλ since the higher the probabilitypuncover,
the less interference our channel assignment causes. Methods of
constructing superimposed(s, L, N)-codes have been extensively
studied in [21] [23] [25] [26] [27] [28] [29] [30]. Ref. [31] reports
some optimal designs to construct ans-disjunct code with different
N, s, t.

Let p(m > 0|N (u)) denote the probability that there exists at
least one row with a value 0 inBoolSum(X (N (u))). Assuming
that each codeword inX is independent, we have

p(m > 0|N (u)) = 1− p(m = 0|N (u))

= 1−
N∏

i=1

(1− (t−λi
s′ )

(t
s′)

) (7)

Therefore the probability thatCH1(u) 6= ∅ is

p(CH1(u) 6= ∅) = p(m > 0|N (u)) · puncover|m>0 (8)

Now let’s compute the probability that bothCH1(u) = ∅ and
CH2(u) 6= ∅ hold. Based on the definition ofm, CH2(u) 6= ∅
andCH1(u) = ∅ hold iff the Boolean sumBoolSum(X (N (u)))



covers the codewordX(u) andm > 0. According to Eq.(5), the
probability that nodeu can find a secondary channel for communi-
cation is

p(CH2(u) 6= ∅, CH1(u) = ∅) = p(m > 0|N (u)) ·
pcover|m>0 (9)

For completeness, we provide the probability that a channel from
CH3(u) is picked. Note that bothCH1(u) = ∅ andCH2(u) = ∅
hold iff the boolean sumBoolSum(X (N (u))) covers the code-
word X(u) andX(u) cannot have a value0 at any row of them
rows, namelym = 0. According to Eq.(7), the probability that
CH1(u) = ∅ andCH2(u) = ∅ is

p(CH1(u) = φ, CH2(u) = φ) = p(m = 0|N (u))

=

N∏
i=1

(1− (t−λi
s′ )

(t
s′)

) (10)

The probability thatP2 holds and the probabilities thatu picks
up a channel fromCH1(u), CH2(u), andCH3(u) with respect to
s′ for the superimposed(3, 1, 13)-code of size 13 (Fig. 1) are illus-
trated in Fig. 2. Notice that whens′ ≤ s, Algorithm 1 guarantees
to choose a channel fromCH1(u) is 1.
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Figure 2: The probabilities that u picks up a channel from
CH1(u), CH2(u), and CH3(u), respectively, and the proba-
bility that P2 holds. Heres = 3, t = N = 13.

5.2 Channel Assignment for Broadcast Traf-
fic

When a channel for broadcast is needed, we can apply Algo-
rithm 1 directly. Letu be any node in a networkG(V, E). Let
N (u) be the set of interferers ofu. In the topology interference
model,N (u) contains all two-hop neighbors ofu, i. e. N (u) =
N2(u). Let X(u) andX (N2(u)) be the codewords ofu and its
interferers. For broadcast channel assignment at nodeu the inputs
to Algorithm 1 areX(u) andX (N2(u)).

Note that Algorithm 1 does not care whetherN (u) is a complete
set of interferers or not. However, ifN (u) is the complete set of
interferers ofu, and|N (u)| ≤ s holds for∀u ∈ V , broadcast does
not cause any interference (see Theorem 5.2).

In reality, broadcast and unicast coexist. However, broadcast is
inferior to unicast, as assumed by IEEE 802.11 standard. There-
fore, when applying Algorithm 1 for broadcast channel assignment,
u selects an unused channel inCH1(u) 6= ∅ first. If fails, u picks
up an unused channel inCH2(u) 6= ∅. If no channels inCH1(u)
andCH2(u) is available foru’s broadcast,u picks up an unused
primary channel fromCH3(u).

5.3 Channel Assignment for Unicast Traffic
In this section, we consider the channel assignment for the uni-

cast traffic from nodeu to nodev, whereu andv reside in each
other’s transmission range. In our consideration, it isu’s responsi-
bility to compute the channel for the link(u → v). For simplicity,
we useN(u) to denoteN1(u), the one-hop immediate neighbor
set ofu. We haveu ∈ N(v) andv ∈ N(u).

A simple idea would be to plug-inX(u) andX (N(v))∪{X(v)}
into Algorithm 1 to compute a channel for(u → v). However,
sinceX (N(u)) is available tou too, it is reasonable to use both
X (N(u)) andX (N(v)) for (u → v) channel assignment. This
is our motivation for designing Algorithm 2 for the unicast traf-
fic from u to v. Note that in Algorithm 2 we considerN(u) and
N(v) instead ofN2(u) andN2(v) as the interferers for the uni-
cast traffic fromu to v. We will prove that the channel codewords
from one-hop neighbors of both the sender and the receiver suffice
for Algorithm 2 to achiever100% throughput with a very simple
scheduling algorithm.

Algorithm 2 Channel Assignment for unicast fromu to v

Input: CodewordsX (N(u)), andX (N(v))
Output: CH(u → v), a channel to the link fromu to v.

1: function CH(u → v)=UnicastChannelSelect(X (N(u)),
X (N(v)))

2: CH1(u) ← SelectAChannel(BoolSum(X (N(v)∪ {v}))⊕
BoolSum(X (N(v) ∪ {v} \ {u}))) . Find a primary
channel that is secondary to all nodes inN(v) ∪ {v} \ {u}.

3: if CH1(u) 6= ∅ then
4: CH(u → v) ← CH1(u)
5: else
6: CH2(u) ← SelectAChannel(BoolSum(X (N(u) ∪ {u}))∧

BoolSum(X (N(v))) ) . Find a secondary channel
that is secondary to all nodes inN(u) ∪ {u} but primary
to at least one node inN(v).

7: if CH2 6= ∅ then
8: CH(u → v) ← CH2(u)
9: else

10: CH3(u) ← SelectAChannel(X(u)
∧

X(v)) .
Select a channel that is primary tou and secondary to
v.

11: CH(u → v) ← CH3(u)
12: end if
13: end if
14: end function

The basic idea for Algorithm 2 is sketched below. Nodeu, the
unicast source, first computes a channel that is primary tou but
secondary to all nodes inN(v)∪{v}\{u}. In this case, the channel
selected corresponds to a row with a value 1 inX(u) and all 0’s in
X (N(v) ∪ {v} \ {u}). If this primary channel does not exist,u
computes a channel that is secondary to all nodes inN(u) ∪ {u}
but primary to at least one node inN(v). If fails again,u picks up a
primary channel that is secondary tov. As shown in Theorem 5.6,
this channel selection criteria intends to minimize interference and
accordingly maximize throughput.

The design motivation for Algorithm 2 is stated as follows. A
node should utilize its primary channels if possible; Otherwise, it
should choose a secondary channel that is secondary to all nodes
in its closed neighborhood, but not secondary to all nodes in the
receiver’s neighborhood, since otherwise, the receiver may choose
the same channel for its own unicast, causing interference.

Note that each nodeu runs a copy of Algorithm 2 to compute a
channelk for the unicast link(u → v), wherev ∈ N(u). There-
fore Algorithm 2 is a localized transmitter-oriented channel assign-
ment algorithm.



5.3.1 Interference Analysis
An interesting problem is whether Algorithm 2 can compute an

interference-free channel foru’s transmission tov. Note that there
are two different kinds of interferences for the unicast traffic: the
direct interference caused by immediate neighbors and the indirect
interference caused by the neighbors of the receiver. The first one
results in theexposed terminal problemwhile the second one results
in thehidden terminal problem.

The hidden and exposed terminal problems are well-known phe-
nomenons in wireless networks due to the broadcast nature of the
wireless media. For example, in Fig. 3, when nodeu is transmit-
ting data to nodev, the hidden terminal problem occurs when node
x, which is unaware of the ongoing transmission, attempts to trans-
mit, thus causing collision at nodev. In Fig. 4, when nodev is
transmitting data to nodeu, the exposed terminal problem occurs
when nodex, which is aware of the ongoing transmission, refrains
to communicate withy, thus causing degraded network throughput.

u V

Ru
Rx

X

Figure 3: The hidden terminal problem in wireless networks.

u v X
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Figure 4: The exposed terminal problem in wireless networks.

In the following we prove that when the number of immediate
neighbors of any node in the network is upper-bounded bys, the
hidden/exposed problems can be solved and the network commu-
nication is free of interference. Note that in the following analysis,
we assume that there is no broadcast traffic that can potentially in-
terfere with the unicast traffic.

THEOREM 5.3. Let u and v be any pair of immediate neigh-
bors in the networkG(V, E). If |N(w)| ≤ s holds for∀w ∈ V ,
Algorithm 2 yieldshidden terminal interference-free channel as-
signment for the unicast traffic fromu to v.

PROOF. Let x be any hidden terminal, as shown in Fig. 3. We
havex ∈ N(v). Since|N(v)| ≤ s, |N(v) ∪ {v} \ {u}| ≤ s.
Therefore the Boolean sum of all codewords owned byN(v) ∪
{v} \ {u} does not cover the codeword ofu due to thes-disjunct
property of the superimposed codeX used for channel assignment.
ThusCH1(u) 6= ∅ holds in Algorithm 2 andu can choose one of
its primary channels that are secondary to all nodes inN(v)∪{v}\
{u}. Letk be the channel selected byu for the unicast fromu to v.

We claim that it is impossible for any nodex ∈ N(v)∪{v}\{u}
to choosek for unicast based on Algorithm 2. Assumex needs a
channel to unicast toy. Since|N(y)| ≤ s, CH1(x) 6= ∅. There-
forex will choose one of its primary channels that are secondary to
all nodes inN(y)∪{y}\{x} based on Algorithm 2. However,k is

secondary tox sincex ∈ N(v). Therefore the unicasts fromu to v
and fromx to y do not interfere since they use different channels.

Note that any nodew in N(u) but not inN(v) may choose the
same channel as that ofu for unicast. But this unicast does not
cause interference atv sincev is out ofw’s transmission range.

THEOREM 5.4. Let v and u be any pair of immediate neigh-
bors in the networkG(V, E). If |N(w)| ≤ s holds for∀w ∈ V ,
Algorithm 2 yieldsexposedterminal-free channel assignment for
the unicast traffic fromv to u.

PROOF. Let x be any exposed terminal to the unicast fromv to
u, as shown in Fig. 4. Lety be the destination of the unicast traffic
from x. We havex ∈ N(v), x /∈ N(u), andy /∈ N(v) ∪ N(u).
Thus the ACK fromy to x does not reachv. For the same reason,
the ACK fromu to v does not reachx. Therefore, no matter which
channels the links(u → v) and(y → x) receive from Algorithm 2,
the two ACKs do not collide atv andx.

Sincev and y are hidden with respect tox, based on Theo-
rem 5.3,v andy choose different channels when|N(w)| ≤ s holds
for ∀w ∈ V in the network. Therefore, the ACK fromy to x and
the data fromv to u do not collide atx. For the same reason, the
ACK from u to v and the data fromx to y do not collide atv.

Based on this analysis, Algorithm 2 yieldsexposedterminal-free
channel assignment.

Note that Theorems 5.3 and 5.4 hold when|N(w)| ≤ s for
∀w ∈ V for a networkG(V, E). Assuming no interference caused
by broadcast traffic (see Subsection 5.2), these two theorems indi-
cate that Algorithm 2 yields interference-free communications in
the networkG when the maximum node degree (the number of
one-hop neighbors) is≤ s.

THEOREM 5.5. If |N(w)| ≤ s for ∀w ∈ V holds for a network
G(V, E), Algorithm 2 yields interference-free communications in
G.

PROOF. Proof follows from Theorems 5.3 and 5.4.

5.3.2 Throughput Analysis
It is interesting to observe that the induced graph of the edges

being assigned the same channel via Algorithm 2 is a forest. Re-
cent research [32,33] indicates that with a simple scheduling algo-
rithm (maximal weight independent set scheduling), a tree graph
can achieve100% throughput under the primary interference con-
straints. This result can be applied to analyze the achievable through-
put via Algorithm 2.

Let’s study Algorithm 2 again. It has the following nice feature:

LEMMA 5.3. Let(w → u) and(u → v) be two adjacent edges
in G(V, E). Assumek1 is the channel assigned to(w → u) and
k2 is the channel to(u → v) by Algorithm 2. We havek1 6= k2.

PROOF. Channelsk1 andk2 are computed byw andu respec-
tively. If CH1(w) 6= ∅, k1 ∈ CH1(w). Thereforek1 is primary to
w but secondary toN(u)∪{u}\{w}. In this case, sincek1 is sec-
ondary tou, k1 /∈ CH1(u) andk1 /∈ CH3(u). Also becausek1

is primary tow, k1 can not be inCH2(u) sincew ∈ N(u) and all
channels inCH2(u) are secondary toN(u) ∪ {u}. Thus channel
k1 can not be selected byu for the edge(u → v) if k1 ∈ CH1(w).

If CH1(w) = ∅ andCH2(w) 6= ∅, k1 is selected fromCH2(w)
byw, which means thatk1 is secondary to all nodes inN(w)∪{w}
but primary to at least one node inN(u). Thereforek1 can not be
in CH2(u) since it contains channels secondary to all nodes in
N(u) ∪ {u}. k1 /∈ CH1(u) andk1 /∈ CH3(u) hold too sincek1



is secondary tou asu ∈ N(w). Therefore channelk1 can not be
selected for the edge(u → v) if k1 ∈ CH2(w).

If k1 is selected fromCH3(w), k1 is primary tow and secondary
to u, thereforek1 /∈ CH1(u) andk1 /∈ CH3(u). We claim that
k1 /∈ CH2(u) too since otherwisek1 would be secondary tow
becausew ∈ N(u) and all channels inCH2(u) are secondary to
the nodes inN(u) ∪ {u}.

Therefor the channelk1 assigned to the link(w → u) by Al-
gorithm 2 could not be assigned to the link(u → v). We have
k1 6= k2.

Note that the proof of Lemma 5.3 utilizes the fact thatCH3 is al-
ways non-empty. This is guaranteed by the following requirement
on the channel codewords: for any two channel codewordsX(u)
andX(v), there exists two channelsk1 andk2 such thatk1 is pri-
mary tou and secondary tov, andk2 is primary tov and secondary
to u.

COROLLARY 5.1. Let k1 and k2 be the channels assigned to
the edges(u → v) and (v → u), respectively, by Algorithm 2.
Thenk1 6= k2.

PROOF. Claim follows from Lemma 5.3.

Corollary 5.1 indicates that the channels used for DATA and for
ACK are always different. Lemma 5.3 indicates that two adjacent
links can transmit DATA or ACK concurrently. Therefore, a mul-
tihop path can achieve maximum throughput in MR-MC networks
since all nodes can transmit simultaneously without causing any
collision.

Let Gk(V, Ek) be the induced graph containing all edges receiv-
ing channelk based on Algorithm 2. We have

LEMMA 5.4. For ∀k ∈ C, whereC is the set of orthogonal
channels,Gk is a forest.

PROOF. For contradiction we assume thatGk is not a forest. In
other words,Gk contains a circleO. Consider any two adjacent
edges(w → u) and (u → v) in O. Based on Lemma 5.3, the
channels assigned to(w → u) and (u → v) must be different.
Therefore only one of them can appear inGk. A contradiction to
the assumption that(w → u) and (u → v) both appear inGk.
Thus no circleO exists inGk.

Lemma 5.3 indicates that each tree inGk has a star-shaped topol-
ogy4, and the number of concurrent transmissions supported equals
the total number of stars in allGk.

COROLLARY 5.2. Each tree inGk is a star.

PROOF. Proof follows from that of Lemma 5.3.

COROLLARY 5.3. The number of concurrent transmissions sup-
ported by the network equals the total number of stars in allGk for
all k ∈ C.

PROOF. Since each star topology can support only one unicast
at any time, claim follows.

Brzezinski, Zussman, and Modiano [32] has proved the follow-
ing lemma:

LEMMA 5.5. A maximal weight independent set scheduling al-
gorithm achieves100% throughput for a tree network.

4Since we consider directed links, this topology actually is a star-
shaped DAG (Directed Acyclic Graph).

Therefore we have

THEOREM 5.6. There exists a simple scheduling algorithm such
that Algorithm 2 yields100% throughput.

PROOF. Proof follows from Lemma 5.4 and Lemma 5.5.

Brzezinski, Zussman, and Modiano [32] presents multiple algo-
rithms based on matroid intersection to partition the network into
subnetworks with large capacity regions to maximize the through-
put of each of the subnetwork. Algorithm 2, which is much simpler,
maximizes the throughput if each node has a unique channel code-
words satisfying the condition elaborated in Section 3.1.

5.3.3 Simulation Study
In this subsection, we conduct simulation to evaluate Algorithm 2

in terms of channel utilization and usage fairness. Our goal is to in-
vestigate:1. the number of concurrent transmissions;2. the chan-
nel usage fairness.

Simulation Settings:
In the simulation we have considered an area of a100 × 100

square units with13 randomly deployed nodes. The simulation
settings are listed as follows:

• All simulation results are averaged over100 different topolo-
gies.

• The number of available channels in the network is set to
N = 13.

• The superimposed(3, 1, 13)-codeX , as shown in Fig. 1, is
applied in the simulation.

• Each node randomly picks a unique codeword fromX as its
channel codeword.

• The average node degree is denoted byd, whered varies
from 2 to 6.

• The number of radios equipped by each node is denoted by
Q, whereQ ∈ {2, 4, 6, 8, 10, 12}. Q varies under different
topologies.

Note that the number of channels utilized by a node can be mea-
sured by the number of concurrent transmissions supported by that
node. Therefore for an arbitrary nodeu, we denote its channel uti-
lization by the number of supported concurrent transmissions.

Fig. 5 describes the relationship among the number of concurrent
transmissions supported by each node, the average node degreed,
and the number of radiosQ. For each settings ofd andQ, the re-
sults are averaged on all the nodes in the network over100 different
topologies. As shown in Fig. 5, when the number of radios is fixed
in the network, the smaller the average node degree, the larger the
number of concurrent transmissions supported by each node. This
is because the smaller the average node degree, the less number of
interferers a node may have, namely the more number of channels
available for concurrent transmissions.

When the average node degree is fixed, the larger the number of
radios, the more the number of concurrent transmissions supported
by each node. This result is intuitive since the number of concurrent
transmissions is bounded by the number of radios in the network.
Comparing the six curves in Fig. 5, we find that the smaller the
number of radios, the smaller the number of concurrent transmis-
sions supported by each node. We also find that whend ≤ s andQ
is fixed, the number of concurrent transmissions supported by each
node reaches its maximum, that isQ.
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Figure 5: The average number of concurrent transmissions
supported by each node.

Fairness in channel usage is another important issue in wireless
networks. Note that in our simulation study, the channel assign-
ment matrixX has a constant column weight, which means that
each node in the network has the same numbers of primary chan-
nels and secondary channels. Since the channel codeword is picked
randomly and independently for each node, intuitively the channel
usage should be fair. This has been validated by our simulation
result reported in Fig. 6.
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Figure 6: The channel usage of each channel when average
node degree is 3.

6. DISCUSSION

6.1 Strength of Algorithms 1 and 2
Note that Algorithms 1 and 2 are both localized. They re-

quire the availability of the channel codewords from one or two-hop
neighborhood, which results in low communication overhead since
the binary codewords are short. In addition, both algorithms have
low computation overhead since only simple Boolean algebraic is
involved.

Algorithm 1 is generic. It is suitable for both unicast and broad-
cast traffic. As long as the codewords of the set of interferers are
available, an interference-aware channel can be computed. Under
certain conditions, this channel causes no interference.

The underlying design principle for unicast channel assignment
(Algorithm 2) is the same as that of Algorithm 1: a node always
selects a channel that causes the least interference to its neighbor-

hood based on its current knowledge. With a simple scheduling
algorithm, Algorithm 2 can achieve100% throughput.

Neither of the two algorithms relies on thes-disjunct superim-
posed code, which is introduced to identify the scenarios when in-
terference free communications are possible. However, if the chan-
nel codewords form ans-disjunct code, Algorithms 1 and 2 can
compute a channel for better interference mitigation. In addition,
the larger thes, the better the performance.

Both algorithms can be uploaded to the same node for broadcast
and unicast channel computation. However, broadcast may be infe-
rior to unicast, as in IEEE 802.11 standard. In this case, a channel
has a higher priority to be assigned for unicast. If the probability of
a channel being primary or secondary is the same for all nodes, the
channel usage is fair.

Note that even though we assume the frequency channels in our
discussion, both algorithms work with any kind of orthogonal chan-
nels: time slots, orthogonal codes, etc., as long as the channels
can be labelled by a binary string indicating their primary and sec-
ondary roles to each node.

6.2 Superimposed Codes
Thes-disjunct property elaborated in Lemma 4.1 plays a signif-

icant role in interference-free channel assignment. It is clear that
the strengths should be strong and the sizet should be large for a
superimposed codeX of lengthN to be applicable to a MR-MC
network withN available orthogonal channels. GivenN , comput-
ing a satisfiable superimposeds-disjunct code is non-trivial. As
reported by D’yachkov and Rykov in [31], the following relation-
ship ofN , t, s, andλmax holds.

LEMMA 6.1. Let t > λmax > s ≥ 1 andN > 1 be integers.

1. For any superimposed(s, 1, N)-code of lengthN , sizet, and
maximum row weightλmax:

N ≥ d (s + 1)t

λmax
e (11)

2. If λmax ≥ s + 2, (s + 1)t = λmaxN , and there exists
a superimposed(s, 1, N)-codeX with sizet and maximum
row weightλmax, then

• CodeX has a constant column weightw = s + 1, and
a constant row weightλ = λmax, and the maximal dot
product of any two codewords inX is 1.

• The following inequality holds true:

λ2 − λ(λ− 1)

s + 1
≤ t (12)

Note that for a superimposed(s, 1, N)-code, the upper bound
of s is limited byN . Therefores cannot be a large number if the
number of available channelsN in the network is small. However,
this should not be a restriction on the application of superimposed
codes in IEEE802.16e based stationary MR-MC wireless mesh
networks. The OFDMA technique in IEEE802.16e [34] [35] al-
lows bandwidth to be divided into many lower-speed sub-channels
to increase resistance to multi-path interference. Typically a large
number of non-overlapping orthogonal sub-channels are available
for simultaneous transmissions. Therefore in this case,s can be
large sinceN is large.

However, the non-overlapping channels in802.11 standards are
limited (3 non-overlapping channels in IEEE802.11b/g; 12 non-
overlapping channels in original IEEE802.11a). Therefores in
802.11-based wireless mesh networks is limited to some small num-
ber, which may affect the effectiveness of channel assignment.



A good news is that it is very likely that we still have disjunct
property with more thans codewords. Let’s introduce the definition
for α-almosts-disjunct code proposed in [29] [36]:A binary matrix
isα-almosts-disjunct if for any randomly selected set ofs columns,
the probability that they cover no other column is at leastα. In
[29], authors proposed a study on a3-disjunct superimposed code
of size 30, where the number of codewords is much larger than
s. The results indicate that this superimposed code is0.95-almost
15 disjunct, and0.6-almost30 disjunct. This study tells us that a
less powerfuls-disjunct superimposed code could work well in our
channel assignment.

6.3 Scalability Considerations
In superimposed codes, althought increases superlinearly com-

pared toN [31], it is still a bounded number. Therefore, when
applying a superimposed code in a MR-MC network, the network
size is restricted because a superimposed code can only accommo-
date at mostt nodes. To overcome this problem, we propose the
following scalability enhancement.

As shown in Fig. 7, we map the network by cellular grids (regular
hexagonal grids). The side length of each grid isRmax, where
Rmax is the maximum interference range a node can have in the
network. Since the chromatic number of face coloring of such a
graph is3, the cellular grids of the network can be easily classified
into 3 categories denoted byA, B, andC.

Given a superimposed(s, 1, N)-codeX , we evenly divideX
into 3 subsets:tA, tB and tC . Each subset exclusively contains
about1/3 codewords ofX , representing a possible channel assign-
ment for a grid category. For example, nodes belonging to the grids
of categoryA are assigned channels based ontA; nodes belong-
ing to grids of categoryB are assigned channels based ontB ; and
nodes belonging to grids of categoryC are assigned channels based
on tC , as shown in Fig. 7.

tC

t
A

tB

Rmax

tB tB

tB

tC

tCtC

tC

t
A

tB

Figure 7: Channel assignment in a scalable network under a
cellular grid topology.

Facilitated with a cellular grid topology, the network can scale to
infinite size, though the superimposed(s, 1, N)-code has a bounded
sizet.

6.4 Applications to Mobile Mesh Networks
Since both algorithms are localized, and the communication over-

head for a node to obtain the channel codewords from its neighbor-
hood is low, channel assignment for mobile MR-MC wireless mesh
networks can be easily supported. We will quantitatively study the
performance of our algorithms in a mobile mesh network and test
their support to popular mobile routing protocols in our future re-
search.

6.5 Future Research
This paper presents our exploratory work toward capacity im-

provement in MR-MC mesh networks. We will study the perfor-
mance of our algorithms in an mobile environment and test their

capability of simultaneously supporting both unicast and broadcast.
Additionally, we will design a MAC protocol based on these two
algorithms to efficiently utilize the network resource for throughput
maximization. Furthermore, we will explore the impact of channel
codeword on the performance of channel assignment based on our
algorithms.

7. CONCLUSION
In this paper, we have designed two localized channel assign-

ment algorithms based ons-disjunct superimposed codes for multi-
radio multi-channel wireless mesh networks. Our algorithms can
effectively support channel allocation for both unicast and local
broadcast since channels are pertained to transmitters instead of
links even though the interferers at the destination affects channel
selection. The selected channels are expected to cause low overall
switching delay and low interference to the local neighborhood. In
addition, we have identified the conditions when interference-free
channel assignment can be achieved and when hidden/exposed ter-
minal problems can be avoided. For unicast, our algorithm results
in 100% network throughput with a simple scheduling algorithm.
Since we do not make any assumptions on the underlying network
settings such as traffic patterns and MAC/routing protocols, our
channel assignment algorithms are applicable to a wide range of
MR-MC mesh networks.
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