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In this paper, we present an efficient approach for parameterizing a genus-zero triangular
mesh onto the sphere with an optimal radius in an as-rigid-as-possible (ARAP) manner,
which is an extension of planar ARAP parametrization approach to spherical domain. We
analyze the smooth and discrete ARAP energy and formulate our spherical parametrization
energy from the discrete ARAP energy. The solution is non-trivial as the energy involves a
large system of non-linear equations with additional spherical constraints. To this end, we
propose a two-step iterative algorithm. In the first step, we adopt a local/global iterative
scheme to calculate the parametrization coordinates. In the second step, we optimize a
best approximate sphere on which parametrization triangles can be embedded in a rigid-
ity-preserving manner. Our algorithm is simple, robust, and efficient. Experimental results
show that our approach provides almost isometric spherical parametrizations with lowest
rigidity distortion over state-of-the-art approaches.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

Parametrization is essential for geometry processing
and has wide applications in various fields, including tex-
ture mapping, texture synthesis, detail transfer, mesh com-
pletion, remeshing, surface approximation, scattered data
fitting, and morphing, etc.

The problem of mesh parametrization is to compute a
one-to-one mapping from a given mesh to a suitable
domain. The most commonly used mesh is triangular
mesh, and the mappings are required to be at least piece-
wise linear, so we only need to compute the vertex
coordinates.

The parametrization of a closed genus-zero manifold
triangular mesh preferably is done on its natural domain:
the spherical domain. Many applications are quite sensi-
tive to discontinuities in the parametrization, or cannot
tolerate them at all. The big advantage of the spherical
domain over the planar one is that it allows for seamless,
continuous parametrization of genus-zero models, and
there are a large number of such models in use [1].

As we have known, the common goal of parametriza-
tion is to find a mapping which minimizes some metric
distortion of the original mesh. There are various types of
parametrization methodologies, such as authalic (area-
preserving) mapping, conformal (angle-preserving) map-
ping, isometric (length-preserving) mapping, and some
combination of these [2]. In this paper, we aim to parame-
terize a genus-zero triangular mesh onto a sphere in an
as-rigid-as-possible (ARAP) manner.

Specifically, we extend the ARAP planar parametriza-
tion method [2,3] to spherical domain. In the planar case,
the ARAP parametrization [2] minimizes an ‘‘intrinsic’’
deformation energy function which can be expressed in
terms of the singular values of the Jacobian of the param-
etrization. Unfortunately, the extension to the sphere is
not straightforward. Furthermore, in sharp contrast to the
planar case, we need to optimize a radius of the sphere
on which parametrization triangles can be embedded on
in a rigidity-preserving manner.
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After we formulate the smooth ARAP spherical parame-
trization energy, we propose the discrete variational
description of the energy. We use a two-step iterative algo-
rithm to solve the non-linear problem with additional
spherical constraints. An optimal radius of the sphere is
obtained to guarantee the rigidity of the parametrization.
Experimental results show that our ARAP parametrization
approach always gives the lowest rigidity distortion com-
pared with state-of-the-art approaches [4–7].
2. Related work

2.1. Spherical parametrization

The problem of mesh spherical parametrization is map-
ping a piecewise linear surface with a discrete representa-
tion onto a spherical surface. There are many methods of
spherical parametrization proposed in the past years. We
refer the interested reader to [8,1] for a survey of the
state-of-the-art in spherical parametrization research.
Many of these methods are very similar to those of map-
ping simple meshes onto planar domain, whereas some
of the linear methods become non-linear versions.

The simplest way to map a closed triangular mesh to
the sphere is to reduce the problem to the planar case. Ha-
ker et al. [9] used a method which mapped the given
genus-zero mesh into the plane and then used stereo-
graphic projection to map it to the sphere. Thus, it is more
natural to parameterize the mesh directly on the sphere
without going back and forth to the plane. Several methods
for direct parametrization on the sphere exist. Gotsman
et al. [5] showed a nice relationship between spectral
graph theory and spherical parametrization, and embed-
ded simple meshes onto the sphere by solving a quadratic
system. Unfortunately, there was no analysis of the de-
grees of freedom in the various spherical embedding, the
system was also quite slow even for a few hundred verti-
ces. Saba et al. [10] provided an efficient optimization
method combined with an algebraic multigrid technique
to get the solution of the large system of non-linear equa-
tions in [5]. Li et al. [6] minimized the discrete harmonic
energy to map a genus-zero surface to the unit sphere with
good shapes which was suitable for surface fitting with
PHT-splines.

Some spherical parametrization approaches have
focused on directly optimizing the metric distortion. These
approaches require extensive computation, due to the dis-
tortion measures are usually highly non-linear. Gu and Yau
[11] gave an important point that a harmonic spherical
map is conformal, then they proposed an iterative method
which approximated a harmonic map without splitting.
Other spherical conformal mappings are proposed in
[4,12,13]. Sheffer et al. [14] proposed a method which
measured angle distortion directly. They formulated a set
of necessary and sufficient conditions for the spherical an-
gles of the triangulation to form a valid spherical triangu-
lation. The resultant mappings of all methods above are
almost angle-preserving. However, the area distortion of
these methods should be very large, and the area distortion
is necessary to consider. Praun and Hoppe [15] used a
coarse-to-fine solving scheme to iteratively optimize the
L2 stretching energy [16] defined piecewise on the triangl-
uar mesh. Zayer et al. [17] proposed a curvilinear spherical
parametrization which better reduced area-distortion effi-
ciently. Wan et al. [7] utilized the distortion energy [18]
and presented an efficient hierarchical optimization
scheme minimizing angle and area distortions. However,
we find that little work has been done on rigidity-preserv-
ing in spherical parametrization, thus we propose a meth-
od using the ARAP energy to parameterize the surface in a
rigidity-preserving manner.

Recently, some basic flows have been used to evolve
surface geometry. Both are classic mean-curvature flow
derivations (see [19] for a modern treatment of the contin-
uous formulation, and [20] for the finite-elements discret-
ization) [21] modified the flow and presented empirical
evidence that does it define a stable surface evolution for
genus-zero surfaces, but that the evolution converges to
a conformal parametrization of the surface onto the
sphere. However, discrete surface Ricci flow theory was
developed by Chow and Luo [22] and a computational
algorithm was introduced in [23]. With spherical geome-
try, Ricci energy is not strictly convex but converges to a
local optimum [22,24,25] presented a framework for
spherical parametrization using Euclidean Ricci flow, facil-
itating efficient and effective surface mapping.
2.2. ARAP energy

The ARAP energy is very important in geometry pro-
cessing and has wide applications in editing [3], morphing
[26,27], simulation [28], and planar parametrization [2,29].
The energy measures the sum of distance between defor-
mation differentials and their corresponding rotation
group [28]. Chao et al. [28] analyzed the relationship be-
tween the ARAP energy and standard elastic energy which
commonly used in simulation. Local rigidity can be seen as
the governing principle of various surface deformation
models, and Sorkine et al. [3] used the ARAP energy to pre-
serve the local-details of vertex’s one-ring neighbors for
surface modeling. The principle of ARAP deformation was
successfully applied to shape interpolation [26,27] to
determine intermediate shape path such that the deforma-
tion from source to target appears as rigid as possible. Liu
et al. [2] used the ARAP energy for planar parametrization
of disk-topology surfaces, they parameterize the mesh to
the plane in a rigidity-preserving manner for each individ-
ual triangle. Myles and Zorin [29] described a method for
finding cone locations, and extended the ARAP parametri-
zation of disk-topology surfaces to general surfaces, which
yielded seamless parametrization with low metric
distortion.
3. Contribution

We extend the ARAP planar parametrization of disk-
topology surfaces [2] to spherical parametrization of closed
genus-zero mesh. This poses the problem to find an optimal
local transformation for each individual mesh element,
then stitch the transformed elements into a coherent



Fig. 1. The discrete ARAP energy in 3D corresponds to tetrahedrons.
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sphere. Compared with [2] in 2D, where the local transfor-
mations are applied to individual triangles, we apply the lo-
cal transformations to tetrahedrons in 3D. Moreover, we
optimize the radius of the sphere for isometric mapping.
The reason we update the radius is that, our algorithm can-
not guarantee all parametrization triangles are congruent
to the original ones (there are some rigidity distortions
and our method is an as rigid as possible one), thus we need
to update the radius correspondingly to decrease the ARAP
energy which determines the rigidity distortion directly.

In this context, our contributions are:

1. We develop the model of mapping the genus-zero
triangular mesh to the sphere with an optimal radius
in a rigidity-preserving manner. Our spherical
parametrization model bases on minimizing the
ARAP energy in 3D with additional spherical
constraints.

2. We analyze the ARAP energy from the smooth varia-
tional description to its corresponding discrete 2D
and 3D case.

3. It is non-trivial to solve such a non-linear model with
non-linear constraints, we propose a two-step itera-
tive algorithm to efficiently solve it.

4. ARAP energy

In this section, we give out an analysis of the ARAP
energy. Firstly, we introduce the smooth, variational
description ARAP energy. Then, we give out the discretiza-
tion of the smooth energy in 2D and 3D case respectively.

Given a smooth map f : M ! N; f ðvÞ ¼ u describes the
mapping of a reference configuration M � Rn into a de-
formed configuration N � Rn. Likewise, a differential vec-
tor dv is mapped by the deformation gradient df, then we
get the energy

Eðf Þ ¼ 1
2

Z
M

min
R2SOðnÞ

jdf � Rj2: ð1Þ

The energy (1) measures the distance between the defor-
mation differential df and the nearest rotation R, character-
izing how far f is from an isometry [28].

For convenience, we deNote 2-manifold simplicial com-
plex as M ¼ ðV ; E; FÞ and 3-manifold simplicial complex as
M ¼ ðV ; E; F; TÞ.

4.1. The 2D case

For 2-manifold simplicial complex consisting of verti-
ces, edges, triangles, the integral over M becomes a sum
over triangles. Assume the triangles F of the mesh M are
numbered with t = 1 to n (n is the number of triangles F).
The original triangle t denotes xt ¼ fx0

t ;x
1
t ;x

2
t g, and

ut ¼ fu0
t ;u

1
t ;u

2
t g its image under df.

The corresponding discrete energy in 2D is the piece-
wise linear Dirichlet energy [2,30] as

Eðf Þ ¼ 1
4

Xn

t¼1

X2

i¼0

cotðhi
tÞkðui

t � uiþ1
t Þ � Rtðxi

t � xiþ1
t Þk

2
; ð2Þ

where hi
t is the angle opposite the edge ðxi

t;x
iþ1
t Þ in the trian-

gle whose vertices are xt and superscripts are all modulo 3.
4.2. The 3D case

For 3-manifold simplicial complex consisting of verti-
ces, edges, triangles and tetrahedrons, the integral over M
becomes a sum over tetrahedrons. Assume the tetrahe-
drons T of the mesh M are numbered with T = 1 to n
(n is the number of tetrahedrons T).

The original tetrahedron T denotes xT ¼ fx0
T ;x

1
T ;

x2
T ;x

3
T g, and uT ¼ fu0

T ;u
1
T ;u

2
T ;u

3
T g its image under df.

Following the cotan formula for tetrahedron [28,31], the
corresponding discrete energy in 3D is as follows

Eðf Þ ¼ 1
12

Xn

T ¼1

X
fi;jg2f0;1;2;3g

cotðhi;j
T Þkxk

T � xl
T kkðui

T � uj
T Þ

� RT ðxi
T � xj

T Þk
2
; ð3Þ

where fk; lg ¼ f0;1;2;3gnfi; jg, hi;j
T is the dihedral angle

opposite edge ðxi
T ;x

j
T Þ in the tetrahedron (see Fig. 1).
5. Model

If each triangle of the 3D triangular mesh is required to
be flattened onto the sphere independently of the other tri-
angles, this would certainly be easy (see Fig. 2 (middle)),
we denote the flattened triangles on the sphere with local
isometric parametrization as xt ¼ fx0

t ;x
1
t ;x

2
t g. Note that xt

depends on radius r of the sphere. However, requiring all
the flattened triangles on the sphere fit together into one
coherent mesh with correct orientations is a main chal-
lenge (see Fig. 2 (right)). Obviously some of the triangles
are going to be deformed in this process, in this paper we
only allow each triangle to be deformed by rigid transfor-
mation with additional spherical constraints. We aim to
find a single parametrization of the entire mesh, i.e., a
piecewise linear mapping from the 3D mesh to the 3D
sphere, described by assigning 3D coordinates u to each
of the n vertices on the sphere. For each triangle t, we de-
note the parametrization coordinates as ut ¼ fu0

t ;u
1
t ;u

2
t g.

In 2D case, the planar parametrization of the ARAP en-
ergy was studied by [2] and its discrete setting is Eq. (2).
Firstly they flattened each 3D triangle into the plane with



Fig. 2. Parameterizing a mesh by aligning local flattened triangles on the sphere in a rigidity-preserving manner. (Left) Original mesh; (middle) flattened
triangles of original mesh on the sphere; (right) 3D ARAP spherical parametrization result.
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its own local isometric parametrization, then used a local/
global scheme to stitch the separated triangles into a
coherent mesh.

In 3D case, however, with each flattened triangle xt of
the original mesh and its piecewise linear mapping result
ut of the parametrization of the entire mesh, we cannot
calculate a unique 3� 3 Jacobian matrix (deformation
gradient df). In order to solve this problem, we add an
auxiliary vertex O ¼ f0;0;0g to each triangle of the mesh,
thus the original mesh is converted to a 3-manifold simpli-
cial complex. Then xt corresponds to a tetrahedron
xT ¼ fxt ;Og ¼ fx0

t ;x
1
t ;x

2
t ;Og and ut corresponds to a tetra-

hedron uT ¼ fut ;Og ¼ fu0
t ;u

1
t ;u

2
t ;Og (see Fig. 4). With the

help of the auxiliary vertex, we can easily calculate the
mapping f between xT and uT , and use a 3� 3 Jacobian
matrix (deformation gradient df) to describe the mapping
which is a constant per tetrahedron.

We define the ARAP spherical energy of the parametri-
zation coordinates uT and the rotation group RT for each
tetrahedron, consequently our problem is minimizing the
energy as follows

min EðuT ;RT ; rÞ ¼
X
T

VT kJðuT Þ � RT k2
F ;

s:t: kui
T k

2 ¼ r2; i ¼ 0;1;2;
ð4Þ

where VT is the volume of tetrahedron T ; JðuT Þ is the
3� 3 Jacobian matrix which depends on uT and r is the ra-
dius of the sphere.

Note that each tetrahedron uT consists of the triangle ut

with an additional constant vertex O, since the rotation of
uT is equal to the rotation of ut ðRT ¼ RtÞ. We have men-
tioned above that u denote the 3D spherical parametriza-
tion coordinates of the vertices and R denote the rotation
group of the triangles. Then, following [28,31] we can use
the discrete 3D ARAP energy (3) to rewrite (4) (instead of
in terms of the Jacobians) in an explicit form (in terms of
the parametrization coordinates u and the mesh vertex
coordinates x)

Eðu;R; rÞ ¼ 1
12

Xn

t¼1

X2

i¼0

½cotðai;iþ1
T Þkxiþ2

t � Okkðui
t � uiþ1

t Þ

� Rtðxi
t � xiþ1

t Þk
2 þ cotðbi;o

T Þkxiþ1
t

� xiþ2
t kkðui

t � OÞ � Rtðxi
t � OÞk2�

¼ 1
12

Xn

t¼1

X2

i¼0

½cotðai;iþ1
T Þkxiþ2

t kkðui
t � uiþ1

t Þ

� Rtðxi
t � xiþ1

t Þk
2 þ cotðbi;o

T Þkxiþ1
t

� xiþ2
t kkui

t � Rtxi
tk

2� ð5Þ
where ai;iþ1
T is the dihedral angle opposite the edge ðxi

t; x
iþ1
t Þ

and bi;o
T is the dihedral angle opposite the edge ðxi

t;OÞ in the
tetrahedra. Note that we optimize a radius r of the sphere
in the energy (5), for reason that the radius r directly influ-
ences the ARAP spherical parametrization result (see Sec-
tion 6.2). It is non-trivial to solve such a non-linear
problem with non-linear constraints, hence in next section
we will provide a simple and efficient algorithm to deal
with the problem.
6. Algorithm for ARAP spherical parametrization

In order to solve the minimization problem (4) for an
ARAP spherical mapping, we present a two-step iterative
algorithm by separating variables of the parametrization
coordinates u, the rigid rotation group R and the radius r.

Starting from an initial spherical parametrization from
any available algorithm, our algorithm alternatively up-
dates the parametrization coordinates u, rotation group R
and optimal radius r in two steps (see Fig. 3). The two-step
iterative algorithm is described as follows.

6.1. Step one: the local/global algorithm

In step one, we fix the radius r of the sphere, and use a
local/global iterative scheme to update the parametriza-
tion coordinates u and the rotation group R. In the local
phase of step one, the optimal rotation RtðRT ¼ RtÞ is com-
puted for per tetrahedron, assuming u are fixed. Then in
the global phase, the rotation group R are assumed fixed,
the optimal u are solved for as a sparse linear system.

6.1.1. Local phase
Remember that, in order to calculate the 3� 3 Jacobian

matrix (deformation gradient df), we add an auxiliary ver-
tex O ¼ f0;0;0g to each flattened triangle xt and construct
the corresponding tetrahedron xT (see Fig. 4). Since the
optimal rotation of each flattened triangle is equal to the
rotation of its corresponding tetrahedron, we minimize
the following energy function for a single tetrahedron
which can easily be deduced from energy (3)

ExT ¼
X

fi;jg2f0;1;2;3g
cotðhi;j

T Þkxk
T �xl

T kkðui
T �uj

T Þ�RT ðxi
T � xj

T Þk
2
;

ð6Þ

where fk; lg ¼ f0;1;2;3gnfi; jg, hi;j
T is the dihedral angle

opposite edge ðxi
T ;x

j
T Þ in the tetrahedron.

To calculate this, we rewrite the energy (6) as



Fig. 3. Overview of our iterative algorithm. Spherical parameterizing a cube model. Starting from an initial guess from available algorithm, our algorithm
runs a two-step processing to update the mesh. The final result is explicitly preserving the parametrization triangles as rigid as possible shown in the right.
Numbers in bracket denote area, angle and rigidity distortion (the metric distortion defined in Section 8). The r denotes the optimal radius (see Section 6.2
for the optimal radius searching scheme) of the final parametrization result.
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ExT ¼
X5

î¼0

wîke
0
î
� RT eîk

2
; ð7Þ

where wî ¼ cotðhi;j
T Þkxk

T � xl
T k are the cotangent weights for

tetrahedron, e0
î
¼ ui

T � uj
T and eî ¼ xi

T � xj
T .

Inspired by [2,3], this is solved as RT ¼ VxT UT
xT

by the
signed SVD factorization of the cross-covariance matrix.

SxT ¼
X5

î¼0

wîeîe
0T
î
¼ UxT DxT VT

xT
: ð8Þ
6.1.2. Global phase
After we apply the rotation RT to each tetrahedron xT

individually, the corresponding intermediate result may
not coincide as shown in Fig. 2 (middle). Thus, we need
to stitch them in the global phase.

Note that we fix radius r and rotation group R to solve
parametrization coordinates u in the global phase, since
the energy Eðu;R; rÞ (5) is quadratic in u. The minimum u
can be found by setting the gradient of (5) to zero and solv-
ing the associated linear sparse system.

To calculate this, overloading the notation slightly, we
rewrite the energy function (5) in terms of the
tetrahedrons:
Fig. 4. In the local phase, we add an auxiliary vertex O to each triangle xt

to construct the corresponding tetrahedron xT , and the optimal rotation
RT is computed per tetrahedron assuming the u are fixed.
Eðu;R; rÞ ¼ 1
12

X
ði;jÞ2he

wijkðui � ujÞ � RT ði;jÞ ðxi � xjÞk2

2
4

þ
X

i

X
k

wiokui � RT veðkÞxik2

#
; ð9Þ

where he is the set of half-edges in the original mesh; ui

and xi are coordinates of vertices i; T ði;jÞ is the tetrahedron
containing the triangle with half-edge ði; jÞ; wij and wio are
the tetrahedron cotan weights which are the dihedral an-
gles opposite edges ðði; jÞ; ði; oÞÞ time edge lengths opposite
edges ðði; jÞ; ði; oÞÞ; ve is the set of edges of tetrahedrons
which contain the edge ði;OÞ; T ve is the set of tetrahedrons
containing the edge ði;OÞ and RT ve is the rotation group
corresponding to the tetrahedrons T ve. Nve is the number
of edges in ve and k 2 Nve.

Setting the gradient of (9) to zero, we obtain the follow-
ing set of linear equations for uX
j2NðiÞ
ðwijþwjiÞðui�ujÞþ

X
ði;OÞ2ve

wioui

¼
X

j2NðiÞ
ðwijRT ði;jÞ þwjiRT ðj;iÞÞðxi�xjÞþ

X
ði;OÞ2ve

wioRT veðkÞxi: ð10Þ

The entries of the associated matrix depend only on the
geometry of the input 3D mesh. Thus this sparse matrix
is fixed throughout the step one (the local/gobal step),
allowing us to pre-factor it (e.g. with Cholesky decomposi-
tion) and reuse the factorization many times in order to
accelerate the process. This has a significant impact on
algorithm efficiency.

Once we compute u from (10), all the triangles almost
distribute nearly the surface of sphere. Heuristically, we
project them to the sphere of radius r along radius direc-
tion. That is, we get the new spherical parametrization sat-
isfying the model (4).

6.2. Step two: the optimal r searching

In this section, we will talk about how to find the opti-
mal radius r. The chosen of the r is important, since it
determines the rigidity distortion directly. If r is too small
or too large, it will increase the rigidity distortion sharply.
Because of aiming to parameterize the triangles in a rigid-
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ity preserving manner, we try to keep the total area of the
mesh as the original one. As a consequence, we set the ini-
tial r0 just as below

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiP

tAt

4p

r
;

where At is the area of the triangle t. Unfortunately, our
algorithm cannot guarantee that all parametrization trian-
gles are congruent to their original ones. The total area of
the parametrization mesh is changed during the iterative
process, thus we need to update the radius during the iter-
ations correspondingly. We update the radius as follows

rkþ1 ¼

ffiffiffiffiffiffiffiffiffi
Skþ1

Sk

s
rk; ð11Þ

where rk is the k-th iteration of r; Sk is the total area of local/
global results in k-th iteration instead of projected results
in k-th iteration.

6.3. Algorithm

Algorithm 1. ARAP spherical parametrization
Input: The triangular mesh M ¼ fE; F;Vg
Output: The spherical parametrization coordinates u

Initialization: Generate an initial parametrization
coordinates u0 and a radius r0.
Repeat until convergence f
Step one:
Repeat until convergence f

Local phase: Update rotation group R with Eq. (8)
(Section 6.1.1)

Global phase: Update parametrization u with Eq.
(10) (Section 6.1.2) g
Step two:

Update optimal radius r with Eq. (11) (Section 6.2)
g

Advantages over previous methods. Our two-step
iterative approach can preserve the parametrization trian-
gles as rigid as possible and get an optimal approximate
sphere for isometric mapping. Compared with previous
spherical parametrization methods [5,11,6,7], our method
can yield the best rigidity-preserving results. In contrast
to the conformal method [11], our method has a very
small, even insignificant penalty in angle distortion. Com-
pared with the hierarchical method [7], our method has a
small penalty in area distortion. However, if we consider
the value of area and angle distortion synthetically, our
ARAP parametrization consistently gives the best results
(See Section 8).
7. Discussion

We discuss about some issues of our algorithm in this
section including initialization, tessellation, convergence,
flipping and complex model processing.
7.1. Initialization and tessellation

Our algorithm requires an initial parametrization result
to start it off. The initial parametrization should be a valid
embedding (contains no flips) with an initial radius r0. We
have applied the initial parametrization produced by some
available algorithms, such as the convex parametrization
[5], the conformal parametrization [11] and the harmonic
parametrization [6]. We tested the sensitivity of our algo-
rithm to different types of initializations, and found that
the parametrization results of our algorithm are insensitive
to the choosing of the initializations. Fig. 5 shows the same
parametrization results of our algorithm by inputting dif-
ferent initializations. However, the time of convergence is
impacted by the initialization. The convergence is slow
for a significantly distorted initialization, while fast for a
good initialization.

To evaluate that whether our algorithm is sensitive to
tessellation, we have applied a model with different qual-
ity. Fig. 6 shows almost the same distortions are obtained
with different mesh quality.

7.2. Convergence

The 3D ARAP energy (5) has been minimized by an
alternating solver referred in Section 6. Although it is diffi-
cult to formally prove convergence of the two-step itera-
tive algorithm, the energy in each step is guaranteed to
reduce, thus this energy will eventually converge. And
we prove the convergence of our algorithm via numerical
experiments. We show ARAP energy curves of the models
in Fig. 10 for an example. Fig. 7 shows that the energy al-
ways decreases in each iteration and finally converges to
a stable minimum.

7.3. Flipping and complex model processing

In a valid parametrization result, the flipped triangles
should be eliminated. Our algorithm uses a global Poisson
equation to stitch the local elements into a coherent one,
then projects the stitched result onto sphere.

Unfortunately, the projection operation can not guaran-
tee the parametrization result without flips, especially for
highly curvature sections, such as the long and thin protru-
sion regions. In this case, we sacrifice some rigidity of the
extreme regions to obtain a valid spherical embedding.
We solve this problem with a final post-processing phase
using the harmonic energy of [6] to deal with the extreme
regions. That is, we fix all non-flipped triangles and recom-
pute the parametrization coordinates of the flipped trian-
gles using the scheme in [6]. We have applied our
method on the large and complex model, the hand model
with many highly curvature sections, to verify the effi-
ciency of it (see Fig. 8).

Since in most cases, there are only a few flips, sprinkled
throughout the parametrization, the post-processing re-
moves the flips without changing much else. Note that all
the spherical parametrization results in this paper are
without any post-processing and contain no flipped trian-
gles, except the ones in Fig. 8 to demonstrate the flipping
and complex model processing.



Fig. 6. The same model with different mesh quality produce approximate
metric distortions. (a) The original Skull model and its ARAP parametri-
zation result; (b) the re-meshed Skull model and its ARAP parametriza-
tion result. Numbers in bracket denote area, angle and rigidity distortion.
The r denotes the optimal radius.

Fig. 5. Comparison of our parametrization results with different initial guesses. (a) Initialized with the convex parametrization [5]; (b) initialized with the
harmonic parametrization [6]; (c) initialized with the conformal parametrization [11]. Numbers in bracket denote area, angle and rigidity distortion. The r
denotes the optimal radius.
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8. Experimental results and comparison

8.1. Distortion

To quantify the parametrization distortion, we compute
area, angle and rigidity metric distortion following [2]. We
flatten each triangle t of original mesh and parametrization
mesh into the same plane, then compute the signed singu-
lar values r1;t and r2;t of the Jacobians Jt for triangle t, as
defined in [32,33,2]:

Darea ¼
X

t

qtðr1;tr2;t þ 1=ðr1;tr2;tÞÞ;

Dangle ¼
X

t

qtðr1;t=r2;t þ r2;t=r1;tÞ;

Drigidity ¼
X

t

qtððr1;t � 1Þ2 þ ðr2;t � 1Þ2Þ;

where the weight qt is

qt ¼ At

�X
t

At ;

where At is area of triangle t.

8.2. Implementation details

We have implemented our two-step iterative spherical
parametrization algorithm using MATLAB on a Pentium 4
2:16 GHz laptop with 2 GB RAM. In step one, we use an
iterative local/global method to calculate the parametriza-
tion coordinates u. In the local phase we used the standard
SVD implementation (used for polar decomposition of 3�3



Fig. 7. The ARAP energy curves of the models in Fig. 10. These curves show that the rigidity energy always decreases in each iteration and finally converges
to a stable minimum.

Fig. 8. Flipping and complex model processing. (a) The original Bunny model. (b) The parametrization result of our ARAP approach. Note that there are
some flips corresponding to the region of Bunny’s ears. (c) The post-processing result of the Bunny model without any flips using harmonic energy [6]. (d)
The complex Hand model with many highly curvature sections. (e) The parametrization result of our ARAP approach. Note that there are some flips
corresponding to the fingers of the hand. (f) The post-processing result of the Hand model without any flips using harmonic energy [6].
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Table 1
Model statistic and performance, v denotes the number of vertices, f denotes the number of faces, i denotes the initialization to start our algorithm off, radius
denotes the optimal radius and s denotes the convergence time in seconds. We use different initializations from the convex method [5], the harmonic method
[6] and the conformal method [11] to start our algorithm off, and record the time of convergence. Note that the time of convergence is impacted by different
initializations.

Model v/f Radius Running time (s)

Convex Harmonic Conformal Convex Harmonic Conformal

Head 647/1290 0.5781 0.5867 0.5865 102.33 134.32 118.35
Cube 866/1728 0.7996 0.7995 0.7936 182.71 164.61 156.62
David 361/718 0.5624 0.5659 0.5658 12.66 10.19 10.21
Max-Planck 15000/29996 / 0.6543 0.6532 / 798.67 655.93
Fandisk 606/1208 0.3387 0.3237 0.3347 13.68 13.17 10.79
Blob 2000/3996 / 0.4500 0.4483 / 69.87 62.61
FilledPF 2014/4028 / 0.4724 0.4744 / 120.91 114.61
Moai 2000/3996 / 0.5042 0.5035 / 53.45 49.92
Bimba 30002/59999 / 0.3848 0.3831 / 726.90 654.87
Bunny 20002/40000 / 0.5329 / / 708.89 /
Hand 40268/84132 / 0.3541 / / 1246.84 /
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matrices). The most time-consuming part of our algorithm
is solving the sparse linear system (5) in the global phase.
The factorization of the normal equation may take a longer
time. At each iteration step, only back-substitutions are
performed to solve the system. We used the sparse Chole-
sky linear solver for matrix computation. Table 1 gives the
model statistic and the time required of the parametriza-
tion results. Note that the convex method [5] involves a
solution of a large system of non-linear equations. For large
geometry models, we use conformal or harmonic parame-
trization result as initialization.

8.3. Parametrization results

We have applied our approach to parameterize a variety
of 3D genus-zero meshes and compared with other rele-
Fig. 9. Results of parameterizing the Max-Planck model (leftmost) using diff
conformal parametrization result [11]; (c) the hierarchical parametrization resu
distortion.
vant methods including the conformal parametrization
[11], the harmonic parametrization [6], the convex param-
etrization [5] and the hierarchical parametrization [7].
Note that we normalize the bounding box of each model
to unit length for comparison’s sake. We show some results
in Figs. 9, 10.

Fig. 9 compares the parametrization results of a Max-
Planck model with various approaches. And Fig. 10 shows
the parametrization results of different models.

The values of the area, angle and rigidity distortion
measures obtained by various algorithms are summarized
in Tables 2,3, respectively.

From the metric distortion we can see that

� As is evident our ARAP parametrization consistently
gives the best values of the rigidity distortion.
erent approaches. (a) The harmonic parametrization result [6]; (b) the
lt [7]; (d) our result. Numbers in bracket denote area, angle and rigidity



Fig. 10. Some results of our ARAP spherical parametrization. Numbers in bracket denote area, angle and rigidity distortion respectively. The r denotes the
optimal radius.

Table 2
Comparison of area and angle distortion measures of different parametrization methods.

Model Darea=Dangle

Convex Harmonic Conformal Hierarchical Ours

Head 3.0395/2.1785 2.5205/2.0573 2.5240/2.0036 2.0026/2.0062 2.0083/2.0026
Cube 9.1832/2.3248 2.5689/2.0457 2.5372/2.0097 2.0100/2.0763 2.0205/2.0176
David 2.8269/2.0247 2.6442/2.0591 2.5372/2.0124 2.0054/2.2095 2.1102/2.0476
Max-Planck / 2.6056/2.3778 2.5688/2.0241 2.0564/2.3979 2.1824/2.0805
Fandisk 17.2302/2.5557 4.7324/2.5633 4.5619/2.0521 2.0277/2.5297 2.2455/2.1915
Blob / 7.3849/2.3256 6.2833/2.0383 2.0479/2.5895 2.6174/2.5806
FilledPF / 3.7538/2.5272 3.4528/2.0204 2.0517/2.5078 2.3449/2.1802
Moai / 2.8513/2.4110 3.5531/2.0037 2.0191/2.5045 2.2945/2.1446
Bimba / 5.8350/4.0238 5.1264/2.1011 2.1059/3.5362 2.4175/2.2817

Table 3
Comparison of rigidity distortion measures of different parametrization methods. The last column are the worst cases of the rigidity distortion measures.

Model Drigidity

Convex Harmonic Conformal Hierarchical Ours Ours (worst case)

Head 0.5313 0.0610 0.0326 0.0177 0.0074 0.0901
Cube 0.9015 0.0702 0.0313 0.0418 0.0160 0.2444
David 0.2651 0.1647 0.1479 0.1101 0.0752 0.2613
Max-Planck / 0.2305 0.1288 0.2320 0.0947 0.8272
Fandisk 0.9572 0.4147 0.2976 0.2847 0.1426 0.8500
Blob / 0.4509 0.3496 0.3238 0.1845 1.0348
FilledPF / 0.3440 0.2731 0.3081 0.1767 4.9937
Moai / 0.4089 0.3962 0.2968 0.2148 1.1518
Bimba / 0.8131 0.7399 1.1059 0.5111 11.3660
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� Our approach has a small, even insignificant penalty in
angle distortion compared with the conformal approach
[11], but has a better value than other approaches [5–7].
� Our approach has a small, even insignificant penalty in
area distortion compared with the hierarchical approach
[7], but has a better value than other approaches [5,11,6].
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From the tables, we find that our ARAP parametrization
results have the best rigidity-preserving property com-
pared with other methods. The area, angle and rigidity dis-
tortion are very low in all the examples of this paper,
which demonstrates the efficiency and accuracy of our
algorithm. We also provide the worst cases of the rigidity
distortion measures in Table 3 for comparing with the
average ones.
9. Conclusion

We have presented an efficient approach to parameter-
ize the genus-zero triangular mesh onto the sphere with an
optimal radius by minimizing the discrete ARAP energy.
This is a natural extension from planar parametrization
to spherical domain, corresponding to the extension of
ARAP energy. However, as the extension involves a transi-
tion from non-constrained optimization to a highly non-
linear constrained one, it is much difficult to solve. We
have provided a simple and efficient two-step iterative
algorithm to solve the spherical parametrization problem.
In the first step, we apply a local/global scheme to calculate
the spherical parametrization coordinates. The local com-
ponent tries to minimize the distance between the param-
etrization differential and the nearest rotation for each
tetrahedron which individual triangle is in, while the glo-
bal component fits all the tetrahedrons together. In second
step, we try to find an optimal radius of the sphere for iso-
metric mapping. We demonstrate our parametrization re-
sults on a collection of challenging models and show that
our algorithm is simple, efficient and practical.

In future work, we will focus on the following problems.
Since our objective energy cannot guarantee the parame-
trization results without flips especially for high curvature
sections, we want to give out a better objective function to
avoid the self-intersection, such as harmonic energy. In
addition, we want to generalize our method to parameter-
ize higher genus meshes onto sphere.
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