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Abstract
We develop a local refinement algorithm for analysis-suitable T-splines which does not produce excessive propagation of control points. We then demonstrate its use as an adaptive framework for isogeometric analysis. Analysis-suitable T-splines are a class of T-splines which are linearly independent and form a partition of unity. These properties, coupled with local refinement, make this class of T-splines appealing as a basis for isogeometric analysis.
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1. Introduction

Isogeometric analysis has emerged as an important alternative to traditional engineering design and analysis methodologies. Isogeometric analysis was introduced in [1] and later described in detail in [2]. In isogeometric analysis, the smooth geometric basis is used as the basis for analysis. Most of the early developments in isogeometric analysis focused on establishing the behavior of the smooth NURBS basis in analysis. It was demonstrated that smoothness offers important computational advantages over standard finite elements [3,4]. Areas of application of NURBS-based isogeometric analysis include turbulence [5–8], fluid-structure interaction [9–12], incompressibility [13–15], structural analysis [16,3], plates and shells [17–21], phase-field analysis [22,23], large deformation with mesh distortion [24], shape optimization [25–28], and electromagnetics [29]. This success has in turn stimulated efforts within the Computer Aided Geometric Design (CAGD) community to develop and integrate analysis-suitable geometric technologies and isogeometric analysis [30–37].

While smoothness is an important consideration, NURBS are severely limited by their tensor product construction. In traditional NURBS-based design, modeling a complicated engineering design often requires hundreds, if not thousands, of tensor product NURBS patches which are usually discontinuous across patch boundaries. Also, almost all NURBS models use trimming curves. For these reasons, a global geometric discretization, based on NURBS, is usually not suitable as a basis for analysis.

T-splines were introduced as a superior alternative to NURBS [38]. T-splines can model complicated designs as a single, watertight geometry. Additionally, NURBS are T-splines so existing technology based on NURBS extends to T-splines. Any trimmed NURBS model can be represented by a watertight trimless T-spline [39] and multiple NURBS patches can be merged into a single watertight T-spline [38,40]. Unlike NURBS, T-splines can be locally refined [41] without introducing a complex hierarchy of meshes [42]. In other words, all local refinement is done on one control mesh on a single hierarchical “level” and all control points have similar influence on the shape of the surface. These properties make T-splines an ideal technology for isogeometric discretization and integrated design-through-analysis applications.

Initial investigations using T-splines as a basis for isogeometric analysis demonstrated that the T-spline basis possesses similar convergence properties to NURBS with far fewer degrees-of-freedom [43–45]. Additionally, T-splines possess a natural finite element structure which can be integrated seamlessly into existing finite element frameworks via Bézier extraction [46,47]. T-splines have since been applied to problems in fracture and damage [48,49], and shells [19].

Analysis-suitable T-splines were introduced in [50]. Analysis-suitable T-splines are a mildly restricted subset of T-splines. Analysis-suitable T-splines are linearly independent [50] and, if a minor boundary condition constraint is honored, form a partition of unity [51]. In this paper, we develop a highly localized refinement algorithm for analysis-suitable T-splines which meets the demands of both design and analysis.

This paper is organized as follows. Basic T-spline concepts are reviewed in Section 2. Analysis-suitable T-splines are then de-
scribed in Section 3. Section 4 presents a local refinement algorithm for analysis-suitable T-splines. The behavior and effectiveness of this algorithm is then demonstrated in Section 5. For simplicity, this paper focuses on bicubic T-spline surfaces, although the concepts generalize to arbitrary odd degree. T-splines of arbitrary degree are discussed in [43,52].

2. T-spline fundamentals

We present a brief overview of fundamental T-spline concepts focusing on those ideas required to understand local refinement. A more detailed description of T-splines from an isogeometric analysis perspective is presented in [47]. We base our developments on the physical domain \( \Omega \subset \mathbb{R}^2 \) shown in Fig. 1. Throughout this paper we use \( d_i \) to indicate the number of spatial dimensions. In all cases, the polynomial degree \( p \) is 3.

2.1. The T-mesh

The fundamental object of interest underlying T-spline technology is the T-mesh, denoted by \( T \). For surfaces, the T-mesh is a mesh of polygonal elements. Each polygonal element is either a quadrilateral or an element with quadrilateral shape where one or more edges is split by T-junctions. A T-junction is analogous to a “hanging node” in finite elements. A control point, \( p_i \in \mathbb{R}^p \), and control weight, \( w_i \in \mathbb{R} \), where the index \( A \) denotes a global control point number, is assigned to every vertex1 in the T-mesh. A mesh for local knot interval vectors, \( D N \), each topological direction, starting at vertex \( a \) until 2 vertices or perpendicular edges are intersected. At each intersection, the knot interval configuration determine the knot structure of the underlying T-spline space. In the context of T-splines, the term knot is often used to refer to the underlying T-mesh vertex or edge. In Fig. 3, the knot intervals used to construct the local knot interval vector for T-mesh vertex \( P_{16} \) are shown. The knot interval vectors for \( P_{16} \) are given by

\[
\Delta \Xi_{16} = \begin{bmatrix} 1, 1, 2, 0 \\ 0, 2, 2, 2 \end{bmatrix}
\]

2.2.2. The local basis function domain

Using \( \Delta \Xi_A \) we define a local basis function domain, \( \Omega_A \subset \mathbb{R}^2 \), as

\[
\Omega_A = \frac{2}{i=1} \Omega_A,
\]

where \( \Omega_A = [0, \sum_{j=1}^{A} \Delta \Xi_{A}^j] \subset \mathbb{R} \). A coordinate system, \( (\xi_A, \eta_A) = (\xi_A^j, \eta_A^j) \), called the basis coordinate system, is assigned to each local basis function domain. We note that in addition to the basis coordinate systems in a T-mesh, it is often desirable to establish larger knot coordinate systems for a subset of the knot structure of a T-mesh. Using a knot coordinate system, multiple basis functions can be compared in a common coordinate system. Knot coordinate systems are used when computing the elements of the refinement operator, \( M \), as described in Sections 2.4.2 and 4.3.

2.2.3. T-spline basis functions

Over each local basis function domain \( \Omega_A \) we define a single T-spline basis function, \( N_A : \Omega_A \rightarrow \mathbb{R}^+ \cup \{0\} \). This is done by forming the tensor product of the univariate B-spline basis functions

\[
N_A(\xi_A, \Xi_A) = \prod_{i=1}^{A} N_A^i(\xi_A^i, \Xi_A^i)^2
\]

The univariate B-spline basis function, \( N_A^{i,p} : \Omega_A^i \rightarrow \mathbb{R}^+ \cup \{0\} \), is defined using a recurrence relation, starting with the piecewise constant \( (p = 0) \) basis function

\[
\frac{2}{i=1} \Delta \Xi_A^j
\]

Fig. 1. The domain \( \Omega \subset \mathbb{R}^2 \) for a bivariate, cubic \((p = 3)\) T-spline.

1 In this paper, we use the term “vertex” and “control point” interchangeably. It should be noted, however, that a vertex usually only represents a topological mesh entity while a control point is the location of a vertex in physical space.
2.3. Bézier element construction

A Bézier element is a region of the T-spline surface in physical space bounded by knot lines. Each knot line in physical space is the image of a line of reduced continuity in at least one T-spline basis function. We call the collection of Bézier elements the Bézier mesh. The existence of T-junctions and zero knot intervals usually results in there not being a one-to-one correspondence between T-mesh elements and Bézier elements.

An elemental T-mesh, \( T_{\text{elem}} \), is formed by augmenting \( T \) with all images of basis function knot lines that do not already correspond to an edge in \( T \), then eliminating all elements for which the knot interval sum on any side is zero. The elements of \( T_{\text{elem}} \) are in one-to-one correspondence with the Bézier elements. \( T_{\text{elem}} \) shows \( T_{\text{elem}} \) for the T-mesh in Fig. 2a. Dashed lines represent the edges which have been added.

To construct appropriate finite element paraphernalia for T-splines we use \( T_{\text{elem}} \) and Bézier extraction [47,46]. Bézier extraction builds a linear operator for each Bézier element. The linear transformation is defined by a matrix referred to as the extraction operator. The extraction operator maps a Bernstein polynomial basis defined on Bézier elements to the global T-spline basis. The transpose of the extraction operator maps the control points of the global T-spline to the Bézier control points. The idea is illustrated in Fig. 5 for a B-spline curve. This element form can then be integrated into existing finite element frameworks in a straightforward manner. See [47] for additional details.

The extracted Bézier mesh in physical space for the T-mesh in Fig. 2a is shown in Fig. 4b. Notice the one-to-one correspondence between elements in \( T_{\text{elem}} \) in Fig. 4a and the Bézier elements in Fig. 4b. On the other hand, a single T-mesh element may correspond to multiple Bézier elements, and other T-mesh elements may not correspond to any Bézier element. To demonstrate, the Bézier elements corresponding to the T-mesh in Fig. 2b are shown in Fig. 4b. Notice that Bézier elements 3 and 6 correspond to the same T-mesh element, as do Bézier elements 9 and 12. Each Bézier element in Fig. 4b is the image of a unique element in \( T_{\text{elem}} \) in Fig. 4a under the T-spline geometric map.

2.4. T-spline local refinement

The set of all T-splines with the same T-mesh topology, \( T \), and knot interval configuration is called a T-spline space [41]. We denote a T-spline space by \( T \), where the number of T-spline control points in \( T \) is \( n \). While the notation \( T_1 \subseteq T_2 \) will be used in the conventional set-theoretic sense, the notation \( T_1 \subseteq T^2 \) will indicate that \( T^2 \) can be created by adding vertices and edges to \( T_1 \), and appropriately modifying the knot intervals on any edges which are split. In the context of finite element analysis, vertices and edges are usually added by subdividing T-mesh elements.
A central contribution of this paper (see Section 4.2) is to identify conditions under which \( T^1 \not\subset T^2 \). If \( T^1 \not\subset T^2 \), \( T^1 \) and \( T^2 \) are said to be nested and \( T^2 \) is a local refinement of \( T^1 \). In Fig. 6, a T-mesh, \( T^1 \), (solid circles and lines) and corresponding T-spline space, \( T^1 \), are locally refined through the addition of control points and edges (hollow circles and dashed edges). In this case, \( T^1 \not\subset T^2 \rightarrow T^1 \not\subset T^2 \).

2.4.1. Basis function refinement

In basis function refinement [41], knots are added to the local knot vector of a cubic B-spline basis function, \( N(t) \), where \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_5\} \), to form a knot vector, \( \Xi \), of length \( m \). \( N \) can then be written as a linear combination of the \( m - 4 \) B-spline basis functions defined over substrings of length 5 in \( \Xi \).

For the case \( m = 6, N(t) \) is split by inserting a single knot \( \xi \) into \( \Xi \) where \( \xi_i \leq \xi \leq \xi_{i+1} \). This splits the basis function into two scaled basis functions:

\[
N = \begin{cases} 
0 & \text{if } t < \xi_i \\
\frac{t - \xi_i}{\xi_{i+1} - \xi_i} & \text{if } \xi_i \leq t \leq \xi_{i+1} \\
1 & \text{if } t > \xi_{i+1} 
\end{cases}
\]

Fig. 4. The elemental T-mesh, \( T_{\text{elem}} \), and extracted Bézier mesh in physical space corresponding to the T-mesh in Fig. 2a. (a) The elemental T-mesh, \( T_{\text{elem}} \). The dashed lines are edges which have been added to \( T \). Only the non-zero parametric area elements (the shaded elements) are included in \( T_{\text{elem}} \). The indexing identifies the elements in \( T_{\text{elem}} \). (b) The extracted Bézier mesh in physical space. Each element in (a) corresponds to a Bézier element in physical space. The indexing identifies the Bézier elements.

Fig. 5. Bézier extraction for a B-spline curve. B-spline basis functions and control points are denoted by \( N \) and \( P \), respectively. Bernstein polynomials and control points are denoted by \( B \) and \( Q \), respectively. The curve \( T(t) = P(t)N(t) = Q(t)B(t) \). The extraction operator can be localized to the individual elements. Note that the Bernstein basis is the same for each element. Formation of element arrays can thus be standardized; see [47] for further details.

Fig. 6. A T-mesh, \( T^1 \), (solid circles and lines) and T-spline space, \( T^1 \), is locally refined through the addition of control points and edges (hollow circles and dashed edges). In this case, \( T^1 \not\subset T^2 \rightarrow T^1 \not\subset T^2 \).
where
\[ a = \begin{cases} \frac{\xi}{\xi_4} & \text{for } \xi < \xi_4 \\ 1 & \text{for } \xi \geq \xi_4 \end{cases} \] (7)
and
\[ b = \begin{cases} \frac{\xi - \xi_2}{\xi_4 - \xi_2} & \text{for } \xi > \xi_2 \\ 1 & \text{for } \xi \leq \xi_2. \end{cases} \] (8)

The refinement equations for the case \( m > 6 \) can be derived through repeated application of these equations.

5.1. T-junction extensions

A T-junction extension is normally composed of a face and edge extension (if one exists.) We define face and edge extensions to be closed, directed line segments which originate at a T-junction. An extended T-mesh \( T_{ext} \) is formed by adding all T-junction extensions to a T-mesh \( T \). The extended T-mesh, \( T_{ext} \), for the T-mesh in Fig. 7a is shown in Fig. 7b and c, respectively. The dotted black arrows are face extensions and the dashed red arrows are edge extensions. The T-junctions are denoted by large circles.

Fig. 7b shows the T-junction extensions in the index space [43] of the T-mesh. The index space is created by plotting the knots in the T-mesh at equally spaced intervals, regardless of their actual values. The index space point of view is useful for developing algorithms, as well as for building intuition. For example, in the index space it is easy to identify the knot lines at which the support of any given function will begin or end. Additionally, the direction of traversal and orientation of a T-junction extension can be uniquely established in the index space of the T-mesh.

Fig. 7c shows the set of T-junction extensions drawn on the T-mesh in physical space. We often drop the distinction between the index and physical space representation for T-junction extensions and use the physical space representation.

A T-junction extension is formed in a manner similar to what was described for the construction of local knot interval vectors in Section 2.2.1. A face extension is created by marching from the T-junction, in the direction of a missing edge (thus spanning T-mesh faces), until two perpendicular edges or vertices are intersected. The direction of an extension is always away from its T-junction. An edge extension is then formed only if an edge is attached to the T-junction in the opposite direction. If so, the extension is formed by marching in the opposite direction of the face extension until the edge’s opposite vertex is encountered (thus spanning a T-mesh edge). Since T-junction extensions are closed line segments, a horizontal and vertical extension can intersect either on the interior of both extensions or at the endpoint of one extension or both extensions.

As an example, consider T-junction \( E \) in Fig. 7b. The face extension points to the right and intersects the two vertical edges corresponding to indices 5 and 6 along the bottom. Since T-junction \( E \) is connected to an edge in the direction opposite the face extension, we also form an edge extension along that edge. The edge extension points to the left and intersects the vertical edge corresponding to index 2 along the bottom. The T-junction extension for T-junction \( E \) is composed of the face and edge extension.

3.2. The extension graph

Intersecting T-junction extensions in an extended T-mesh \( T_{ext} \) can be visualized using an undirected graph. We call this graph the extension graph and denote it by \( E(T_{ext}) \). Each node in \( E \) corresponds to a single T-junction extension in \( T_{ext} \). If two extensions in \( T_{ext} \) intersect then an edge is drawn between the corresponding nodes in \( E \). The extension graph for the extended T-mesh in Fig. 7b is shown in Fig. 8a. In this case there are five intersections represented by the five edges in the graph.

3.3. Analysis-suitable definition

An analysis-suitable T-spline is one whose extended T-mesh is analysis-suitable. An analysis-suitable extended T-mesh is one where no T-junction extensions intersect. In other words, \( E(T_{ext}) \) is an empty graph (no edges in the graph). We denote an analysis-suitable T-spline space by \( T_s \) and analysis-suitable T-mesh by \( T_{es} \). The T-mesh in Fig. 7a is not analysis-suitable. This can be seen...
Fig. 7. The extended T-mesh, $T_{ext}$, in the index and physical space. The dotted arrows (in black) represent face extensions and the dashed arrows (in red) represent edge extensions. The T-junctions are denoted by large circles. (a) A T-mesh $T$ with six T-junctions. (b) The extended T-mesh formed from $T$ and the T-junction extensions in index space. The indexing of the knot structure of $T$ is along the bottom and left. (c) The extended T-mesh in physical space. Note that the directionality of each extension is always determined in the index space of the T-mesh. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. The extension graph, $E(T_{ext})$. (a) The extension graph $E(T_{ext})$ corresponding to $T_{ext}$ in Fig. 7b and c. The five edges in the graph correspond to the five intersections between T-junction extensions in $T_{ext}$. (b) The T-mesh in Fig. 7a can be made analysis-suitable by adding the bold dashed edges. The extension graph for this new T-mesh is empty (no edges.)
by inspecting the extension graph in Fig. 8a which has five edges. By adding the dashed edges in Fig. 8b the T-mesh becomes analysis-suitable because its extension graph is empty.

### 3.4. Partition of unity

An analysis-suitable T-spline basis forms a partition of unity. In other words, \( \sum_{a=1}^{n} N_a = 1 \). The partition of unity property is important for both geometry and analysis because it assures affine covariance and exact satisfaction of all patch tests. In the context of T-splines, the partition of unity property can be described in two ways. The equation for *any* T-spline surface is

\[
T = \frac{\sum_{a=1}^{n} P_a w_a N_a}{\sum_{a=1}^{n} w_a N_a},
\]

where the \( P_a \) are control points, \( w_a \) are weights, and \( N_a \) are blending functions. This equation can also be written as

\[
T = \sum_{A=1}^{n} \frac{w_A N_A}{\sum_{B=1}^{n} w_B N_B} P_A = \sum_{A=1}^{n} R_A P_A
\]

in which case the \( R_A \) may be rational T-spline blending functions. It is clear that the \( R_A \) always sum to one, regardless of the choice of \( w_a \). In general, affine covariance only requires that the \( R_A \) form a partition of unity, not the \( N_a \). However, it is shown in [51] that for an analysis-suitable T-spline with all \( w_a = 1 \), \( R_A \equiv N_A \). Thus, when we say that analysis-suitable T-splines form a partition of unity, we mean that both the \( N_A \) and \( R_A \) sum to one. This stronger notion of partition of unity is also a property of NURBS.

### 3.5. The analysis-suitable elemental T-mesh

For analysis-suitable T-splines, the elemental T-mesh, \( T_{\text{elem}} \) (see Section 2.3), can be formed by simply adding the face extensions to \( T \) [51]. This greatly simplifies the construction of \( T_{\text{elem}} \) since it is not necessary to inspect the knot lines in the T-spline basis.

### 4. Local refinement of analysis-suitable T-splines

The T-spline local refinement algorithm presented in [41] may add many superfluous control points to a T-mesh during refinement. Additionally, using this algorithm to locally refine an analysis-suitable T-spline often results in a refined T-spline which is not analysis-suitable.

This behavior can be attributed to the generality of the algorithm, which is designed to operate on any T-spline. No assumptions are made about the topological characteristics of the underlying T-mesh or space. By restricting ourselves to analysis-suitable T-splines, however, we can leverage the structure of the T-mesh to develop a simple local refinement algorithm which only introduces a minimal number of superfluous control points and preserves the properties of an analysis-suitable space.

#### 4.1. Analysis-suitable nesting theory

We say \( T^1_{\text{ext}} \) is a refinement of \( T^2_{\text{ext}} \) (denoted \( T^1_{\text{ext}} \subseteq T^2_{\text{ext}} \)) if \( T^1 \subseteq T^2 \) and no face extension endpoint in \( T^2_{\text{ext}} \) corresponds to a point in the interior of a face extension in \( T^1_{\text{ext}} \) of the same directionality. Then, if \( T^1 \) and \( T^2 \) are analysis-suitable T-spline spaces, \( T^1_{\text{ext}} \subseteq T^2_{\text{ext}} \) (A proof of this result should be forthcoming in [56]). Note that we compare face extensions in the index space of \( T^2_{\text{ext}} \).

Nestbedness between two T-spline spaces, \( T^1 \) and \( T^2 \) (not necessarily analysis-suitable), can be visualized using a simple modification of the extension graph described in Section 3.2. We call this graph the *coupled extension graph*, \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \), called a coupled extended T-mesh, is constructed by adding the face extensions of \( T^1_{\text{ext}} \) to \( T^2_{\text{ext}} \).

To construct \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) we augment \( E(T^2_{\text{ext}}) \) by adding an additional edge to the graph if a T-junction face extension endpoint in \( T^2_{\text{ext}} \) is in the interior of a face extension from \( T^1_{\text{ext}} \) of the same directionality. In that case, a “loop edge” is drawn from the corresponding node in \( E(T^1_{\text{ext}}) \) to itself creating a small loop in the graph. If \( T^1_{\text{ext}} \) is analysis-suitable \( E(T^2_{\text{ext}}) \) is empty) then the only edges which exist in \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) are “loop edges.” The non-existence of loop edges is a necessary condition that \( T^1_{\text{ext}} \subseteq T^2_{\text{ext}} \). If \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) is an empty graph then \( T^1 \) is analysis-suitable and \( T^2_{\text{ext}} \subseteq T^1_{\text{ext}} \). The weight of a coupled extension graph is the number of edges in the graph and is denoted by \( W(E) \). The weight of a node is the number of edges touching the node.

Fig. 9 illustrates the construction of a coupled extension graph and its use in determining nestedness. An analysis-suitable extended T-mesh \( T^1_{\text{ext}} \) is shown in Fig. 9a and \( T^2_{\text{ext}} \) is shown Fig. 9b. We construct the coupled extended T-mesh \( T^1_{\text{ext}} \subseteq T^2_{\text{ext}} \) in Fig. 9c. Notice that in this case the only face extension from \( T^1_{\text{ext}} \) which is visible (a light gray dotted arrow in a box) corresponds to T-junction extension \( B \) in Fig. 9a. This indicates that the endpoint of T-junction extension \( C \) in \( T^2_{\text{ext}} \) (see Fig. 9b) is in the interior of T-junction extension \( B \) in \( T^1_{\text{ext}} \) (see Fig. 9a.) Fig. 9d shows \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \). Since the graph is not empty, \( T^1 \subseteq T^2 \). In fact, the edges between different nodes means the underlying extension graph \( E(T^1_{\text{ext}}) \) is not empty which implies that \( T^2 \) is not analysis-suitable. The loop edge which begins and ends at node \( C \) indicates that \( T^1 \notin T^2_{\text{ext}} \).

#### 4.2. A local refinement algorithm

The example in Fig. 9 motivates a simple approach to local refinement. First, create \( T^2 \supseteq T^1 \). As in standard finite element analysis, this is usually done by subdividing a set of T-mesh elements in \( T^1 \). The T-mesh elements are often selected so as to reduce error in the finite element solution. If \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) is not empty, we must add some additional control points and edges to \( T^2 \) to cause \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) to be empty.

To illustrate, Fig. 10a shows the T-mesh \( T^2 \) from Fig. 9b, where \( T^1 \subseteq T^2 \) eventhough \( T^1 \subseteq T^3 \). This can be seen by inspecting the coupled extension graph in Fig. 9d. To ensure nestedness, additional refinement of \( T^3 \) must be performed. Fig. 10b–d shows three possible analysis-suitable refinements of \( T^2 \) where the resulting coupled extension graph \( E(T^2_{\text{ext}} - T^3_{\text{ext}}) \) is empty. The dashed edges and open circles in Fig. 10 are T-mesh edges and vertices, respectively, added during local refinement. The minimum of the three refinements is shown in Fig. 10d, where only 6 vertices and 8 edges have been added. We note that Fig. 10b is a NURBS refinement.

This example raises the question of how to devise an algorithm for automatically finding the fewest additional control points and edges that will cause \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) to be empty. Finding the minimal number is an NP-hard problem, so for efficiency, our algorithm uses the following greedy strategy that only provides an approximate minimum. The following steps constitute our analysis-suitable local refinement algorithm:

1. Create \( T^2 \supseteq T^1 \).
2. Using \( T^1 \) and \( T^2 \), form \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \).
3. Of all possible insertion edges, add one into \( T^2 \) for which the weight of the resulting \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) is smallest. An insertion edge has a vertex that is a T-junction in \( T^2 \) and the corresponding node in the coupled extension graph has non-zero weight (see Fig. 11.)
4. Repeat Step 3 until the weight of \( E(T^1_{\text{ext}} - T^2_{\text{ext}}) \) is zero.
5. Compute the refinement operator \( M \), if desired. See Section 4.3.
Only one insertion edge is inserted during each iteration of the refinement algorithm. Also, there are cases for which the weight will stay the same or increase after the addition of the optimal insertion edge. It should be noted that the algorithm will always terminate, because in the limit, if all T-junctions are extended all the way to a boundary edge, a NURBS is created.

We first demonstrate Steps 1–4 of analysis-suitable local refinement on a simple example. Step 5 is explained in detail in Section 4.3. We begin with the analysis-suitable T-mesh $T_1$ shown in Fig. 12a. In Fig. 12b, $T_1$ is refined by subdividing several T-mesh elements. The coupled extension graph $E(T_1^{ext})$ can then be constructed from the coupled extended T-mesh $T_1^{ext}$ as shown in Fig. 12d and c, respectively. Notice that the weight of the graph is 4 so nesting is not assured between $T_1$ and $T_2$.

We now begin to add insertion edges to $T_2$ until $E(T_1^{ext})$ is empty. The result of the first iteration of the algorithm is shown in Fig. 13. The input coupled extension graph is shown in Fig. 13a. The corresponding set of insertion edges is shown in Fig. 13b. Notice that insertion edges are only created for T-junctions where the weight of the corresponding node in $E(T_1^{ext})$ is nonzero. Each insertion edge is then added to $T_2$ as a T-mesh edge and the change in graph weight $\Delta W$ and total resulting graph weight $W$ are computed as shown in the Table of Fig. 13. The shaded cells are the $\Delta W$s which must be computed during this iteration. Since this is the first iteration all must be computed. The insertion edge with the largest $\Delta W$ is then selected and inserted into the T-mesh. For this iteration, insertion edge K (the bold dashed line in Fig. 13b) is inserted into $T_2$. Notice that in this case insertion edge E could also have been selected. Both have a $\Delta W$ of 2.

The second and final iteration of the algorithm is shown in Fig. 14. The coupled extension graph is shown in Fig. 14a. Notice the presence of the new T-mesh edge in $T_2$ which corresponds to insertion edge K from the previous step. The current insertion edges are shown in Fig. 14b. There are now only three since the previous iteration decoupled nodes A, J, and K. The current values of $\Delta W$ and $W$ are shown in the Table of Fig. 14. None of the $\Delta W$s cells are shaded which indicates that the values are saved from a previous iteration and not computed. In general, only a small number of $\Delta W$s need to be computed during each step of local refinement. The insertion edge with the largest $\Delta W$ is E which, when inserted, drives the total weight of the graph to zero thus terminating the refinement process. The final refined T-mesh is shown in Fig. 15. The new edges are the dashed lines. If desired, the refinement operator $M$ can be computed as described in Section 4.3.

![Fig. 9. Determining nestedness.](image-url)
Fig. 10. Several analysis-suitable local refinements for the example in Fig. 9. The dashed edges and open circles are T-mesh edges and vertices, respectively, added during local refinement. (a) The T-mesh $T^2$ from Fig. 9b. (b) 18 vertices and 19 edges have been added. (c) 7 vertices and 8 edges have been added. (d) 6 vertices and 8 edges have been added.

Fig. 11. T-mesh edges which may be inserted during Step 3 of the local refinement algorithm. (a) The T-mesh $T^2$. (b) The thick black dashed lines are edges which can be inserted into $T^2$. Notice that each of these edges has a vertex which is a T-junction in $T^2$ and the corresponding node in the coupled extension graph has non-zero weight (see Fig. 9d.) The thick black dashed lines are called insertion edges. The thin red dashed lines are examples of T-mesh edges which are not inserted to form a refined T-mesh because they do not satisfy the requirements of an insertion edge. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
4.3. Computing the refinement operator $\mathbf{M}$

We now describe how the elements, $m_{A,B}$, of a refinement operator, $\mathbf{M}$, are computed. We recall that Steps 1–4 of the analysis-suitable local refinement algorithm in Section 4.2 guarantee that $T_i^1 \subset T_i^2$ and the existence of $\mathbf{M}$. We note that all knot comparisons between basis functions are made in a common knot coordinate system defined in the index space of $T_i^2$ (see Section 2.2.2).

Before proceeding, we define several important index space concepts. For a basis function, $N_i^j \in T_i^j$, we can construct the index vectors, $\boldsymbol{\Gamma}_{A,B} = \left\{ \Gamma_{A,B}^i \right\}_{i=1}^2$, where $\Gamma_{A,B}^i = \left\{ \gamma_{A,B,1}^i, \gamma_{A,B,2}^i, \ldots, \gamma_{A,B,5}^i \right\}$ and $\gamma_{A,B}^i$ is the index of $\gamma_{A,B,i}$ in the index space of $T_i^j$. Using $\boldsymbol{\Gamma}_{A,B}$ we can then define the index domain $\Omega_{A,B}^i \subset \mathbb{R}^2$ as

$$\Omega_{A,B}^i = \bigcup_{i=1}^2 \Omega_{A,B}^i,$$

where $\Omega_{A,B}^i = \left[ \gamma_{A,B,1}^i, \gamma_{A,B,5}^i \right] \subset \mathbb{R}$.

We first initialize all entries in $\mathbf{M}$ to zero. Then, for each $N_i^j \in T_i^1$ and $N_b^j \in T_i^2$ such that $\Omega_{A,B}^1 \subset \Omega_{A,B}^2$, we insert $\gamma_{A,B}^i$ into $\Xi_{A,B}$ if $\gamma_{A,B}^i \notin \Gamma_{A,B}^1$, $i = 1, 2, 3, \ldots, 5$. This constructs refined local knot vectors, $\Xi_{A,B} = \left\{ \Xi_{A,B}^i \right\}_{i=1}^5$. We then apply basis function refinement (see Section 2.4.1) using $\Xi_{A,B}$ to generate the linear combination

$$N_i^j = \sum_{k=1}^m c_{A,B} N_k.$$

If there exists an $N_k$ such that $N_k \equiv N_i^j$, then we set $c_{A,B} = c_{A,B}$. Note that the index vectors and domains for $N_i^j$ are constructed using the index space of $T_i^2$. This is possible since $T_i^1 \subset T_i^2$.

To illustrate, Fig. 16a shows a T-mesh, $T_i^1$, where additional vertices and edges (open circles and dashed lines) have been added during the first four steps of the local refinement algorithm in Section 4.2 to form $T_i^2$. As a result $T_i^1 \subset T_i^2$. The knot intervals used in this example are shown next to the corresponding edges. The index space representation is shown in Fig. 16b. For simplicity we choose a global knot coordinate system with an origin at $(1, 0)$ in the index space of $T_i^2$. We note that, in practice, the knot coordinate system can be defined by the subset of knots in $T_i^2$ which define $N_i^1$ and $N_i^2$.

We now compute $m_{A,B}$, where the basis functions $N_i^1 \in T_i^1$ and $N_i^2 \in T_i^2$ are associated with the vertices labeled A and B in Fig. 16. In this case, the index vectors, with respect to the index space of $T_i^2$, are

$$\Gamma_{A,B} = \begin{bmatrix} 1, 2, 3, 5, 6 \end{bmatrix} \begin{bmatrix} 0, 1, 2, 4, 5 \end{bmatrix}$$
The index domain, $\Omega_{i2} = [1, 6] \otimes [0, 5]$, is the union of the dark and lightly shaded rectangles in Fig. 16b and the index domain, $\Omega_{g2} = [2, 6] \otimes [0, 4]$, is the lightly shaded rectangle.
In this coordinate system, the local knot vectors for $N^1_A$ and $N^2_B$ are

$$
\Xi_A = \begin{bmatrix}
0, 1, 2, 4, 4 \\
0, 0, 2, 4, 4
\end{bmatrix}
$$

and

$$
\Xi_B = \begin{bmatrix}
1, 2, 3, 4, 4 \\
0, 0, 2, 4, 4
\end{bmatrix}
$$

Obviously, $\Omega^1_{t_22} \subseteq \Omega^2_{t_12}$, and since $\tau^2_{t_23} = 4$ and $\tau^2_{t_24} = 3$ are not in $\Gamma^1_{t_12}$ and $\Gamma^2_{t_12}$ we insert the corresponding knots $s^1_{t_33} = 3$ and $s^2_{t_44} = 4$ into $\Xi^1_{t_1}$ and $\Xi^2_{t_1}$. This results in the refined local knot vectors

$$
\Xi_A = \begin{bmatrix}
0, 1, 2, 3, 4, 4 \\
0, 0, 2, 4, 4
\end{bmatrix}
$$
Applying the refinement equations, (6)–(8), to \( \mathbf{\Xi}_n \), in each univariate direction, and taking the tensor product of the resulting coefficients results in

\[
N_A^1 = c_{A,1}N_1 + c_{A,2}N_2 + c_{A,3}N_3 + c_{A,4}N_4,
\]

\[
= \frac{3}{4}N_1 + \frac{1}{4}N_2, \tag{20}
\]

where

\[
\mathbf{\Xi}_1 = \begin{bmatrix}
0 & 1 & 2 & 3 & 4 \\
0 & 0 & 2 & 4 & 4
\end{bmatrix}
\]

\[
(21)
\]

and

\[
\mathbf{\Xi}_1 = \begin{bmatrix}
1 & 2 & 3 & 4 & 4 \\
0 & 0 & 2 & 4 & 4
\end{bmatrix}
\]

\[
(22)
\]

\[
\text{Since } N_3 \equiv N_2, \text{ we have that } m_{A,B} = \frac{1}{2}.
\]

5. Applying analysis-suitable local refinement

We now explore the application and behavior of analysis-suitable T-splines and local refinement. In this example, we use analysis-suitable local refinement to transform an initial coarse
Fig. 21. The second iteration of analysis-suitable local refinement of the container ship hull in Fig. 18. The Bézier elements are shown on the top with those elements selected for refinement highlighted in red. The control points added during analysis-suitable local refinement are shown in the middle. The refined T-mesh is shown on the bottom. The new control points are highlighted in red. (Note: Some of the T-mesh edges are hidden behind the ship hull.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 22. The third iteration of analysis-suitable local refinement of the container ship hull in Fig. 18. The Bézier elements are shown on the top with those elements selected for refinement highlighted in red. The control points added during analysis-suitable local refinement are shown in the middle. The refined T-mesh is shown on the bottom. The new control points are highlighted in red. (Note: Some of the T-mesh edges are hidden behind the ship hull.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 23. The fourth iteration of analysis-suitable local refinement of the container ship hull in Fig. 18. The Bézier elements are shown on the top with those elements selected for refinement highlighted in red. The control points added during analysis-suitable local refinement are shown in the middle. The refined T-mesh is shown on the bottom. The new control points are highlighted in red. Notice that analysis-suitable local refinement remains localized to the Bézier elements selected for refinement. (Note: Some of the T-mesh edges are hidden behind the ship hull.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
T-spline ship hull design into an analysis-suitable model. The analysis-suitable model can then be used directly in isogeometric analysis by way of Bézier extraction [47]. We note that this same approach can also be used as an adaptive finite element solution strategy. A demanding application of adaptive T-spline local refinement in the context of a phase-field fracture model is described in [57].

In Fig. 17, we schematically illustrate the process used to perform analysis-suitable local refinement. First, a set of Bézier elements, generated using Bézier extraction, is flagged by the user or finite element solver. Next, the Bézier elements are used to identify corresponding T-mesh elements. We recall that several Bézier elements may correspond to a single T-mesh element as described in Section 2.3 and shown in Fig. 17 on the left. The selected T-mesh elements are then refined to generate $T^2$ as described in Section 4.2. In this case, the T-mesh elements are simply subdivided. Once the selected T-mesh elements are subdivided, Steps 2–5 of the local refinement algorithm presented in Section 4.2 are applied. This generates the final refined analysis-suitable T-spline space. Bézier extraction is then performed resulting in a new set of Bézier elements. This process is then repeated until the resolution of the T-spline is sufficient for the application.

The T-spline container ship hull in Fig. 18 is first designed using the T-spline plugin for Rhino3d [58]. It is then transformed into an analysis-suitable model using local refinement. T-splines are a popular technology in ship hull design because an entire hull can...
be modeled by a single watertight surface with a minimal number of control points [59]. In analysis, however, far more degrees-of-freedom are often required to capture the physical phenomenon of interest. In other words, the initial T-mesh must undergo additional refinements to create models that satisfy the needs of analysis.

To demonstrate the pertinent ideas, we assume that the final analysis-suitable model of the hull must be sufficiently resolved to capture the response of the ship in the two regions outlined in Fig. 19. This will require refinements in the region of the hull corresponding to the rectangle followed by highly localized refinements along the region corresponding to the curve. Six iterations of refinement are performed as shown in Figs. 20–25. The initial T-spline of the hull contains just 75 control points and 36 Bézier elements.

The first iteration of local refinement of the ship hull is shown in Fig. 20. A set of Bézier elements is selected for refinement as shown on the top of Fig. 20. The refinement framework described in Fig. 17 is then applied. First, the selected Bézier elements are used to select corresponding T-mesh elements. These T-mesh elements are subdivided and the local refinement algorithm described in Section 4.2 is applied to the resulting subdivided T-mesh. The control points added during local refinement are shown in the middle of Fig. 20. Notice that these control points remain localized to the region of selected Bézier elements. The refined control mesh is shown on the bottom of Fig. 20 with the new control points highlighted. The refined set of Bézier elements is then extracted from the refined T-mesh as shown in Fig. 21 on the top. We note that the transpose of the refinement operator, \( \mathbf{M} \) (see Sections 2.4.2 and 4.3), is used to update control point positions after each refinement step. This ensures that the geometry and its parameterization are preserved exactly.

The next five iterations of local refinement are shown in Figs. 21–25. In Figs. 21 and 22 the rectangular region in Fig. 19 undergoes additional local refinement. In Figs. 23–25 highly localized refinement is performed along the curve in Fig. 19. Notice that the refinement pattern follows the curve without excessive propagation of control points while preserving the \( C^2 \)-continuous analysis-suitable T-spline basis. The fully resolved analysis-suitable model has 1722 control points and 1922 Bézier elements. The final Bézier mesh is shown in Fig. 25 on the bottom and the final T-mesh is shown immediately above it. The sequence of \( C^2 \)-continuous T-spline spaces is nested and the initial geometry is exactly preserved throughout.

6. Conclusion

Analysis-suitable T-splines address mathematical and practical shortcomings observed when general T-spline spaces are used as a basis for isogeometric analysis. Specifically, analysis-suitable T-splines are linearly independent, form a partition of unity, and can be locally refined without excessive propagation. We have developed an analysis-suitable local refinement algorithm for this class of T-splines, and implemented it for bicubic T-spline surfaces.

We have also developed an efficient adaptive framework which combines analysis-suitable T-splines, Bézier extraction, and analysis-suitable local refinement. The sequence of refined spaces is nested and exactly preserves the initial geometry. The basis of the refined T-spline spaces maintains the smoothness of the initial basis. We have demonstrated its effectiveness on a real-world example of a ship hull design. The procedures described provide a powerful methodology for instantiating the vision of isogeometric analysis. In future work, we plan to describe the analysis-suitable treatment of “extraordinary points.”
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