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1. Introduction

T-splines (Sederberg et al., 2003, 2004) address many limitations inherent in the NURBS representation, such as local refinement (Sederberg et al., 2004; Scott et al., 2012), watertightness via merging (Ipson, 2005; Sederberg et al., 2003) and trimmed NURBS conversion (Sederberg et al., 2008). T-splines have proved to be an important technology across several disciplines including industrial, architectural and engineering design, manufacturing and engineering analysis. Knot insertion and degree elevation algorithms are two fundamental algorithms which are used to enrich a spline space (Farin, 2002). Degree elevation is the process of raising the degree of a curve or a surface while keeping the shape unchanged. For NURBS, these issues have been well studied (Farin, 2002; Wang and Deng, 2007; Huang et al., 2005). For T-splines, the local refinement algorithm has also been well studied (Sederberg et al., 2004; Scott et al., 2012; Morgenstern and Petersheim, 2015). However, no previous articles address degree elevation for T-splines.

Another motivation for T-spline degree elevation is from the analysis community. T-splines are attractive not only in geometric modeling but also in iso-geometric analysis (IGA), which uses the smooth spline basis that defines the geometry as the basis for analysis. IGA is introduced in Hughes et al. (2005) and described in detail in Cottrell et al. (2009). The use of T-splines as a basis for IGA has gained widespread attention (Bazilevs et al., 2010; Scott et al., 2012, 2013; Borden et al., 2012; Benson et al., 2010; Veiga et al., 2011; Buffa et al., 2012; Dimitri et al., 2014; Liu et al., 2014; Schillinger et al., 2014). While the whole class of T-splines are not suitable as a basis for IGA because of possible linear dependence (Buffa et al., 2010), a mildly topological restricted subset of T-splines, analysis-suitable T-splines (AS T-splines), are optimized to meet the needs both for design and analysis (Li et al., 2012; Scott et al., 2012; Veiga et al., 2012, 2013; Li and Scott, 2014). B-spline based IGA uses the operations of h-refinement (knot insertion), p-refinement (degree elevation) and k-refinement (both h and p-refinement are preformed) (Cottrell et al., 2007; da Veiga et al., 2011). The k-refinement provides smoother functions
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and increases the accuracy over the classical \(C^0\)-continuous \(p\)-refinement for the problems of structural vibrations (Cottrell et al., 2007). Thus, the development of \(k\)-refinement or even local \(k\)-refinement for T-splines is important both for IGA and geometric modeling.

Our goal is to develop algorithms for T-spline degree elevation. Given a bi-degree \((p, q)\) T-spline space \(\mathbf{S}^{p,q}(\mathcal{T})\) defined on a T-mesh \(\mathcal{T}\), the algorithm finds a new T-mesh \(\hat{\mathcal{T}}\) such that \(\mathbf{S}^{p,q}(\mathcal{T}) \subseteq \hat{\mathbf{S}}^{p+1,q+1}(\hat{\mathcal{T}})\). If \(\mathcal{T}\) is a tensor-product mesh, then the new mesh \(\hat{\mathcal{T}}\) is also a tensor-product mesh by increasing the knot multiplicity, which is the mesh \(D(\mathcal{T})\) defined in Section 4.3. However, this is not true for general T-splines because the relationship between \(\mathcal{T}\) and \(\hat{\mathcal{T}}\) is unknown. Thus, we first provide a recursive algorithm in Section 4 based on degree elevation of each blending function. But in the process of the algorithm, we need to insert some additional vertices and edges such that the blending functions after degree elevation correspond to a valid T-mesh. If we restrict the resulting T-spline to be analysis-suitable, then the relation between T-mesh \(\mathcal{T}\) and \(\hat{\mathcal{T}}\) is simplified (Theorem 5.3), which enables us to develop two optimized algorithms in Section 5. If the original T-mesh is also analysis-suitable, we can explicitly give the new T-mesh \(\hat{\mathcal{T}}\) (Remark 5.4).

The paper is structured as follows. Section 2 provides the background on T-splines and AS T-splines. Section 3 recalls B-splines degree elevation. Section 4 presents a degree elevation algorithm for generic T-splines. Section 5 gives two optimized degree elevation algorithms. The last section is discussion.

2. T-splines

2.1. Index T-mesh

An index T-mesh (Bazilevs et al., 2010) \(\mathcal{T}\) for a bi-degree \((p, q)\) T-spline is a collection of all the elements of a rectangular partition of the index domain \([0, c + p] \times [0, r + q]\), where all rectangle corners (or vertices) have integer coordinates. Denote the active region as a rectangle region \(\left[\{\frac{p+1}{2}, \frac{p+1}{2}\}, \{\frac{p+1}{2}, \frac{p+1}{2}\}\right] \times \left[\{\frac{r+1}{2}, \frac{r+1}{2}\}, \{\frac{r+1}{2}, \frac{r+1}{2}\}\right]\), here \([d]\) is the maximal integer equal to or less than \(d\). The active region carries the anchors that will be associated with the blending functions while the other indices will be needed for the definition of the local index vector when the anchor is close to the boundary. Fig. 1a shows the active region that is in gray for a bi-degree \((2,3)\) T-mesh. There are three types of elements in a T-mesh:

- Vertex: vertex of a rectangle, denoted as \(\{\delta_i, \tau_j\}\) or \(\{\delta_i\} \times \{\tau_j\}\).
- Edge: a line segment connecting two vertices in the T-mesh and no other vertices lying in the interior, denoted as \(\{\delta_j, \delta_k\} \times \{\tau_i\}\) or \(\{\delta_i\} \times \{\tau_j, \tau_k\}\) for a horizontal or vertical edge.
- Face: a rectangle where no other edges and vertices in the interior, denoted as \(\{\delta_i, \delta_j\} \times \{\tau_k, \tau_l\}\) or \(\{\delta_i, \delta_j\} \times \{\tau_k, \tau_l\}\), where the second one is for an open face.

The valence of a vertex is the number of edges that touch it. While the algorithms can be extended to any T-mesh topology, for simplicity of the presentation, we do not allow valence one vertices and the only valence two vertices are the four corners. The valence three interior vertices are called T-junctions. We adopt the notations ‘\(\vdash\)’, ‘\(-\vdash\)’, ‘\(\downarrow\)’ and ‘\(\uparrow\)’ to indicate the four possible orientations for the T-junctions.

An anchor is a point in the index T-mesh which corresponds to one blending function. The anchor corresponds to the vertex, the edge midpoint or the face center depending on the degrees. For the \(i\)-th anchor \(\mathbf{A}_i\), we define a local index vector \(\vec{d}_i \times \vec{r}_i\). The values of \(\vec{d}_i = [\delta_i^0, \ldots, \delta_i^{p+1}]\) and \(\vec{r}_i = [\tau_i^0, \ldots, \tau_i^{q+1}]\) are determined as follows. From the \(i\)-th anchor in the T-mesh, we shoot a ray in the \(s\) and \(t\) direction traversing the T-mesh and collect a total of \(p + 2\) and \(q + 2\) knot indices to form \(\vec{d}_i\) and \(\vec{r}_i\). If both \(p\) and \(q\) are odd, then the vertex \((\delta_i^{\frac{p+1}{2}}, \tau_i^{\frac{q+1}{2}})\) corresponds the anchor. If \(p\) is even and \(q\) is odd, then the horizontal edge \([\delta_i^{\frac{p}{2}}, \delta_i^{\frac{p+2}{2}}] \times [\tau_i^{\frac{q+1}{2}}]\) corresponds the anchor. If \(p\) is odd and \(q\) is even, then the vertical edge \([\delta_i^{\frac{p+1}{2}}] \times [\tau_i^{\frac{q}{2}}, \tau_i^{\frac{q+2}{2}}]\) corresponds the anchor. If both \(p\) and \(q\) are even, then the face \([\delta_i^{\frac{p}{2}}, \delta_i^{\frac{p+2}{2}}] \times [\tau_i^{\frac{q}{2}}, \tau_i^{\frac{q+2}{2}}]\) corresponds the
anchor. For example, the local index vectors for the anchor \( A_i \) are marked with orange as shown in Fig. 1a. Besides these, we have the following notations for an anchor \( A_i \) in the T-mesh,

- \( hSK(A_i) \) is the union of all the edge segments \([δ_0, δ_{p+1}^i] \times \{τ_j\}, j = 0, 1, \ldots, q + 1;\)
- \( vSK(A_i) \) is the union of all the edge segments \([δ_j^i] \times [τ_0^i, τ_{q+1}^i], j = 0, 1, \ldots, p + 1;\)
- \( SK(A_i) = hSK(A_i) \cup vSK(A_i); \)
- An elemental T-mesh \( T_{\text{elem}} = \bigcup_{i=1}^{n_A} SK(A_i) \), which is a T-mesh formed by all the edges in \( SK(A_i) \). Here \( n_A \) is the number of anchors.

2.2. Extensions

T-junction extension \( \text{ext}(T_i) \) is a very important topological issue to define analysis-suitable T-splines, which is a line segment associated with each T-junction \( T_i \). For example, for a \( i \)-th T-junction \((δ_i, τ_i)\) of type \( \tau \), the extension for the T-junction is the line segment \([i, i] \times \{τ_i\}\). \( i \) and \( i \) are determined such that the edges \([i, δ_i] \times \{τ_i\}\) have \([\frac{p+1}{2}]\) intersections with the T-mesh and the edges \((δ_i, i] \times \{τ_i\}\) have \([\frac{q}{2}]\) intersections with the T-mesh. For T-junction of type \( \tau \), we can similarly define the extension except the number of intersections is exchanged. Also, we can define the extensions for the other kinds of T-junctions \( \perp, \top \), where we use degree \( q \) instead of \( p \). All these extension examples are illustrated in Fig. 2.

2.3. T-splines and analysis-suitable T-splines

In an index T-mesh, each index \( δ_i \) and \( τ_i \) corresponds to a knot value \( s_{δ_i} \) and \( t_{τ_i} \), which form two global knot vectors \( \bar{s} = [s_0, s_1, \ldots, s_{p+1}] \) and \( \bar{t} = [t_0, t_1, \ldots, t_{q+1}] \). The end condition knots for \( \bar{s} \) and \( \bar{t} \) may have multiplicity \( p + 1 \) and \( q + 1 \); all other knots are of multiplicity \( \leq p \) and \( \leq q \) respectively. With the knot vectors, each edge in the T-mesh can be assigned a knot interval which is the difference of the knot values for the two end vertices.

Now we are ready to define the blending function \( T_i(s, t) \) associated with the \( \tau \)-th anchor,

\[ T_i(s, t) = B[s_{δ_i}](s)B[t_{τ_i}](t) \tag{1} \]

where

\[ s_{δ_i} = [s_{δ_0}^i, s_{δ_1}^i, \ldots, s_{δ_{p+1}}^i], \quad t_{τ_i} = [t_{τ_0}^i, t_{τ_1}^i, \ldots, t_{τ_{q+1}}^i] \tag{2} \]

and \( B[s_{δ_i}](s), B[t_{τ_i}](t) \) are degree \( p \) and \( q \) B-spline basis functions defined in terms of knot vector \( s_{δ_i} \) and \( t_{τ_i} \).

A T-spline space \( S^{p,q}(T) \) is finally given as a linear space spanned by all these blending functions and a T-spline surface is defined as

\[ S^{p,q}(T) = \text{span}\{T_i(s, t)\} \]

Fig. 2. The extensions for four different kinds of T-junctions.
\[ T(s, t) = \sum_{i=1}^{n_A} C_i T_i(s, t) \]

where \( C_i = (\omega_i x_i, \omega_i y_i, \omega_i z_i, \omega_i) \in \mathbb{R}^3 \) are homogeneous control points, \( \omega_i \in \mathbb{R} \) are weights, \( T_i(s, t) \) are blending functions.

**Definition 2.1.** For a bi-degree \((p, q)\) T-spline, a T-mesh is called analysis-suitable if the extensions for all the T-junctions \(-\) and \(-\) don’t intersect the extensions for all the T-junctions \(\perp\) and \(\top\). A T-spline defined on an analysis-suitable T-mesh is called an analysis-suitable T-spline, for short AS T-spline. See Fig. 3.

Analysis-suitable T-splines are optimized to meet the needs of both design and analysis. AS T-splines have the following properties: local linear independence (Li et al., 2012; Veiga et al., 2012, 2013; Li, 2015), partition of unity (Li and Scott, 2014; Zhang and Li, 2015), local refinement (Sederberg et al., 2003; Scott et al., 2012), dual basis (Veiga et al., 2012, 2013), characterization and approximation (Li and Scott, 2014). Besides these, one interesting property for AS T-meshes is given in the following lemma from Veiga et al. (2012, 2013), Li (2015). This property tells us that an AS T-mesh can be created from its elemental T-mesh by decreasing extensions.

**Lemma 2.2.** For an AS T-mesh \( T \), \( T_{\text{elem}} = T \cup \text{ (ext}(T_i) \text{) for all T-junctions } T_i \).

3. **Degree elevation of B-splines curves**

This section recalls degree elevation for a B-spline curve and a tensor-product B-spline surface.

Given a knot vector \( \bar{s} = [s_0, s_1, \ldots, s_{n+p+1}], s_i \leq s_{i+1}, i = 0, 1, \ldots, n + p \), a set of degree \( p \) B-spline basis functions \( B^p[\bar{s}](s) \) can be defined in terms of the local knot vector \( \bar{s}_i = [s_i, \ldots, s_{i+p+1}] \). If we rewrite the knot vector by getting rid of the multiplicities as \( s_{\mu k} < s_{i_1} < \ldots < s_{i_m} \), here \( \mu_k = i_{k+1} - i_k \) is the multiplicities of knots \( u_{i_k} \). Then the B-spline space can also be defined as

\[ S^p[\bar{s}] := \left\{ f(s) \middle| f(s)|_{u_{i_k}, u_{i_k+1}} \in \mathbb{P}_p, f \text{ is } C^{p-\mu_k} \text{ at } u_{i_k} \right\}, \]

where \( \mathbb{P}_p \) is the space of all degree \( p \) polynomials.

In order to degree elevate a B-spline curve, we can directly degree elevate each curve segment and keep the continuity at each interior knot, which means that we need to increase the multiplicity of each knot by one to get a new knot vector \( (s_{\mu k} < s_{i_1+1} < \ldots < s_{i_{m+1}}) \). The new degree \( p+1 \) basis functions can be defined in terms of the new knot vector. And the new control points can be computed via blossom or the fast degree elevation algorithm (Huang et al., 2005; Farin, 2002).

The same idea can be generalized to perform degree elevation of a tensor-product B-spline surface directly. However, this is not the situation for T-splines because the T-spline space is general a linear space spanned by the blending functions defined from the knots and the T-mesh. There is no characterization for the general T-spline space in terms of the piecewise polynomial space with some continuity constrains. In the following sections, we will provide a recursive algorithm to degree elevation of general T-splines and two optimized degree elevation algorithms if we restrict the resulting T-spline to be analysis-suitable.

4. **Degree elevation of T-splines**

In this section, we provide a recursive degree elevation for general T-splines.
### 4.1. Blending function refinement

For a degree \( d \) B-spline basis function \( B[\tilde{s}](s) \), where \( \tilde{s} = [s_0, s_1, \ldots, s_{d+1}] \), insert a single knot \( s^* \) into \( \tilde{s} \), then \( B[\tilde{s}](s) \) can be written into a linear combination of two degree \( d \) B-splines:

\[
B[\tilde{s}](s) = c_1 B[\tilde{s}_l](s) + c_2 B[\tilde{s}_r](s),
\]

where \( \tilde{s}_l = [s_0, \ldots, s_i, s^*, s_{i+1}, \ldots, s_d] \), \( \tilde{s}_r = [s_1, \ldots, s_i, s^*, s_{i+1}, \ldots, s_{d+1}] \).

\[
c_1 = \begin{cases} 
\frac{s^* - s_d}{s_d - s_0} & \text{if } s^* < s_d \\
1 & \text{if } s^* \geq s_d
\end{cases}
\]

\[
c_2 = \begin{cases} 
\frac{s_{d+1} - s^*}{s_{d+1} - s_0} & \text{if } s^* > s_1 \\
1 & \text{if } s^* \leq s_1
\end{cases}
\]

(5)

If \( \tilde{s} = [s_0, s_1, \ldots, s_{d+1}] \) is a knot vector which is a subsequence of another knot vector \( \tilde{s} \) of length \( n \), then \( B[\tilde{s}](s) \) can be written as a linear combination of \( n - d - 1 \) B-spline basis functions defined over substrings of length \( d + 2 \) in \( \tilde{s} \). The coefficients can be computed by repeating the above equation.

### 4.2. Degree elevation for a blending function

For a degree \( p \) B-spline basis function \( B^p[\tilde{s}](s) \) defined on knot vector \( \tilde{s} \), where

\[
\tilde{s} = [s_0, s_1, \ldots, s_{p+1}] = [s_0, \ldots, s_{0}, s_{2p+1}, \ldots, s_{p+1}, \ldots, s_{2m-1}, \ldots, s_{m+1}].
\]

\[
z_r = \sum_{j=0}^{p} \omega_j,
\]

then, \( B^p[\tilde{s}](s) \) can be written as a linear combination of \( (m + 1) \) degree \((p + 1)\) B-spline basis functions,

\[
B^p[\tilde{s}](s) = \sum_{i=0}^{m} \alpha_i B^{p+1}[\tilde{s}_i](s),
\]

(6)

here, \( \tilde{s}_i \) is a substring of length \( d + 3 \) in

\[
\tilde{s}^2 = [s_0, s_1^2, \ldots, s_p^2] = [s_0, \ldots, s_0, s_{2p+1}, \ldots, s_{p+1}, \ldots, s_{2m-1}, \ldots, s_{m+1}].
\]

We will compute each coefficient \( \alpha_i \) in (6) by using the fast degree elevation algorithm described in Huang et al. (2005), which includes the following main steps:

1. Compute \( p^j_{j-(p+1-o_0)}(p+1-o_0 \leq j \leq p) \) and \( p^j_{z_i+j-(p+1-o_0)}(p+1-o_r \leq j \leq p) \) according to the following equation.

\[
p^j_i = \begin{cases} 
1 & \text{if } i = 0 \text{ and } j = 0 \\
\frac{p^j_{i+1-j} - p^j_{i-j}}{s_{i+1} - s_i} & \text{if } j > 0, s_{i+p+1} > s_i \\
0 & \text{if } j > 0, s_{i+p+1} = s_i
\end{cases}
\]

(7)

2. Compute \( \alpha^{j}_{z_j-(p+1-o_0)}(p+1-o_0 \leq j \leq p, \alpha^{j}_{z_j+j-(p+1-o_0)}, p+1-o_r \leq j \leq p \) via the following equations:

\[
\alpha^{j}_{z_j-(p+1-o_0)} = \frac{p+1-j}{p+1} p^j_{z_j-(p+1-o_0)}, p+1-o_0 \leq j \leq p
\]

\[
\alpha^{j}_{z_j+j-(p+1-o_0)} = \frac{p+1-j}{p+1} p^j_{z_j+j-(p+1-o_0)}, p+1-o_r \leq j \leq p
\]

\[
\alpha^{p}_{z_j+j-(p+1-o_0)} = \alpha^{p}_{z_j+j-(p+1-o_0)}
\]

3. Compute \( \alpha_i = \alpha^0_i \) via the following equation:

\[
\alpha^0_i = \begin{cases} 
\prod_{l=1}^{p+1-o_0} (s_{p+2-l} - s_{l+1}) & \text{if } i = 0 \text{ and } j = 0 \\
\alpha^{j}_{i+1} + (s_{i+p+1} - s_{i}) \alpha^{j}_{i+1} & \text{if } j > 0, s_{i+p+1} > s_i \end{cases}
\]

(8)

In the same way, we can get \( B^q[\tilde{r}](t) \) written as a linear combination of \( (q + 1) \)-degree B-spline basis functions:

\[
B^q[\tilde{r}](t) = \sum_{i=0}^{n} \beta_i B^{q+1}[\tilde{r}_i](t)
\]

(9)
Thus, we have

\[ T(s, t) = B^p[\vec{s}](s)B^q[\vec{t}](t) \]
\[ = \sum_{i=0}^{m} \sum_{j=0}^{n} \alpha_i \beta_j B^{p+1}[s_{ji}](s)B^{q+1}[t_{ji}](t) \]
\[ = \sum_{i=0}^{N} C_i \hat{T}^*_i(s, t) \]

where \( N = (m+1) \times (n+1) - 1 \), \( \hat{T}^*_i(s, t) \) is a blending function of degree \( p+1, q+1 \) and \( \hat{T}^*_i(s, t) = B^{p+1}[s_{ji}](s)B^{q+1}[t_{ji}](t) \), \( j_1 = \left[ \frac{i}{m+1} \right] \), \( j_2 = i \mod (n+1) = i - j_1(n+1) \).

4.3. Dual T-meshes

For a T-mesh \( T \) with associated knot intervals, if there are no zero knot intervals in the interior, then the dual T-mesh \( D(T) \) is constructed as follows.

1. Vertex:
   - Split each interior vertex \( V_i \) into four vertices \( V_{ik}^{jk} \). If the vertex is valence four, then the four new vertices are also valence four. If the vertex is a T-junction, then the four new vertices are two valence four vertices and two T-junctions of the same type. These two cases are illustrated in Figs. 4a and 4b, where the original vertices are shown as black points, and the new vertices in \( D(T) \) are colored orange.
   - Split each boundary vertex into two valence four vertices and two boundary vertices, see Fig. 4c as an example. If the boundary vertex is on the left side of the T-mesh, then the new vertices \( V_i^{00} \) and \( V_i^{01} \) are boundary vertices. Split each corner into one corner, two boundary vertices and one valence four vertex, see Fig. 4d.

2. Faces: Each vertex, edge, and face in \( T \) maps to a face in \( D(T) \), as follows:
   - A v-face in \( D(T) \), corresponding to each vertex in \( T \), has corners \( V_{ik}^{jk} \), \( j, k = 1, 2 \), see Fig. 4a-d.
   - An e-face in \( D(T) \), corresponding to each edge in \( T \), is created by connecting the vertices associated with the two end vertices of the edge.
Fig. 5. Rules for $D(T)$ with multiple knots in $T$, $T$ in black and $D(T)$ in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. A bi-degree $(2, 3)$ T-mesh $T$ and its dual T-mesh $D(T)$, where is in black in the right figure while the original T-mesh is marked as gray.

- An f-face in $D(T)$, corresponding to each face in $T$, is created by connecting the four valence-four vertices associated with the four vertices of the original face. Noticed that we also need to connect the T-junctions in the edge of an f-face.

3. Knot intervals:
   - For a v-face, the knot intervals for the four edges are all zeros;
   - For an e-face corresponding to a horizontal edge, the knot intervals for the two horizontal edges are the same as the original knot interval for the original edge and the knot intervals for the two vertical edges are zeros;
   - For an f-face, the knot intervals are replicated from the original edges of the face.

If zero knot intervals exist in the interior, the rules for creating the dual T-mesh are modified slightly. As illustrated in Fig. 5, a face that has zero knot intervals in one direction maps to an edge, and a face that has zero knot intervals in both directions maps to a vertex. Fig. 6a presents bi-degree $(2, 3)$ T-mesh $T$ and its dual T-mesh $D(T)$.

4.4. Degree elevation algorithm

The degree elevation on a blending function $T_i(s, t)$ in $T(s, t)$ with a knot vector $\vec{s}_i \times \vec{t}_i$ can be written as a linear combination of a set of bi-degree $(p + 1, q + 1)$ blending functions $\tilde{T}^*_{i j}(s, t)$.

$$T_i(s, t) = \sum_{j=1}^{n_i} c_{i j}^1 \tilde{T}^*_{i j}(s, t) \quad (13)$$

From (13),

$$T(s, t) = \sum_{i=1}^{n_A} \sum_{j=1}^{n_i} c_{i j}^1 C_j \tilde{T}^*_{i j}(s, t) \quad (14)$$

The degree elevation algorithm finds a T-mesh $\tilde{T}$ such that each function $\tilde{T}^*_{i j}(s, t)$ belongs to the bi-degree $(p + 1, q + 1)$ T-spline space $S^{p+1,q+1}(\tilde{T})$. According to the discussion in section 4.2 and 4.3, the dual T-mesh is always a sub-mesh of $\tilde{T}$. 
Based on these ideas, Algorithm 1 presents a recursive algorithm for degree elevation. An important key to understanding the algorithm is that the blending functions and anchors are tightly coupled, every anchor corresponds to a blending function, and the blending function’s knot vectors are uniquely determined from the position of the anchor.

Algorithm 1: T-spline degree elevation algorithm.

Input: A bi-degree \((p, q)\) T-spline \(T(s, t) = \sum_{i,j} C_{ij} T_i(s) T_j(t) \) defined on a T-mesh \(T\);
Output: A bi-degree \((p + 1, q + 1)\) T-spline \(\hat{T}(s, t)\) defined on a T-mesh \(\hat{T}\) with control points \(\hat{C}\) such that it is identical to \(T(s, t)\);

1. Degree elevate each blending function as in Section 4.2;
2. Add all the functions after degree elevation into a list \(L\);
3. Create the dual T-mesh \(D(T)\) as discussed in Section 4.3;
4. repeat
   1. Remove any blending function \(B\) from list \(L\);
   2. if \(D(T)\) has a knot \(k\) (in either parameter direction) that lies in the support of \(B\) but that is not contained in the knot vectors for \(B\) then
      1. Split \(B\) into two blending functions by inserting a knot at \(k\) (Section 4.1)
      2. Add those two functions into the list \(L\).
   3. if \(B\) has a knot that is not dictated then
      1. Add an appropriate vertex and edge associated with the knot into the T-mesh \(D(T)\).
   until \(L\) is empty.

We illustrate the algorithm with an bi-cubic example in Fig. 7. The two global knot vectors are \(\tilde{s} = \{s_0, s_1, \ldots, s_7\}\) and \(\tilde{t} = \{t_0, t_1, \ldots, t_7\}\). There are eight anchors which are marked in blue. In order to degree elevate the T-spline, we first degree elevate each blending function. For example, for the blending function \(T_2(s, t) = B(s_{\tilde{s}_2}) B(t_{\tilde{t}_2}) \) at \((s_3, t_4)\), where \(s_{\tilde{s}_2} = \{s_1, s_2, s_3, s_4, s_5\}\) and \(t_{\tilde{t}_2} = \{t_2, t_3, t_4, t_5, t_6\}\), it can be written into a linear combination of 20 bi-quartic basis functions \(\hat{T}_i(s, t)\), where the knot vector is a subsequence of knot vectors \(s_{\tilde{s}_2}\) and \(t_{\tilde{t}_2}\).

However, only 12 basis functions (marked in red in Fig. 7d) are coupled with the dual T-mesh \(D(T)\) without the violations. There are 4 basis functions which correspond anchors are not in \(D(T)\) (marked in blue in Fig. 7d) and the other 4 basis functions have knots that are not in the mesh \(D(T)\) (marked in green). So we need to insert some edges and vertices (blue edges in Fig. 7e) into \(D(T)\). The process is ended with the T-mesh in Fig. 7e.

This algorithm is always guaranteed to terminate because the only blending function refinements and edges (vertices) insertions must involve knot values that initially exist in the T-mesh. In the worst case, the algorithm would extend all partial rows of T-junctions to cross the entire surface. After creating the T-mesh \(\hat{T}\), it is obvious that every blending function in (14) can be represented as the linear combination of some blending functions \(\hat{T}_i(s, t)\) in the resulting T-mesh \(\hat{T}\):

\[
\hat{T}_{ij}^*(s, t) = \sum_{k=1}^{\hat{n}_A} \alpha_k \hat{T}_k(s, t).
\] (15)
Thus,
\[
\sum_{i=1}^{n_A} C_i T_i(s, t) = \sum_{i=1}^{n_A} \sum_{j=1}^{n_i} \sum_{k=1}^{n_{A_j}} C_i \alpha_k c_i^{j/k} T_k(s, t) = \sum_{k=1}^{n_A} \hat{C}_k T_k(s, t)
\]

where \( \hat{C}_k = \sum_{i=1}^{n_A} \sum_{j=1}^{n_i} c_i^{j/k} \alpha_k C_i \).

Fig. 8 shows another bi-degree \( (2, 3) \) T-spline degree elevation example. The resulting T-mesh is illustrated on the right. We can see that we also need to insert some additional vertices and edges (red edges) into the dual T-mesh.

5. Analysis suitable degree elevation

Because AS T-splines possess many desirable good properties for geometric modeling and iso-geometric analysis, in this section, we develop two algorithms such that the T-spline after degree elevation is analysis-suitable.

5.1. Theorem foundation

The basic theoretical foundation for the two degree elevation algorithms in the next two sections is based on the following two lemmas. And we will use them to construct a T-mesh for which T-spline space is a super space of the original T-spline space.

Lemma 5.1. If \( T \) is a bi-degree \( (p, q) \) analysis-suitable T-mesh, then \( D(T) \) is a bi-degree \( (p+1, q+1) \) analysis-suitable T-mesh.

Proof. In \( T \), each index \( \delta_i \) corresponds two indices \( D^1(\delta_i) \) and \( D^2(\delta_i) \) in \( D(T) \). It is obvious that if \( \delta_i < \delta_j \), then \( D^1(\delta_i) < D^1(\delta_j) \), \( D^2(\delta_i) < D^2(\delta_j) \). For each T-junction extensions \([\delta_i, \delta_j] \times \{\tau_i\} \) in \( T \), it is also corresponding two T-junction extensions, denoted as \([\delta_i, \delta_j] \times [D^1(\tau_i)] \) and \([\delta_i, \delta_j] \times [D^2(\tau_i)] \). It is also obvious that \([\delta_i, \delta_j] \subseteq [D^1(\delta_i), D^2(\delta_i)] \). Because \( T \) is analysis-suitable, so for any two T-junction extensions, \([\delta_i, \delta_j] \times [\tau_i] \) and \([\delta_i, \delta_j] \times [\tau_j, \tau_j] \), don't intersect. Each T-junction in \( T \) corresponds to two new T-junctions of the same type in \( D(T) \). Based on the above observation, the extensions of the four T-junctions in \( D(T) \) don't intersect either. Thus, \( D(T) \) is also analysis-suitable.

Lemma 5.2. If \( T^1 \subseteq T^2 \), \( T^1_{\text{elem}} \subseteq T^2_{\text{elem}} \) and \( T^2 \) is analysis-suitable, then \( S(T^1) \subseteq S(T^2) \).

Proof. For the simplicity of the paper, we omit the proof here. Because you can reach this lemma from Li and Scott (2014) for the bi-cubic case, which can be generalized to arbitrary degree AS T-splines very easily.

5.2. AS T-mesh conversion algorithm

In this section, we give the AS T-mesh conversion algorithm, i.e., for a T-mesh \( T \), we find an AS T-mesh \( T^{\text{AS}} \) with as less as possible vertices such that \( T_{\text{elem}} \subseteq T^{\text{AS}}_{\text{elem}} \). Finding the minimal number is an NP-hard problem. Thus for efficiency, our algorithm uses the following greedy strategy that only provides an approximate minimum.

Similar as Scott et al. (2012), for each T-junction \( \rho_i \) at \( (\delta_i, \tau_i) \) in the mesh \( T_{\text{elem}} \), if it is \( - \), we define its extension \( e_i \) as an edge-line segment \([\delta_i, \hat{\delta}_i] \times \{\tau_i\} \) such that the edges \([\delta_i, \hat{\delta}_i] \times \{\tau_i\} \) have \((p+1)\) intersections with the T-mesh \( T_{\text{elem}} \). If it is \( + \), we define its extension \( e_i \) as edge-line segment \([\delta_i, \hat{\delta}_i] \times \{\tau_i\} \) such that the edges \((\delta_i, \hat{i}) \times \{\tau_i\} \) have \((p+1)\) intersections with \( T_{\text{elem}} \). The cases for T-junction of \( T \) and \( \bot \) can be defined similarly.
1. Denote all T-junctions in $T_{\text{elem}}$ by $N_T = \{\rho_1, \rho_2, \ldots, \rho_{n_T}\}$ and their extensions by $E_T = \{e_1, e_2, \ldots, e_{n_T}\}$.
2. If all the edge-line segments in $E_T$ of different directions have no intersections, then go to step 4;
3. Else, let $n_{\text{inter}}$ be the number of intersection. For each T-junction $\rho_i$, extend one bay to create a new T-mesh $T_{\text{elem}}^i$, denote the number of intersections for T-junction extensions by $n_{\text{inter}}^i$. For all $n_{\text{inter}}^i$, find the index $k$ such that $n_{\text{inter}}^k$ is minimal. If there are more than one such index, choose the first one. Now, we use $T_{\text{elem}}^k$ to replace $T_{\text{elem}}$ and repeat Step 2 to 3.
4. Suppose the final T-mesh is $T_{\text{elem}}^\text{final}$, then, decrease the extensions from $T_{\text{elem}}^\text{final}$ to get $T_{\text{final}}$.

Fig. 9 illustrates a bi-cubic T-spline example. Fig. 9a shows a bi-cubic T-mesh $T$ (solid edges) and its elemental mesh $T_{\text{elem}}$ (with dotted edges). There are five T-junctions $N_T = \{\rho_1, \rho_2, \rho_3, \rho_4, \rho_5\}$ in $T_{\text{elem}}$. In Fig. 9b, the edge-line segments of $\rho_1$ and $\rho_3$, $\rho_1$ and $\rho_4$, $\rho_2$ and $\rho_5$ insert. First we extend $\rho_1$ one bay (red edge), there are only one intersection which is minimal. So, in the first iterator, we extend $\rho_1$. And in the second iterator, we extend $\rho_2$ (yellow edge) and no extensions insert. Then we get the elemental mesh of an AS T-mesh, $T_{\text{elem}}^\text{final}$ as shown in Fig. 9b. The final AS T-mesh $T_{\text{final}}^\text{final}$ is shown in Fig. 9c.

5.3. Analysis-suitable degree elevation

Algorithm 2 presents an algorithm for analysis-suitable degree elevation.

**Algorithm 2: Analysis-suitable T-spline degree elevation algorithm one.**

**Input:** A bi-degree $(p, q)$ T-spline $T(s, t) = \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} C_{i,j}(s, t)$ defined on a T-mesh $T$;

**Output:** A bi-degree $(p+1, q+1)$ T-spline defined on an analysis-suitable T-mesh $T^{\text{ui1}}$ with some control points such that it is identical to $T(s, t)$;

Create the elemental T-mesh $T_{\text{elem}}$;

1. Create the dual T-mesh $D(T_{\text{elem}})$ as discussed in Section 4.2;
2. Create an analysis-suitable T-mesh $T^{\text{ui1}}$ such that $D(T_{\text{elem}})$ is a sub-mesh of $T^{\text{ui1}}$'s elemental T-mesh using the algorithm in Section 5.2;
3. Compute the new control points by basis functions refinement in (4) and degree elevation for one blending function in (5) for $T^{\text{ui1}}$.

In fact, in the Algorithm 2, we can achieve the degree elevation if we exchange the order of Line 1 and 2. Then, we get the following degree elevation Algorithm 3. According to the discussion in Section 5.2, for both analysis-suitable T-spline degree elevation algorithms, we can guarantee that the resulting T-splines are analysis-suitable and the resulting spline spaces are super space of the original T-spline space (Theorem 5.3).

**Algorithm 3: Analysis-suitable T-spline degree elevation algorithm two.**

**Input:** A bi-degree $(p, q)$ T-spline $T(s, t) = \sum_{i=1}^{m_1} \sum_{j=1}^{m_2} C_{i,j}(s, t)$ defined on a T-mesh $T$;

**Output:** A bi-degree $(p+1, q+1)$ T-spline defined on an analysis-suitable T-mesh $T^{\text{ui2}}$ with some control points such that it is identical to $T(s, t)$;

Create the elemental T-mesh $T_{\text{elem}}$;

1. Create an analysis-suitable T-mesh $T^{\text{ui2}}$ such that $T_{\text{elem}}$ is a sub-mesh of its elemental T-mesh using the algorithm in Section 5.2;
2. Create the dual T-mesh $D(T_{\text{elem}})$ as discussed in Section 4.3;
3. Decrease extensions of $D(T_{\text{elem}})$ to get $T^{\text{ui2}}$.

Compute the new control points by basis functions refinement in (4) and degree elevation for one blending function in (5) for $T^{\text{ui2}}$.

**Theorem 5.3.** In Algorithm 2 and Algorithm 3, the resulting T-splines are analysis-suitable and the resulting spline spaces are super spaces of the original T-spline space, i.e. $S(T) \subseteq S(T^{\text{ui1}})$, $S(T) \subseteq S(T^{\text{ui2}})$.

**Proof.** $T_{\text{elem}} \subseteq D(T_{\text{elem}})$. According to step 2 in Algorithm 2, $D(T_{\text{elem}})$ is a sub-mesh of $T^{\text{ui1}}$'s elemental T-mesh, $D(T_{\text{elem}}) \subseteq T^{\text{ui1}}_{\text{elem}}$. Then $T_{\text{elem}} \subseteq T^{\text{ui1}}_{\text{elem}}$. According to Lemma 5.2, $S(T) \subseteq S(T^{\text{ui1}})$. 

![Fig. 9. An example for AS T-mesh conversion algorithm. (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)](image_url)
According to Lemma 5.1, $T^{qs2}$ is a bi-degree $(p + 1, q + 1)$ analysis-suitable $T$-mesh. According to step 2 in Algorithm 3, $T_{\text{elem}}$ is a sub-mesh of $T^{qs}$’s elemental $T$-mesh, $T_{\text{elem}} \subseteq T^{qs}_{\text{elem}}$. And $T^{qs}_{\text{elem}} \subseteq D(T^{qs})$. So $T_{\text{elem}} \subseteq D(T^{qs}_{\text{elem}})$. According to Lemma 5.2, $S(T) \subseteq S(T^{qs2})$. □

5.4. Comparison

Although the two algorithms are very similar and they both create a super space (Theorem 5.3), they will produce different resulting T-splines for most general T-meshes. First, we show a very simple example and illustrate all the intermedial T-meshes created by the two algorithms in Fig. 10.

Fig. 12 and Fig. 13 show the other two examples that the second AS degree elevation algorithm produces less control points. In Fig. 12, the number of the control points in original T-mesh is 127, while the number of control points in the resulting mesh by the first AS degree elevation algorithm is 924, and that by the second algorithm is 913. In the Fig. 13, the number of the original control points is 167, and the numbers of the control points by the two AS degree elevation algorithm are 996 and 866 respectively. In our experiments, the second algorithm create the T-splines with less control points on more examples with similar efficiency. However, if the initial T-spline is an analysis-suitable T-spline, then the resulting T-splines created by both algorithms will be exactly the same, see Remark 5.4 for more details.

Remark 5.4. If the original T-mesh $T$ is analysis-suitable, then the resulting T-splines created by the two AS degree elevation algorithms are the same. Actually, the resulting $T$-mesh can be explicitly defined. Because $D(T_{\text{elem}})$ is the elemental $T$-mesh of an analysis-suitable $T$-mesh, so the $T^{qs}$’s elemental $T$-mesh in Line 2 of Algorithm 2 is $D(T_{\text{elem}})$. And the T-mesh $T^{qs}$ in Line 1 of Algorithm 3 is $T$. Thus the two algorithms give exactly the same resulting T-meshes and the T-mesh can be directly given because we don’t need the greedy optimized algorithm to convert some T-meshes into analysis-suitable. Fig. 11 illustrates an example for the process.

6. Results and conclusion

We conclude by presenting some numerical experimentations about these three degree elevation algorithms for T-splines. The key issue to compare the algorithms is the number of resulting anchors. Thus all the examples are shown with the index T-meshes in this section.

The first example is a T-spline defined on a T-mesh refined from a tensor-product T-mesh along the diagonal faces. Using the general T-spline degree elevation (Fig. 12b), just similar as the behavior of local refinement algorithm in Sederberg et al. (2004), the resulting T-spline is almost a tensor-product B-spline. However, for both analysis-suitable T-spline degree elevation algorithms, the resulting T-splines are very reasonable (Fig. 12c and d).
The second example is a T-spline defined on a T-mesh which is refined a tensor-product mesh with random faces. We can see the similar behavior through this example. The resulting T-spline with general T-spline degree elevation algorithm (Fig. 13b) is also almost a tensor-product B-spline, while the analysis-suitable T-spline degree elevation algorithms preserve the resulting T-splines in the localized regions (Fig. 13c and d).

In this paper, we present an degree elevation algorithm for arbitrary bi-degree T-splines. We also develop two analysis-suitable T-splines degree elevation algorithms. Similar as the behavior of local refinement algorithm, the degree elevation for general T-splines also suffers the problem of global propagation. But if we restrict the resulting T-spline to be analysis-suitable, then the propagation will be kept in a much more localized region. A very interesting topic of future work is to develop the iso-geometric analysis application with the current degree elevation algorithm and local refinement algorithm. Another interesting topic is to define multi-degree T-splines such that we can develop the associated local degree elevation algorithms.
algorithm or local k-refinement algorithm by combining the existing local refinement algorithm. This is also left as future work.
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