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Abstract Window factor analysis (WFA) is a powerful tool in analyzing evolutionary process.
However, it was found that window factor analysis is much sensitive to the noise involved in origi-
nal data matrix. An error analysis was done with the fact that the concentration profiles resolved by
the conventional window factor analysis are easily distorted by the noise reserved by the abstract
factor analysis (AFA), and a modified algorithm for window factor analysis was proposed. Both
simulated and experimental HPLC-DAD data were investigated by the conventional and the im-
proved methods. Results show that the improved method can yield less noise-distorted concentra-
tion profiles than the conventional method. and the ability for resolution of noisy data sets can be
greatly enhanced.
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The development of modern instrumental analysis results in hyphenated techniques, such as
GC-MS, GC-IR and HPLC-DAD, which were designed to reveal more properties of a chemical
system. The data sets produced by these modern techniques are often given as two-way matrices,
one way is a record of an evolutionary process, the other is a record of a certain property, such as
UV, MS, and IR, of the species. The two-way matrix not only provides us with more abundant
information, but also brings us a challenge of the analysis of the experimental data.

Window factor analysis (WFA)'is a self-modeling chemometric technique of multivariate
statistical analysis, which is developed to extract concentration protfiles of the chemical species
from data matrix of an evolutionary process. Since its appearance as a chemometric method in
1980s, many applications of the technique have been reported” ! due to its advantage that no a
priori information concerning the system is required. And by these applications, it was proven that
window factor analysis is a powerful too] in analyzing evolutionary process. However, the theory
of window factor analysis and its algorithm were developed without consideration of the involved
noise in original data matrix. Results by window factor analysis were also found to be very easily

(810 The signal-to-noise ratio (SNR) of the original data matrix determines the

[9.10]

affected by noise
validity of the resolved results in practical use. Some methods were designed to solve the
problem. In these methods, extra smoothing procedures, such as smoothed principal component

analysis (SPCA)" or wavelet transform''". are generally employed to improve the SNR of the
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data matrix.

This paper presents a study on the theory of window factor analysis with the noise being
taken into consideration, and proposes an improved algorithm. In order to test its performance,
three simulated and two experimental data sets of HPLC-DAD with different noise levels are pre-
pared and investigated by the proposed method. It is found that, compared with the conventional
window factor analysis, the method could greatly reduce the noise and consequently improve the

quality of the results.
1 Theory

1.1 Theory of window factor analysis and conventional algorithm

The theory of the conventional window factor analysis can be summarized as follows'. Let
D represent the measured data matrix of #n-component chemical system, where each column is a
spectrum digitally recorded during an evolutionary process, and each row is a record of evolution-
ary (concentration) profile. Assume that the spectral measurement is a linear sum of each compo-

nent, then we have
D=3 D =) s¢/=SC, %))
i=l =1

where D); 1s a matrix representing the contribution of the ith component to D. Vectors ¢; and s; are
the spectrum and the concentration profile of the ith component.

Specify a region along the evolutionary axis which exactly fits the concentration profile of
the nth component. This region is called the “window” of the nth component, though the concen-
tration profiles of other components may exist inside the window. Let D’ represent a submatrix of
D obtained by removing all columns within the window, and perform abstract factor analysis to it,

then we have

u—|
D’ =Zs‘ji'c'/“:S°C0, (2)
=l

. V] . . .
where matrix S contains n—1 orthonormal spectral vectors s(}, matrix € contains n—1 orthogonal
non-normalized concentration profile vectors c‘; .

Because the true spectral vectors of n—1 components s, and the abstract spectral vectors s‘j’
both lie in an (n~1)-dimensional subspace of the overall n-dimensional factor space, s; can be line-

arly expressed by s?, ie.,
n-l
s! :Zﬂusl/" (3)
)=l

By adding a vector s,(f which is orthonormal to sf,’ . the true spectral vector of the nth component
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can be similarly obtained by

-

sn = IBIU 7 +ﬁnn H’ (4)

=1

—.

where Z B,s /) represents the projection onto the hyperplane. fin (3) and (4) is a linear coeffi-

cient.
Based on the orthogonality of the abstract spectral vectors s‘j’, an expression of window fac-
tor analysis can be derived from (1), {3} and (4):

B.swc,=D-8"S"D=1-S8"S"\D=X,. (5)
where I is the identity matrix.

Eq. (5) shows that X, is the information of the nth component, and calculable for S and D
being known. Because rows of X, are proportional to each other, the average of the row vectors is

the uncalibrated concentration profile of the nth component.

1.2 Error analysis of window factor analysis

Obviously, the measurement noise was not taken into consideration in the above theory of the
conventional window factor analysis. As a result, the uncalibrated concentration profile obtained
by eq. (5) is always distorted by the noise. In some cases, the distortion is so serious that the result
of the conventional window factor analysis is meaningless. Therefore, further studies on the error
analysis of the method are necessary.

When noise is involved in D, the rank of D' is always greater than n—1. According to the

571 some noise can be deleted by abstract factor analysis based on principal

previous researches
component analysis (PCA). But from the theory of PCA, it can be derived that the noise whose
standard deviation or variance cannot be neglected will be reserved in the abstract spectral vectors
S". Therefore. for egs. {3) and (4), the true spectral vectors should be expressed as

n—l

3 :Z[)’U,s(j)—ei, (6)
j=]

= z ﬁn/ 7 nn I) erl ’ (7)

where e; and ¢, are error vectors corresponding to the reserved noise. Similarly, the added vector
¢, 1s orthogonal to the (n—1)-dimensional subspace.

Inserting (6) and (7) into (1) gives
D:Zsf Zs“(ZIBIC )+ nn n n Zelcl (8)
1=l

Multiplying both sides of eq. (8) by s?' and recalling that the abstract spectral vectors are mutu-
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ally orthonormal lead to

s'D = Z € —s”’Ze,c,’. 9
i

Inserting (9) into (8) gives

D=5 ”’D+ZS” R0 WY AR R Y ¥s (10)
= 1= i=1
Eq. (10) can be rearranged as
B8l +S"S" ~-HEC = -S"S"")D, (11)
where E is the matrix of the error vectors.

A comparison between (5) and (11) shows clearly that term (I -S°S")D, ie. X, in (5).
contains two parts. One is the information of the nth component, the other is the contribution of
the noise reserved in abstract spectral vectors. Therefore, direct computation from (I — $'s""\p
as in the conventional window factor analysis, will have the results noise-distorted.

1.3 A new algorithm of window tactor analysis

In order to derive the formula for an improved algorithm of window factor analysis, we can

multiply eq. (11) by D’ . Then we get

DB, s, +D(S"S" - NEC =D'(I -8°S"")D. (12)
For the first item on the left hand of eq. (12), with eq. (7) we get
=l n—
D mls/z n —'(ZC Z Ijsl/) ’—e )+ﬂmz n :3' _cnen):ﬁnn :l) 7’1 (13)

i=l

Based on the fact that s is orthogonal to the (n—1)-dimensional subspace, eq. (13) can be sim-

plified to
D IBMZSS I’I —CH (ﬂlm I'I), _ell )ﬂlln n II (14)
For the second item on the left hand of eq. (12), it we express D’ by ZC, s;, we can get
i=]
D'(8"s"' -NEC :[chs,'](S“S” '~-DEC
i=] /
n-l \ ,
:MZ J+c”s” (8’8" - DEC
1=\
=D"'($"$" ~1)EC +¢,s,(S°S" '~ 1)EC. (15)

It is obvious that D' (S°S® —1) is the difference between D' and its abstract matrix.
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Therefore, when correct factor number is used in the calculation, it should be small enough to be
negligible.

Based on the fact that both s\ and e, are orthogonal to the (n—1)-dimensional subspace, the
iteme, s, (S°S"' ~EC ineq. (15) can be simplified to
¢,5,(8°S"' —~DEC =¢,(e}e, - B,.5)'e, ), (16)

n-n

Therefore, eq. (15) becomes
D'(S"S’'~DEC =c,(eje, - B,,5) e, )c.. (17)
Inserting eqs. (14) and (17) into (12) gives
ke,c, =D'I~S°S""\D=Y,, (18)

n=n

where Y, represents the extracted information of the nth component, k is a constant and equals

(424 O 0 01
annann n ﬂilnensn +€"e” _ﬂnn n n’ 1.€.

= (BSy —€,) (B8, ~e,) (19)

Eq. (18) is an improved algorithm for window factor analysis. From eq. (19), it is clear that

e, will no longer have contribution to ¥,. Therefore, the uncalibrated concentration protfile of the

nth component can be easily obtained from matrix ¥, by averaging the row or the column vectors
without the interference of the noise.

After all the concentration profiles being calculated, the spectra of all the components can be

obtained by least square:

S=DC(CCH™. (20)
2 Experimental

2.1 Data simulation
A four-component HPLC-DAD data matrix was simulated. The spectra used in simulation

are shown in fig. 1, and the concentration profiles are generated using Gaussian equation as fol-

t—t :
y = hexp —4ln(2)L——lj . (21)
[ W

The parameters for the simulation of the four peaks are 6.0, 4.0, 6.0, and 5.0 for A; 4.0, 5.2, 6.2,
and 7.5 for 1), respectively, and all the four values for W), are 1.0. Three data sets were prepared
with different noise levels of SNR = 50, 20 and 10.

lows:

2.2 Chemicals
The stock solutions of the rare earth elements were prepared by dissolving their oxides

(99.95%) in HCI to give 1.000 mg » mL~' metal solution in 1.0 mol * L™' HCL. The sample
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solution was mixed by the stock solution of
350- Yb and Tm, or Yb, Tm and Er. The pH of the

) sample solution was adjusted to 3.5 with
300

2 ammonium hydroxide (A.R.). The hydropho-
s [ . . .

g 250? . bic ion reagent used for pretreating the re-
;2:200-‘,-" versed-phase column was 0.01 mol - L
2 1504 1-dodecanesulphonate. Two mobile phase

solutions were prepared containing 0.25

10937750 160 130 200 250 300 350 400 mol « L™ lactic acid and pH = 2.5 (a) and 4.5

Data point number (wavelength axis) . .
P (b), respectively. The concentration of post-
Fig. 1. Spectra used in the simulation of HPLC-DAD data ;

sets. 1, Component 1; 2. component 4; 3, component 3, 4, column reaction reagent of arsenazo III

component 2. (Fluka Chemie, Switzerland) was prepared
1.0x107* mol * L™ with redistilled water. All solutions were filtered through a 0.25 yum mem-
brane filter.

A 2-component and a 3-component samples were prepared for measurement. Their constitu-
tion and concentration are listed in table 1.

Table 1  Constitution and concentration of the two samples

~ Sample Y . Tm Er
No.!1 501 2.599 —
No.2 20.01 19.99 20.00
Unit: pg » mL™.

2.3 Equipment and data acquisition

An HPLC system comprising Spectrasystem FL2000 (Spectra-Physics, USA) with the Spec-
tra Focus multi-wavelength UV-Vis detector (Spectra-Physics, USA) and the Spectrasystem work-
station was used for the separation. The column was packed with ODS silica (10 um, 250 mm x 5
mm, Shimadzu, Japan) and the post-column reaction agent was delivered by an LC-6A pumps
(Shimadzu, Japan). The experiment was accomplished under the foillowing conditions: the total
flow rate was 1.0 mL - min_l; the ratio of the two mobile phase solutions (a) : (b) was 3 | 2 for
sample No.1, and | © 1 for sample No. 2: the temperature was 20°C; and the flow rate of the
post-column reaction agent was 1.0 mL * min .

Data points covering the wavelength trom 580 to 720 nm, digitized every 5 nm, and the
chromatogram between 0 and 12 min, sampled approximately every 0.005 min, were recorded.
The size of the data matrix used in calculation is 717 x 29 (from 4.5 to 8.6 min) for the sample
No.1, and 932 x 29 (from 4.5 10 9.9 min) for the sample No.2.

3 Results and discussion

3.1 Analysis of the simulated HPLC-DAD data sets

In order to compare the performance ot the conventional and improved window factor analy-



No. 3 IMPROVED WFA FOR NOISY HPLC-DAD DATA 295

sis algorithm, the three simulated data sets with SNR = 50, 20, and 10 were investigated by the
two methods respectively. Factor number was chosen 4 based on the principal factor analysis‘f",
which is in agreement with the factual number of components used in the simulation. The resolved
concentration profiles by both window factor analysis methods are shown in figs. 2—4 with

different types of lines.

1.0

0.8+

Uncalibrated concentration

Uncalibrated concentration

— — 0 % 52 78 104 130
78 104 130 Data poumt number (retention time axis)

—

T T T
0 26 s2
Data pomt number (retention time axis)

Fig. 2. The resolved concentration profiles by the con-  Fig. 3. The resolved concentration profiles by the conven-
ventional (solid curves) and improved (dash curves) meth-  tional (solid curves) and 1mproved (dash curves) methods
ods from the simulated duta set of SNR = 50. from the stmulated data set of SNR = 20.

From the results of the conventional window factor analysis (solid curves in figs. 2—4), it
can be found that the concentration profiles are all noise involved. In fig. 2, the noise in each pro-
file is clearly visible even when the SNR is as high as 50. From figs. 2—4, it can be found that the

lower the SNR is, the more seriously the re- L0

sults are affected, especially for the concen-
tration profiles of components 1 and 3. When
the SNR decreases to 10, the distortion is so
serious for components 1 and 3 that it is dif-
ficult to obtain reasonable results for further

Uncalibrated concentration

analysis.
The dash curves in figs. 2—4 are the % - 8 104 130
resolved results of the same data sets by the Data point number (retention time axis)

; : : Fig. 4. The resolved concentration profiles by the conven-
1mproved window factor analYSIS method. In tonal (solid curves) and improved (dash curves) methods

the case of the SNR being 50, it can be found  from the simulated data set of SNR = 10.

that all the four concentration profiles are almost in perfect Gaussian shape and smooth enough.
With the decrease of SNR. the noise in baseline and the distortion of the resolved peaks also in-
crease as that in conventional method, but the level of noise and the degree of the distortion are
very small compared with that in the solid curves. When the SNR is as low as 10, all the resolved

concentration profiles are only slightly affected.



296 SCIENCE IN CHINA (Series B) Vol. 45

For further comparison of the conven-

‘ﬁ‘\ tional and improved method, the resolved

/ o, tﬂ'%x\“ \\& ya ’\:‘“‘w\ spectra for the simulated data matrix with

) ///A “«,\ Uy RM::& #7,“” \M _ SNR = 10 are shown in fig. 5. It can be found
3 i e m: - that for the spectra of components 1, 3 and 4,
Ll %”“y ...... M "W“:M‘Jg:%j;wmww- both methods yield satisfactory results. It can
2;/3'” J:WWW % wwww’»w o also be found that the results of this new
\\'\ o method are in better coincidence with the

. L.’A;‘j?:”v A original spectra than those of the conventional

i, method. But for the spectrum of component 2,
there is an obvious difference between the

650 100 150 200 250 300 330 400 cqleulated spectrum and the original one. That
Fig. 5. _ Comparison between the Tesolved spectra by the is because the peak of component 2 is the
conventional (solid curves) and improved (dot curves)

methods and the simulated spectra (dash curves). The data weakest one of all the four peaks in the simu-
set 1s the sumulated one with SNR = 10,

lation, and the interference of the noise is the
most serious. But the new method gives a better result.

Therefore, the difference between the two window factor analysis methods can be clearly
seen by the resolved results of the simulated data sets. Due to the limited ability to eliminate noise,
the conventional window factor analysis cannot obtain satisfactory results when the SNR of
original data matrix is low. On the contrary, the improved algorithm can exclude the effect of

noise and successfully yield satisfactory results from noisy data sets.

3.2 Analysis of the experimental HPLC-DAD data sets

The two experimental HPLC-DAD data sets of the samples in table | are analyzed to com-
pare the performance of the two window factor analysis methods for experimental noisy data.

The solid curves in fig. 6 are the best results of many trials by the conventional window fac-
tor analysis based on factor number being 3. It can be seen that, for Tm, the component of
comparatively high concentration, a reasonable concentration profile was obtained. However, for
Yb, the component of low concentration, not only noise is involved in the result, there is also a
serious distortion in its resolved profile due to the high level of noise in the original data matrix.
Theoretically, the main reason for the distortion should be that the factor number was set to 3.
which may result in the loss of some usetful inforniation in the abstract spectral vectors. In order to
retrieve the lost information, we tried to set the factor number to be 4 or 5. Unforiunately, the
noise level in the resolved profiles is so high that it is difficult to obtain any reasonable result.

The dash curves in fig. 6 are the results by the improved window factor analysis method from
data set of sample No.1 with factor number being 4. It can be found that, contrary to the conven-
tional method, the new method yields a reasonable profile of Yb. The slight distortion is due to
relatively low concentration of Yb. As for the result of Tm, the new method yields a much better
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concentration profile than that by the conventional method. Furthermore, we also found that simi-
lar result can be obtained with the factor number being 5 or 6.

In order to investigate the performance of the two methods for resolving more complex data
set, the data set of sample No.2, which is composed of three components, was also analyzed by the
two algorithms of window factor analysis. Unfortunately, we cannot obtain any meaningful result
by conventional method. But satisfactory results are obtained by the improved algorithm, which
are shown in fig. 7. Although the noise level is still comparatively high, the outline of each re-
solved profile coincides well with the peak shape of the standard. The tailing of the peaks is
caused by the HPLC column and experimental conditions.

107 \

() 8

L. |
0.64 Yy \"A .

Uncalibrated concentration
Uncalibrated concentration

T L 1
0 26 52 78 104 130

Data point number (retention time axis)

Bata pomnt number (retention time axis)

Fig. 6 The resolved concentration profues by the comen-  Fig. 7 The resolved concentrapyon profiles by the inm-
tional (sohd curves) and 1mproved (dash curvesy methods  proved method from the three components experimental
from the two components experimental HPLC DAD data HPLC-DAD data (data set of sample No.2).

(dlata set of sample No. 1)

Spectra of the experimental HPLC-DAD data were calculated. Spectra of pure elements were
prepared to serve comparison. Similar to the cases of simulated data, the new method can also

produce more coincident spectra than the conventional one.
4 Conclusion

An improved algorithm of window factor analysis was proposed. Theoretical analysis proves
that the improved method can prevent the eftect of noise in original data matrix from distortion of
the resolved results. By investigation of both simulated and experimental data sets, it was proven
that, for resolution of data matrix with high level of noise. the improved window factor analysis is
superior to the conventional method. The improved method can eliminate the effect of noise and

retrieve more useful information from noisy data matrix.
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