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Seek Common Ground While Reserving Differences:
A Model-Agnostic Module for Noisy

Domain Adaptation
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and Changsheng Xu , Fellow, IEEE

Abstract—Noisy domain adaptation aims to solve the problem
that the source dataset contains noisy labels in domain adaptation.
Previous methods handle noisy labels by selecting the small-
loss samples with inconsistent predictions between two models
and discarding the consistent samples, resulting in many noises
contained in the selected samples. By jointly considering the
consistent and inconsistent samples, we propose a model-
agnostic module, named Seek Common Ground While Reserving
Differences (SCGWRD), to reduce the impact of noisy samples.
The proposed SCGWRD module consists of Seek Common Ground
(SCG) component and Reserve Differences (RD) component by
utilizing the outputs of two symmetrical domain adaptation models.
As the common samples with consistent predictions between two
models are more likely to be clean samples, the SCG component
applies the small-loss strategy to select the reliable samples with
consistent predictions. Unlike SCG, the RD component maintains
the divergences between two models with mutual learning and
reduces the effect of noisy data using the samples with different
predictions and small losses. Evaluations on three benchmarks
demonstrate the effectiveness and robustness of the proposed
SCGWRD module for noisy domain adaptation.

Index Terms—Noisy domain adaptation, Seek common ground
component, Reserve differences component.

I. INTRODUCTION

UNSUPERVISED domain adaptation, which aims to trans-
fer knowledge learned from a label-rich source domain to
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a label-scarce target domain, has attracted more and more at-
tention. A lot of methods [1]–[8] have been proposed to reduce
the domain gap between the source domain and target domain.
However, they all assume the datasets are clean with accurate
annotations, leading to that they are not suitable for domain
adaptation in real-world scenarios containing many noisy la-
bels. Therefore, solving unsupervised domain adaptation under
noisy environments is the key to improve its generalization.

A novel task named Noisy Domain Adaptation [9], [10] is in-
troduced to address unsupervised domain adaptation under noisy
environments, which assumes that the source domain contains
label noise.1 As label noise has adverse effects for domain align-
ment, noisy domain adaptation is a more challenging task than
standard domain adaptation. The core of noisy domain adapta-
tion is to filter out noisy labels and use clean images for do-
main alignment. The small-loss approaches [11]–[14] assumes
that the samples whose supervised loss is lower than a thresh-
old can be treated as clean samples. For example, a promising
approach [12] utilizes the small-loss strategy to select clean sam-
ples based on the outputs of two symmetrical models. However,
two symmetrical models are easy to converge into a consen-
sus. Furthermore, some methods [13], [14] utilize the small-loss
samples with different predictions to constrain two models to be
diverged. However, the samples with inconsistent predictions
always contain many noisy samples, i.e., 75% of the samples
selected by Co-teaching+ [13] are noisy, which deteriorate do-
main alignment. The reason is that these methods discard the
samples with consistent predictions and only consider incon-
sistent ones, as shown in Fig. 1. The samples with consistent
predictions are more likely to be clean samples, which comple-
ment the inconsistent samples. Therefore, jointly considering
consistent and inconsistent small-loss samples can make the se-
lected samples contain few noises and boost domain alignment
for noisy domain adaptation.

To address the above issues, we propose a model-agnostic
module named Seek Common Ground While Reserving Dif-
ference (SCGWRD), which consists of Seek Common Ground
(SCG) component and Reserve Differences(RD) component.

1In this work, we only focus on label noise. The image noise, which refers
to low-quality pixels of images, is the other type of noise in noisy domain
adaptation.
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Fig. 1. Comparison of MentorNet (M-Net), Co-teaching+ and SCGWRD.
Orange arrows and green arrows represent the error flows from model A and
B, respectively. M-Net only maintains one model A. Co-teaching only uses the
different samples (!=) which have inconsistent predictions between two models.
The SCGWRD jointly considers the different samples (!=) and common samples
(=) between two models.

The SCG component assumes the samples with consistent pre-
dictions between two symmetrical models are more likely to
be clean samples. However, these samples still contain some
noises. Therefore, the small-loss strategy is applied to remove
the noisy samples. For the SCG component, two symmetrical
domain adaptation (DA) models are easily to converge into a
consensus if only using the consistent samples. Furthermore,
the RD component is proposed to avoid two models being con-
verged by picking the inconsistent samples with small losses.
Once the RD component enhances the divergence between two
symmetrical models, it can help the SCG component select re-
liable samples. By combining these two components, our pro-
posed module can effectively pick the clean samples and reduce
the effects of the noisy samples.

Concretely, given noisy source samples, we first utilize two
symmetrical domain adaptation models to extract the corre-
sponding predictions of each sample. Since the proposed mod-
ule only relies on the predictions of domain adaptation model,
it is a model-agnostic module that can be plugged and played
with any domain adaptation model. Based on the predictions,
the whole samples can be classified into two groups: com-
mon samples and difference samples, which denote the sam-
ples having consistent and inconsistent predictions between
two models, respectively. In the SCG component, each model
selects the reliable samples from the common samples with
the small-loss strategy to back propagate and update its pa-
rameters for self-training. Besides the common samples, each
model picks small-loss samples from different samples of its
peer model to back propagate and update its parameters in the
RD component. Moreover, the pseudo-labels obtained for unla-
beled target samples can be regarded as noisy labels, and the
proposed SCGWRD is also applied for the unlabeled target
samples.

The evaluations on three benchmarks demonstrate the su-
periority of the proposed module,e.g., obtaining the perfor-
mance of 86.8%, 59.3%, and 84.4% under 40% label corruption
in Office-31, Office-Home, and Bing-Caltech datasets, respec-
tively. The contributions can be summarized as follows:

� We propose a SCGWRD module to discover the reli-
able samples by considering the Seek Common Ground
component and Reserving Differences component for
noisy domain adaptation,

� By treating the pseudo-labels of target samples as noisy la-
bels, the proposed SCGWRD module can also be applied to
enhance the target representation learning, which provides
a new perspective for standard domain adaptation.

� The proposed module is a model-agnostic module, which
can be plugged and played with existing domain adapta-
tion models, e.g., obtains the improvement of 2.9%, 14.4%,
and 2.5% under 40% label corruption in Office-31 for
GVB [15], MCD [16], and CAN [17], respectively.

II. RELATED WORK

Domain adaptation and noisy labels are two related research
areas to noisy domain adaptation. We thus give a brief descrip-
tion of these related research areas.

Domain adaptation. Domain adaptation aims to transfer
knowledge from a labeled source domain to an unlabeled tar-
get domain. Recently, many methods [3], [15], [18]–[23] have
been proposed, which can be classified into three categories.
Firstly, divergence-based methods [3], [5], [17], [18], [24] aim
to minimize a divergence that measures the distribution distance
between two domains to explicitly reduce domain discrepancy.
Secondly, adversarial methods [2], [15], [19], [25]–[27] use the
minimax games between a discriminator and a generator to learn
domain-invariant features to achieve domain transfer. Thirdly,
ensemble-based methods [20], [21], [28] use ensemble predic-
tions to perform self-ensembling learning or use ensemble to
measure the confidence of pseudo-labels in the target domain.
Although the above methods have achieved good performance,
they perform poorly under noisy environments, which is a more
realistic scenario known as noisy domain adaptation. Compared
with the standard domain adaptation, noisy domain adaptation
is a more challenge problem.

Noisy labels. Recently, selecting small-loss samples is a
widely used strategy to solve the noisy label problem [11]–[13].
Based on the fact that the samples with small supervised loss
are more likely to be clean ones, small-loss samples can be used
for training. For example, MentorNet [11] pre-trains a teacher
model for selecting small-loss samples to train the student net-
work. Nonetheless, MentorNet suffers from the accumulated er-
ror caused by noisy labels. Unlike MentorNet, Co-teaching [12]
adopts two symmetrical models and uses the small-loss sam-
ples of each model to update its peer model. To maintain
two models diverged, Co-teaching+ [13] selects the small-loss
samples with inconsistent predictions between two models,
and updates the parameters of each model with the small-loss
samples from its peer model. However, the samples with differ-
ent predictions contain many noises, which are harmful to repre-
sentation learning. Moreover, the common samples with consis-
tent predictions are more likely to be clean samples. Therefore,
our work jointly considers the common and different samples to
obtain more reliable samples for noisy domain adaptation.
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Noisy domain adaptation. The critical of noisy domain adap-
tation is to discover the noisy samples and use reliable sam-
ples for domain alignment. For example, TCL [9] proposes the
transferable curriculum learning approach to find noiseless and
transferable source samples. RDA [10] proposes an offline cur-
riculum learning to select clean source samples, and uses proxy
distribution based on margin discrepancy to reduce the impact
of feature noise. Because the above methods rely on adversar-
ial learning, which is vulnerable to noisy labels, they are not
robust for noisy domain adaptation. Different from them, we
propose a model-agnostic module that only relies on the outputs
of domain adaptation models and can be incorporated into any
existing domain adaptation methods.

III. THE PROPOSED APPROACH

Domain adaptation (DA) aims to transfer knowledge from a
labeled source domain to an unlabeled target domain. Formally,
we define the source and target datasets as Ds = {(xsi , ysi )}ns

i=1

and Dt = {(xti, yti)}nt
i=1, where x, y, and n denotes the images,

labels, and the number of images. Note that the source and target
datasets have the same categories. Given the source dataset Ds

along with the target images Xt = {xti}nt
i=1, existing DA meth-

ods [15], [18]–[20] aim to predict the label yt for each target
image xt. However, these methods all assume that the whole la-
bels in the source domain are clean, which is strict in real-world
scenarios. The labels of source images always contain many
noises due to errors in manual annotation, label polysemy, or
the bias of a crowd-sourcing system [9].

To address the noisy label problem, a novel task named
Noisy Domain Adaptation is introduced by assuming that the
source domain contains label noise. Therefore, the source
dataset in noisy domain adaptation can be redefined as D̂s =
{(xsi , ŷsi )}ns

i=1, where ŷs represents the source labels with noise.
As ŷs is unavailable, ŷs is obtained by corrupting the source
clean label ys with a label transition matrix T , where Tij =
p(ŷ = j|y = i) represents the probability of being flipped into a
noise label j when the true label is i. Similar to previous meth-
ods [9], [10], we assume that the noise contained in the source
labels is uniform noise, which denotes that the true labels are
flipped into other labels with the same probability. Therefore,
the label transition matrix T is defined as:

Tij =

⎧⎨
⎩

= 1− β i = j,

=
β

M − 1
i �= j,

(1)

where β ∈ [0, 1] is a parameter denoting the noise rate, and M
is the number of categories.

The key of noisy domain adaptation is how to filter out noisy
data and use reliable samples to align two domains. In this work,
we propose a model-agnostic module named Seek Common
Ground While Reserving Differences (SCGWRD), which con-
sists of two components: Seek Common Ground (SCG) com-
ponent and Reserve Differences (RD) component. Combined
existing domain adaptation models with the SCGWRD module,
the framework of noisy domain adaptation is presented in Fig. 2.
As shown in Fig. 2, the Domain Alignment module, which can

be any existing DA model, is used to obtain the predictions and
align two domains. Given noisy source samples and unlabeled
target samples, we firstly apply two symmetrical DA models
f1 and f2 to generate the corresponding predictions. Based on
the predictions, all samples can be classified into two groups:
common samples and different samples, which denote the sam-
ples having consistent and inconsistent predictions between two
models, respectively. In the SCG component, each model picks
small-loss data from the common samples to back propagate
itself and updates its parameters for self-training. In the RD
component, the reliable samples are selected from the differ-
ent samples using the small-loss strategy in each model to back
propagate and update its peer model, maintaining the differences
between two models and reducing the error from noisy labels by
peer model mutually. In the following, we give detailed descrip-
tions of the Domain Alignment module, Seek Common Ground
component, and Reserve Differences component.

A. Domain Alignment Module

Domain Alignment module, a critical component for noisy
domain adaptation, is used to align the source and target do-
mains. Furthermore, the Domain Alignment module also needs
to help filter out noisy samples. As our work aims to discover
reliable samples, we adopt existing DA models as the Domain
Alignment module and focus on how to filter out noisy samples,
e.g., CAN [17], GVB [15], and MCD [16] have been used for
evaluations. Given the source and target samples, the constraint
of the Domain Alignment module Lda is the objective function
for the DA model,

Lda = Lsup + Lalign, (2)

where Lsup denotes the supervised loss in the source domain,
and Lalign is the loss for aligning the distributions between two
domains.

As the source labels contain many noises, using Lsup for the
whole samples can seriously deteriorate the performance of do-
main adaptation. Therefore, filtering out noisy samples and us-
ing the selected clean samples for Lsup are reasonable for noisy
domain adaptation. However, using one model is hard to select
clean samples or reliable samples. Inspired by Co-teaching [12],
we use two symmetrical DA models for sample selection, where
each model is initialized independently, leading to that all the
samples can be projected into two independent feature spaces.
Consequently, the samples obtaining consistent prediction from
two feature spaces have high confidence to be clean data.

Given noise source sample xsi , the predictions of two models
are denoted as f1(xsi ) and f2(x

s
i ), respectively. Once obtaining

the predictions, the corresponding pseudo-labels, which can be
used to justify whether two predictions are consistent, can be
obtained with Eq. (3),

ȳs1i = argmax f1(x
s
i ),

ȳs2i = argmax f2(x
s
i ). (3)

Similarly, the pseudo-labels for target samples can be obtained
and denoted as ȳt1i and ȳt2i . With the obtained pseudo-labels,
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Fig. 2. An overview of our Seek Common Ground While Reserve Differences (SCGWRD) module combined with existing DA methods. Domain Alignment
(DAT) module aims to align two domains and generate the prediction for each sample. Sample Selection obtains the common samples and different samples by
comparing the predictions between two model. SCGWRD module consists of Seek Common Ground (SCG) component and Reserve Differences (RD) component.
In the SCG component, each model selects small-loss data from the common samples to teach itself. In the RD component, each model utilizes small-loss data
from the different samples to update the parameters of its peer model.

the source dataset and target dataset for noisy domain adap-
tation can be redefined as Ds = {(xsi , ŷsi , ȳs1i , ȳs2i )}ns

i=1 and
Dt = {(xti, ȳt1i , ȳt2i )}nt

i=1, which are used to select reliable sam-
ples.

B. Seek Common Ground Component

Since the common samples are more likely to be clean data,
they are essential for aligning the source and target domains.
For the source and target domain, the corresponding common
samples are defined as source common samples and target com-
mon samples. As the source and target samples have the same
strategies of seeking the common samples, we treat the source
common samples as an example to introduce the Seek Common
Ground component.

Given source dataset Ds = {(xsi , ŷsi , ȳs1i , ȳs2i )}ns
i=1, we first

select the samples which have the consistent predictions be-
tween two DA models. The selection is conducted by consider-
ing whether the two pseudo-labels ȳs1i and ȳs2i are the same,

As = {xsi |ȳs1i = ȳs2i , i ∈ Nns
+ }, (4)

where Nns
+ = {1, 2, 3, . . . , ns} and As denotes the selected

source common samples.
However, As still contains many noises. Based on the fact

that the neural networks tend to remember clean data first and
then those of noisy data [29], the small-loss strategy is thus pro-
posed to remove noisy samples. Specifically, clean data usually

have a smaller loss than noisy data. Therefore, the small-loss
strategy treats the samples with small classification loss as reli-
able samples. With the given corrupted source labels, the clas-
sification loss for each sample xsi in two models defined as
ls1i = L(f1(xsi ), ŷsi ) and ls2i = L(f2(xsi ), ŷsi ), where L repre-
sents the cross-entropy loss, and ŷsi represents the given label.
In each mini-batch data, each model selects τ% of small-loss
samples as reliable samples, i.e., Rs1 and Rs2 ,

Rs1 = {xsi |ls1i � T (Ls1
As , τ), x

s
i ∈ As},

Rs2 = {xsi |ls2i � T (Ls2
As , τ), x

s
i ∈ As}, (5)

where T (Ls1
As , τ) is a function to determine the threshold that

can select τ% of small losses from the whole loss set Ls1
As of the

common samples. τ is a parameter for the small-loss strategy.
Once obtaining reliable samples for the source domain, each

model back propagates these samples and update its parameters
for self-training. For noisy source sample, the given label ŷs

is used to compute the classification loss and update the corre-
sponding model:

Ls1
SCG = − E

x∈Rs1

[L(f1(x), ŷs)],

Ls2
SCG = − E

x∈Rs2

[L(f2(x), ŷs)], (6)

where Ls1
SCG and Ls2

SCG denote the loss for models f1 and f2 in
the Domain Alignment module, respectively.
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Similarly, the target reliable samples can be generated and
denoted as Rt1 and Rt2 . For unlabeled target samples, the
pseudo-labels ȳt1i and ȳt2i are used to select the common sam-
ples and perform the small-loss strategy due to the true label are
unavailable. Therefore, the supervised loss of the target reliable
samples is:

Lt1
SCG = − E

x∈Rt1

[L(f1(x), ȳt1)],

Lt2
SCG = − E

x∈Rt2

[L(f2(x), ȳt2)], (7)

where Lt1
SCG and Lt2

SCG denote the loss for the models f1 and f2
in the Domain Alignment module, respectively.

Finally, the total loss of the SCG component is:

LSCG = Ls1
SCG + Ls2

SCG + Lt2
SCG + Lt2

SCG. (8)

C. Reserve Differences Component

Although the Seek Common Ground component can obtain
reliable samples for domain alignment, there still exist many
problems. Firstly, two DA models are easy to converge into a
consensus since they only select the common samples to update,
which deteriorates the efficacy of the SCG component. Secondly,
the SCG component only uses the samples with consistent pre-
diction between two domain adaptation models, and ignores the
inconsistent samples. Inspired by the Co-teaching+ [13], using
the mutual learning between two models can enlarge their diver-
gence, whose key is to let the two models supervise and learn
from each other. For example, the pseudo-label ȳf1 generated
from model f1 is used to optimize its peer model f2, vice versa.
Therefore, considering the inconsistent samples can enlarge the
discrepancy between two symmetrical models in the Domain
Alignment module. To address the above issue, the Reserve Dif-
ferences component is proposed to utilize the samples with in-
consistent predictions for maintaining two models diverged and
reducing the impact of noisy samples. For the source and target
domains, the corresponding inconsistent samples are defined as
source different samples and target different samples. Since the
way of obtaining the source different samples and target differ-
ent samples is similar, we treat the different source samples as
an example to describe how to obtain and use the inconsistent
samples.

Given source dataset Ds = {(xsi , ŷsi , ȳs1i , ȳs2i )}ns
i=1, we first

select the inconsistent source samples by considering whether
the pseudo-labels ȳs1i and ȳs2i are different:

Bs = {xsi |ȳs1i �= ȳs2i , i ∈ Nns
+ }, (9)

where Nns
+ = {1, 2, 3, . . . , ns} and Bs denotes the selected

source different samples.
However, some different samples would have adverse effects

on domain alignment by using mutual learning. Similar to the
SCG component, we adopt the small-loss strategy to select τ%
of small-loss samples as the different valid samples in each
mini-batch data. The selected different valid samples for source

Algorithm 1: Seek Common Ground While Reserving Dif-
ferences.

Input: Two DA models f1, f2 with weights θ1, θ2, learning
rate λ, epoch Emax and Ek, noise source set Ds,
unlabeled target set Dt, iteration ηmax, noise rate β,
selected proportion τs(e), τ1(e), τ2(e), hyper-parameters
ρ1, ρ2;

Output: θ1 and θ2;
1: for e = 1, 2, 3, . . . , Emax do
2: for η = 1, 2, 3, . . . , ηmax do
3: Fetch mini-batch Ds

η from Ds, Dt
η from Dt;

4: // Deal with noisy source samples
5: Obtain source common samples As with

consistent predictions by Eq. (4);
6: Obtain source different samples Bs inconsistent

predictions by Eq. (9);
7: Get small-loss source common samples Rs1 and

Rs2 of each model by Eq. (5) according to τs(e);
8: Get small-loss source different samples Vs1 and

Vs1 of each model by Eq. (10) according to τs(e);
9: Calculate Δθs1 = λ∇(Ls1

SCG + Ls1
RD), Δθs2 =

λ∇(Ls2
SCG + Ls2

RD) by Eq. (6) and Eq. (11);
10: // Deal with unlabeled target samples similarily
11: Obtain target common samples At with consistent

predictions;
12: Obtain target different samples Bt with

inconsistent predictions;
13: Get small-loss target common samples Rt1 and

Rt2 of each model according to τ1(e);
14: Get small-loss target different samples Vt1 and

Vt1 of each model according to τ2(e);
15: Calculate Δθt1 = λ∇(Lt1

SCG + Lt1
RD), Δθt2 =

λ∇(Lt2
SCG + Lt2

RD) by Eq. (7) and Eq. (12);
16: // Domain Alignment module
17: Calculate Δθa1 = λ∇Lalign1

, Δθa2 = λ∇Lalign2

in DA models f1, f2;
18: //Update θ1 and θ2
19: Update θ1 = θ1 - Δθs1 - Δθt1 - Δθa1 , θ2 = θ2 - Δθs2

- Δθt2 - Δθa2 ;
20: end for
21: Update τs(e) = 1−min{ e

Ek
(β + 0.1), β + 0.1},

τ1(e) = min{ e
Ek
ρ1, ρ1} and

τ2(e) = min{ e
Ek
ρ2, ρ2};

22: end for
24: return θ1, θ2.

domain are denoted as Vs1 and Vs2 ,

Vs1 = {xsi |ls1i � T (Ls1
Bs , τ), x

s
i ∈ Bs},

Vs2 = {xsi |ls2i � T (Ls2
Bs , τ), x

s
i ∈ Bs}, (10)

where T (Ls1
Bs , τ) is a function to determine the threshold that

can select τ% of small losses from the whole loss set Ls1
Bs of the

different samples. ls1i = L(f1(xsi ), ŷi) and ls2i = L(f2(xsi ), ŷi)
are the classification loss for sample xsi .
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After obtaining Vs1 and Vs2 , the given corrupted label ŷs is
used to update its peer model:

Ls1
RD = − E

x∈Vs2

[L(f1(x), ŷs)],

Ls2
RD = − E

x∈Vs1

[L(f2(x), ŷs)], (11)

where Ls1
RD and Ls2

RD denote the loss for models f1 and f2 in the
Domain Alignment module, respectively.

From Eq. (11), we observe that the valid samples Vs2 gen-
erated from the model f2 is used to update the model f1, vice
versa. The advantage of the above mutual learning is that it can
maintain the divergence of two models and reduce the error from
noisy labels.

For unlabeled target samples, the different valid samples Vt1

and Vt2 are generated similarly. Since there is no label for target
sample, the obtained pseudo-label ȳt is used to update its peer
model:

Lt1
RD = − E

x∈Vt2

[L(f1(x), ȳt2i )],

Lt2
RD = − E

x∈Vt1

[L(f2(x), ȳt1i )], (12)

where Lt1
RD and Lt2

RD denote the target loss for the two models
f1 and f2 in the Domain Alignment module, respectively.

Finally, the total loss in the RD component is:

LRD = Ls1
RD + Ls2

RD + Lt1
RD + Lt2

RD. (13)

D. Overall Objective

The final model is a combination of the Domain Alignment
modules, Seek Common Ground component and Reserve Dif-
ferences component. Therefore, the overall objective function
is:

min
f1,f2

L = Lalign + LSCG + LRD. (14)

For the pseudo-code description of the algorithm details,
please refer to Algorithm 1.

IV. EXPERIMENTS

A. Datasets

Office-31 [35] is a well-known dataset for domain adapta-
tion, which contains 31 classes and consists of three domains:
Amazon, Webcam and DSLR, where Amazon domain contains
2817 images collected from amazon.com, Webcam includes 795
images obtained from web camera, and DSLR comprises 498
images shot by SLR camera. Six transfer tasks can be obtained
through the permutation of the three domains.

Office-Home [36] is a challenging dataset containing around
15 500 images from 65 different categories. Office-Home con-
sists of four domains: Art, Clipart, Product, and Real-world. The
images in Art are paintings, sketches, and artistic depictions.
Clipart consists of clipart images. The product is composed of
images without background, and Real-World comprises regular
images captured with a camera. There are 12 different transfer
tasks by permutating four domains.

Bing-Caltech [37] is a real noisy dataset consisting of Bing
and Caltech datasets. The images in Bing dataset contain rich
noises because they are collected by retrieving the category la-
bels with Bing search engine.

For Office-31 and Office-Home, the uniform label corruption
is used to generate noisy labels based on the given clean labels,
where each label is flipped into other labels uniformly with the
noise rate β by Eq. (1). For Bing-Caltech, we treat Bing dataset
as the noisy source domain and Caltech dataset as the clean
target domain. The experiments in Bing-Caltech represents the
performance in real-world noisy domain adaptation.

B. Implementation Details

We implement the proposed method in the Pytorch platform
using Nvidia Titan V100 GPU. For fair comparison, we use the
ResNet-50 [30] pre-trained on ImageNet [38] as backbone net-
work. We utilize the task-specific FC layer to replace the last FC
layer and finetune the model with labeled source samples and
unlabeled target samples. Furthermore, domain-specific batch
normalization layers are adopted in the network. For optimiza-
tion, we use mini-batch SGD with momentum of 0.9, and using
the learning rate policy introduced in CAN [17], i.e., the learn-
ing rate ψp is adjusted by ψp = ψ0(1 + ap)−b, where ψ0 is the
initial learning rate, p is the training progress changing from 0
to 1, a = 10, and b = 0.75. The initial learning rates are set as
1e−3 and 1e−2 for backbone network and task-specific FC layer,
respectively. We utilize all labeled source samples and unlabeled
target samples during training. During reference, we ensemble
the predictions of the two models as final outputs.
τ is set for selecting the appropriate proportion of small-loss

samples in the SCG component and RD component. Regarding
the diverse circumstances of the source domain and the target
domain, there are different settings of τ for noise source sam-
ples and unlabeled target samples. For noise source samples,
the noise labels are all used as supervision signals for the super-
vised loss during training. According to the recent work about
memorization effects [39] of deep neural networks, the network
would remember the clean samples first, and then overfit on
these noise samples gradually. Therefore, τ changes dynami-
cally with epoch e and is defined as τ(e). For the noise source
samples, τs(e) is set to be relatively large to select more samples
at the beginning of training. By increasing the epoch number e,
τs(e) will decrease linearly. Inspired by Co-teaching+ [13], we
set τs(e) = 1−min{ e

Ek
(β + 0.1), β + 0.1} for selecting clean

data strictly for the SCG and RD components.
Since there are no labels provided for supervised loss and

the domain gap existed between the source and target domains,
most of the predicted labels of unlabeled target samples are in-
correct at first. Then, the accuracy of predictions increases grad-
ually. Therefore, τ1(e) and τ2(e) which respectively denote the
selection proportion of unlabeled target samples in the SCG
component and the RD component both start from 0 at the be-
ginning of training, and increase linearly with epoch e. Since
the unlabeled target common samples with the consistent pre-
dictions between two models are more likely to be predicted
correctly, we set τ1(e) = min{ e

Ek
ρ1, ρ1} and ρ1 = 0.5 in the
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TABLE I
ACCURACY(%) OF OFFICE-31 UNDER 40% LABEL CORRUPTION. “+” INDICATES COMBINATION OF OUR MODULE WITH DOMAIN ADAPTATION MODEL

TABLE II
ACCURACY(%) OF OFFICE-HOME UNDER 40% LABEL CORRUPTION

SCG component. Different from the SCG component, we set
τ2(e) = min{ e

Ek
ρ2, ρ2} and ρ2 = 0.1 in the RD component

because the unlabeled different samples with inconsistent pre-
dictions are less reliable. ρ1 and ρ2 are hyper-parameters and
will be analyzed in ablation studies.

C. Comparison With Existing Methods

To demonstrate the effective of SCGWRD, we incorporate
the proposed module into existing DA methods, e.g., Gradually
Vanishing Bridge (GVB) [15], Maximum Classifier Discrepancy
(MCD) [16] and Contrastive Adaptation network (CAN) [17],
and make comparison with existing methods [9]–[11], [15],
[16], [25], [30]–[34]. The Transferable Curriculum Learning
(TCL) [9] and Robust Domain adaptation (RDA) [10] are
state-of-the-art noisy domain adaptation methods. For the GVB,
MCD, and CAN, we reimplement them with the released code.

Office-31: The evaluation on Office-31 with noise rate 40%
is summarized in Table I. From Table I, we can observe that
combining the proposed SCGWRD and CAN (CSR) achieves
the best performance among all the methods. Especially for the
noisy domain adaptation methods TCL and RDA, CSR obtains
noticeable improvements, e.g., obtaining 10.2% and 3.2% im-
provements for TCL and RDA, respectively. We also observe
that the baseline CAN has obtained a higher performance than
TCL and RDA. The reason is that the CAN is a statistical-based
method, which is robust to noise corruption. Moreover, from
Table I we can see that incorporating the proposed SCGWRD
into existing methods can boost their performance, e.g., improv-
ing the average performance from 45.8%, 71.2%, and 84.3% to

48.7%, 85.6%, and 86.8% for GVB, MCD, and CAN, respec-
tively. The improvement shows the effectiveness of the SCG-
WRD for noisy domain adaptation.

Office-Home: Table II summarizes the related results for
Office-Home under 40% label corruption. By comparing Table I
and Table II, we observe that the Office-Home is a more chal-
lenging dataset than Office-31, e.g., the existing state-of-the-art
performances are 53.5% and 84.8% for Office-Home and Office-
31, respectively. The CSR model that incorporates our SCG-
WRD module into CAN achieves the best performance among
all the methods, e.g., obtaining the performance of 59.3% vs
53.5% for MDD [34]. Furthermore, adding the proposed SCG-
WRD module obtains the improvement of 14.4% over CAN [17].

Bing-Caltech: Different from the above comparison, we fur-
ther conduct comparison on the real-world noisy datasets, e.g.,
Bing-Caltech. The comparison of Bing → Caltech is shown
in Fig. 3, from which we can see that CSR performs better
than other methods, e.g., outperforms the state-of-the-art method
RDA by 2.7%. The result in Bing-Caltech proves the effective-
ness of our SCGWRD module in real-world noisy domain adap-
tation.

Based on the above comparison of three different datasets,
we can conclude that SCGWRD is a useful module for noisy
domain adaptation.

D. Ablation Studies

By taking the existing CAN [17] as the baseline, we give
some ablation studies to show the effectiveness and rationality
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TABLE III
EFFECT OF THE SEEK COMMON GROUND (SCG) COMPONENT AND RESERVE DIFFERENCE (RD) COMPONENT. DAM REPRESENTS DOMAIN ALIGNMENT MODULE.

ACCURACY(%) OF OFFICE-31 UNDER 40% LABEL CORRUPTION ARE REPORTED

Fig. 3. Accuracy(%) of Bing-Caltech with Real-world Noises.

of the proposed SCGWRD module on Office-31 under 40% label
corruption.

Effect of SCG and RD components. To demonstrate the ra-
tionality of the Seek Common Ground (SCG) component and
Reserve Differences (RD) component, we analyze two compo-
nents separately and summarize the results in Table III. As shown
in Table III, the COM model that incorporates the Seek Com-
mon Ground component into CAN obtains a lower performance
than CAN, e.g., 84.3% vs 80.0%. Although using the SCG com-
ponent can discover reliable samples, the selected samples still
contain many noises. Merely considering the common samples
leads to that the adverse effects of these noises are amplified
due to self-training. Unlike the SCG component, we observe
that using Reserve Differences component obtains a higher per-
formance than CAN. CRD combines the RD component with
CAN and improves the mean performance from 84.3% to 84.8%.
The reason is that considering the different samples can maintain
divergences between two models, and use the small-loss sam-
ples of each model to train its peer model can reduce the error
from noisy labels by peer models mutually. As the RD compo-
nent can enlarge the divergences between two models by using
the different samples, and the SCG component can discover the
reliable samples, jointly considering these two components can
select more reliable samples by discarding the noisy samples. By
combining the SCG and RD components, the final CSR model
achieves the highest performance, e.g., obtaining the mean per-
formance of 86.8%.

Effect on different domains. Besides the noisy source im-
ages, the pseudo-labels for unlabeled target samples can be
treated as noisy labels. Therefore, we conduct experiments to

TABLE IV
EFFECT OF SCGWRD ON DIFFERENT DOMAINS. ‘-S’ AND ‘-T’ DENOTE THE

MODELS FOR THE SOURCE AND TARGET DOMAINS, RESPECTIVELY.
ACCURACY(%) OF OFFICE-31 UNDER 40% LABEL CORRUPTION

ARE REPORTED

Fig. 4. (a) Represents the mean accuracy of CAN and CSR under different
noise rate in Office-31. (b) Depicts the accuracy gap between CSR and CAN
under different noise rates.

show that the proposed SCGWRD module can be effectively ap-
plied for noisy source samples and unlabeled target samples, and
summarize the results in Table IV. CSR-s and CSR-t indicate that
the SCGWRD module is merely applied on noisy source labeled
samples and unlabeled target samples, respectively. As shown
in Table IV, CSR-s and CSR-t both obtain a higher performance
than the baseline CAN, which demonstrates the effectiveness of
our proposed SCGWRD for the source and target domains. After
jointly optimizing the source and target images, the CSR model
obtains the best performance of 86.8%. Therefore, the proposed
SCGWRD module is effectively for noisy source samples and
unlabeled target samples in noisy domain adaptation.

Noise rate β. For noisy domain adaptation, the noise rate
is a critical parameter. We thus give a detailed analysis of the
noise rate β, and show the results in Fig. 4. As shown in Fig. 4,
increasing the noise rate would degrade the performance. How-
ever, CSR that combines our SCGWRD module with CAN has a
lower drop rate than CAN, proving that the proposed module is
robust to label noise. We also consider a boisterous environment
by setting the noise rate to 80%. Under this setting, the accu-
racy of CAN is 23.5% while CSR achieves the performance
of 37.1%.
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Fig. 5. The feature visualization of A → D task in Office-31 about CAN and CSR under 40% Label Corruption. (a) and (d) represent the source features and
target features in CAN and CSR, respectively. Red dots indicate source features and blue dots indicate target features. (b) and (e) denote the source features of
each class in CAN and CSR, respectively. (c) and (f) depict the target features of each class in CAN and CSR, respectively. In (b), (c), (e) and (f), different colors
represent the features of different classes.

Fig. 6. (a) denotes the variation of training accuracy for D → W. (b) shows
the effect of hyper-parameters ρ1 and ρ2 for D → A.

Overfitting to noisy data. The critical of noisy domain adap-
tation is how to avoid the overfitting to noisy source labels. We
thus analyze the classification accuracy of noisy source data to
show that our SCGWRD module can avoid the overfitting of
noisy source samples. As shown in Fig. 6(a), CAN overfits the
noise label during the training stage, e.g., the training accuracy
reaches to 100% for the source corrupted labels, which means
that the noisy samples have been “corrected” classified. Dif-
ferent from CAN, the training accuracy finally reaches to 70%
for CSR. As the training samples contain 40% noise samples,
our module can avoid overfitting to noisy data, and use clean
samples to train the Domain Alignment modules.

Hyper-parameters analysis. The threshold for selecting
samples is critical for the small-loss strategy. We finally give
some analysis of the hyper-parameters ρ1 and ρ2, which

determine the proportion of selected common and different tar-
get samples in each mini-batch data, respectively. We evaluate
the effect of ρ1 and ρ2 in D → A task of Office-31, and sum-
marize the related results in Fig. 6(b). As shown in Fig. 6(b), a
higher ρ1 = 50% is used to select sufficient and reliable enough
common samples. Moreover, a lowerρ2 = 10% is applied to dis-
cover the different samples with higher confidence. We observe
that the accuracy would be decreased when setting the higher or
lower value of ρ1. The reason is that ρ1 is related to the noise rate
β and seeking more or less common target samples is negative
for transfer learning. Different from ρ1, the higher ρ2 the lower
performance. The reason is that using a higher ρ2 would select
many noisy samples in the RD component.

Feature visualization. We further illustrate the effectiveness
of our proposed module by visualizing the features in A → D
transfer task of Office-31 under 40% label corruption. We utilize
T-SNE to visualize the visual descriptions obtained by the last
FC layer in the source domain and target domain, as shown in
Fig. 5. Fig. 5 (a) and (d) show the source features and target
features in CAN and CSR, respectively. From Fig. 5 (a) and
(d), we can observe that the source features and target features
are better aligned in CSR. Fig. 5 (b) and (e) denote the source
features of each class in CAN and CSR, respectively, from which
we can see that CSR obtains more discriminative and correct
source features. Fig. 5 (c) and (f) depict the target features of
each class in CAN and CSR, respectively. As shown in Fig. 5
(c) and (f), the CSR obtains more discriminative target features
than CAN. To sum up, the CSR can effectively eliminate the
influence of label corruption, and gets more discriminative and
alignment features.
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V. CONCLUSION

The key of noisy domain adaptation is to discover the noisy
samples and reduce the negative effect caused by these sam-
ples. Based on the predictions of existing domain adaptation
methods, we propose a model-agnostic module, named Seek
Common Ground While Reserving Differences (SCGWRD), to
discover the common samples and different samples for domain
alignment. As SCGWRD merely relies on the outputs of domain
adaptation methods, it can be incorporated into any existing do-
main adaptation method. The evaluations of three benchmarks
demonstrate the effectiveness and generalization of SCGWRD.
Although SCGWRD can effectively discover the noisy samples,
it is a complex module because it relies on two domain adapta-
tion models. In the future, we will explore how to use a single
model to discover noise samples effectively.
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