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T(n)=cn+c,(n-1)+c,(n-1)
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ifn=1

T = {2T(n/2)+n ,ifn>1 (4.1
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1 ,ifn=1

T(n) :{ _ (4.1
2T(n/2)+n ,ifn>1

1) i er % B AR oy A, 2SO BURE

o o) ifn — 1
()= {T (ni2)+T(n/2)+OMN) ifn>1

2) RIS L&A, FHBBON T/RIN{E, T(n)2% &,
T(n)=2T(n/2)+6G(n)
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1 Cifn=1
Example: T(n) =
2T (n/2)+n, if n>1.

(1) Guess: T(nN)=nlgn+n
(2) Induction
Basic:.n=1=nlgn+n=1=T(n)
Inductive step: Inductive hypothesis is that T (k) =k Igk +k for all k < n.
Use the inductive hypothesis of T (n/2) to prove T (n)
T(n)=2T(n/2)+n
=2((n/2)Ig(n/2)+(n/2))+n (by inductive hypothesis)
=nlg(n/2)+n+n = n(lgn-Ig2)+2n =nlgn+n.
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Cifn=1

1
Example: T(n) = _
2T (n/2)+n, if n>1.

(1) Guess: T(n)=nlgn+n

(2) Induction
Basic.cn=1=nlgn+n=1=T(n)
Inductive step: Inductive hypothesis is that T (k) =k Igk +k for all k < n.
Use the inductive hypothesis of T (n/2) to prove T (n).

EINFTEEFTAN, BARAEATF LB — L R H 2o 6 th A5
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e The substitution method can be used to establish either upper (O)
or lower bounds (£2) on a recurrence.

e example, determining an upper bound on the recurrence
T(n)=2T(|n/2])+n, (4.4)

Guessing that the solution is T(n) = O(n Ig n).
Proving T(n)<cn Ig n for a some constant ¢ > 0.

+ Assume that this bound holds for n/2, that is, that

T(n/2])<c|n/2]ig(n/2]). Substituting into the recurrence yields

T(n)=2T(n/2|)+n<2(c|n/2]lg( |n/2]))+n

<cnlg(n/2)+n=cnlgn—-cnlg2+n = cnlgn—-cn+n < cnlgn,

where the last step holds as long as ¢ > 1.
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Mathematical induction now requires us to show that our
solution holds for the boundary conditions
Typically, the boundary conditions are suitable as base cases for
the inductive proof.
T(n)=2T(|n/2])+n, (4.4)
T(n)=0(nlgn) , T(n)<cnlgn

This requirement can sometimes lead to problems

Assume that T(1) = 1 is the sole boundary condition of the

recurrence. Then, we can‘t choose ¢ large enough, since
T(1)<c 11g 1 =0, which is at odds with T(1)=1. The case of our

inductive proof fails to hold. (GBJALZERS#RERFE, HiE
UIUERRE M ? )
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T(n)=2T(|n/2])+n; T(n)=O(nlgn) , T(n)<cnlgn

An inductive hypothesis inconsistent with specific boundary
condition, How to overcome the difficulty?

(WA 58 BRIB IR 45 R 54 7 %A A — 2R ? )

+ asymptotic notation only requires us to prove T(n)<cnlg n
for n>n,, where n0 is a constant

o to remove the difficult boundary condition T(1) =1

o Impose T(2) and T(3) as boundary conditions for the
Inductive proof.

o From the recurrence, we derive T(2) =4 and T(3) = 5.

+ The inductive proof that T(n)<cn Ign can now be completed
by choosing any ¢>2 so that 7(2)<c2 Ig 2 and 7(3)<c 3 Ig 3.
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— . o Unfortunately, there is no general way to guess the correct

solutions to recurrences. (JBEAR2—MGE)
e Guessing a solution takes experience and, occasionally, creativity

( why we study the course? It’s a training for us to get experience,
to catch occasion, to have creativity. )

e Fortunately, though, there are some heuristics (recusion tress)
that can help you become a good guesser.
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If a recurrence is similar to one you have seen before, then
guessing a similar solution is reasonable. For example,

T(n)=2T( n/2]|+17)+n,

o which looks difficult because of the added “17”.

o Intuitively, this additional term cannot substantially affect

the solution to the recurrence. CiZMHINIRA 2 WA F 5
M) 52 VA 22 )

o When nis large, the difference between T(n/2) and T( n/2
+ 17) is not that large. Consequently, we make the guess that
T(n) = O(n Ig n), which you can verify as correct by using
the substitution method.
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e Sometimes, guess correctly, but somehow the math doesn't seem
to work out in the induction

Forexample T(n)=T(n/2))+T(n/2])+1.

e Guess the solution is O(n) , then try to show that T(n)<cn for an
appropriate constant c. Substituting .., then

T(n)<c|n/2|+c[n/2]|+1=cn+1

which does not imply T(n)< cn for any choice of c.
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Sometimes, guess correctly, but somehow the math doesn't seem to
work out in the induction.

Forexample T(n)=T(n/2))+T(n/2])+1.

guess T(n)=cn, thne T(n)<c|n/2 |+c[n/2]+1=cn+],
contradiction.

Usually, it is that the inductive assumption isn't strong enough to
prove the detailed bound. How to overcome?

(&R FHA53)
Revising the guess by subtracting a lower-order term often
permits the math to go through. CEZE{KKMTR)
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T(N)<T(n/2)+T(n/2])+1 Solution: T (n) = O(n)

e tryalargerguess T(n) = O(n2), which can work.
e But the guess that the solution is T(n) = O(n) is correct.

e Intuitively, our guess is nearly right: we're only off by the
constant 1, a lower-order term.

e Nevertheless, mathematical induction doesn't work!
e Subtracting a lower-order term from our previous guess. New
guess is T(n) < cn - b, where b>0 is constant, then
T(n)<(c|n/2|-b)+(c[n/2]-b)+1=cn-2b+1<cn-b,

as long as b>1. As before, the constant c must be chosen large
enough to handle the boundary conditions.
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e Most people find the idea of subtracting a lower-order term
counterintuitive. (GERE%)

e Afterall, if the math doesn't work out, shouldn't we be
Increasing our guess?

e The key to understand this step is to remember that we are using

mathematical induction: we can prove something stronger for a
given value by assuming something stronger for smaller values

(R&ERAIFH, TEAERENER)
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e Itiseasy toerrin the use of asymptotic notation.

For example, in the recurrence (4.4)

T(n)=2T( n/2])+n (4.4)
we can falsely prove T(n) = O(n) by guessing T(n)<cn and then
arguin
Juing T(n)=2T(n/2])+n<2(c|n/2])+n
<ch+n
=0(n), < wrong!!!

since c is a constant. The error is that we haven't proved the
exact form of the inductive hypothesis, that is, that T(n)<cn.
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HERE:

algebraic manipulation (fXZ#Z8#) : sometimes solute an
unknown recurrence similar to one you have seen before.

Example, T(n)=2T (L\MJ) +Ign,

which looks difficult. Simplify the recurrence with a change of
variables. For convenience, we shall not worry about rounding
off values, such as./n , to be integers.

Let m=1gn, then T(2™) = 2T(2™2)+m

Thus rename S(m)=T(2™) S(m)=2S(m/2)+m

which is very much like recurrence (4.4) and has the same
solution: S(m)=0(m Igm) . Changing back from S(m) to T(n), we
obtain T(n)=T(2M)=S(m)=0(m Igm)=0(lgn Igign)
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e Substitution: It is difficult to come up with a good guess
e The iteration method
o doesn't require us to guess the answer
+ Mmay require more algebra GERGERREEEDHERES)
o toexpand (iterate) the recurrence and express it as a
summation of terms, and the initial conditions

o toevaluate summations. (FENERRFAEE, FHKFN)
For example, T(n)=3T(| n/4])+n
T(nN)=n+3T(n/4])
=n+3 (| n/4|+3T( n/16 )
=n+3(n/4]+3(n/16]|+3T( n/64))
=n+3|n/4]+9|n/16 |+ 27T (| n/64 ),
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T(nN)=n+3T(n/4))=n+3 (| n/4|+3T( n/16 )
=n+3(n/4|+3( n/16 |+3T( n/64 |)))
=n+3|n/4|+9|n/16 |+27T (| n/64 ),

How far must we iterate the recurrence?

o Theithterm in the series is 3| n/4' |
+ The iteration halts when| n/4' | =1. By continuing the iteration

until this point and using the bound | n/4' |<n/4' , we geta
decreasing geometric series:

T(N)<n+3n/4+9n/16+27n/64+---+3'T(n/4")
<n) (3/4)' +©(n"**) = 4n+o(n) = O(n).

i—0
(ﬂ/4i =l=i= |Og4 n=>3 = 3osn _ nIog43)
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The iteration method usually leads to lots of algebra. It can be a
challenge. The key points:

+ the number of times the recurrence needs to be iterated to
reach the boundary condition, G£Y3x%)

+ and the sum of the terms arising from each level of the
Iteration process. (Z#R#)

Sometimes, in the process of iterating a recurrence, you can guess
the solution without working out all the math. Then, the iteration
can be abandoned in favor of the substitution method, which
usually requires less algebra.

(EREBEFN A KB IES, GHARERTR, RAEREFEHAAE
FIFEIBATNRIRR, TEANRBEEITER. )
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e When a recurrence contains floor and ceiling functions, the math
can become especially complicated

e Often, it helps to assume that the recurrence is defined only on
exact powers of a number

Example, T(n)=3T(n/4])+n

if we had assumed that n = 4k for some integer k, the floor
functions could have been conveniently omitted.
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Drawing out a recursion tree, is a straightforward way to
devise a good guess, and to show the iteration method
intuitively. CHZEEM T CLAEMR ERRERE, WHEBT
pisbr LR BN )

e Recursion trees are particularly useful when the recurrence

describes the running time of a divide-and-conquer algorithm.

o WAWF, A HRBAREZHRBEAHES T AT
R W E— RN ENRE— RN
&S, BRERAMHENERLERXTEEXRE BN
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e solving recurrences of the form
T(n) = aT(n/b)+f(n), (4.5)
where a>1and b>1, and f(n) is asymptotically positive.

e The master method requires memorization of three cases, but
then the solution of many recurrences can be determined quite
easily, often without pencil and paper

& e n/b might not be an integer. Replacing each of T(n/b) with

either T(n/b]) or T((n/b]) doesn’t affect the asymptotic
behavior .

e Normally, it is convenient to omit the floor and ceiling functions
when writing divide-and-conquer recurrences of this form.
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Let a>1 and b>1 be constants, let f(n) be a function, and let T(n)
be defined on the nonnegative integers by the recurrence

T(n) =aT(n/b) + f(n),
where we interpret n/b to mean either|n/b | or [ n/b|. Then T(n)
can be bounded asymptotically as follows.

1. If f(n)=0(n"%**) for some constant & >0, then T (n) = O(n"%*?).
2. If f(n)=0(n"*?), then T(n) = O(n"%? Ign).
3. If f(n)=Q(n"****) for some constant & > 0,

and if af (n/b) <cf (n) for some constant c <1
and all sufficiently large n, then T (n) = ©( f (n)).

32 niversity of cience and 'echnology of "hina



FIE

(®(nlogb a)’ f (n) _ O(n(logb a)—g)

,Jq T(n)=4®(n'°gbalgn), f(n):@(nlogba) >35>0

,c<1
\@( f(n)), f(n)= Q(n""gb ""’”) and af (n/b) <cf (n) for large n|

log, a

e Comparing the function f(n) with n™ ", Intuitively, the solution
Is determined by the larger of the two functions

o Case 1, n"®?®larger, then the solution is T(n)=©(n
o Case 3, f(n) larger, then the solution is T(n) =©(f(n)) .

o Case 2, the two functions are the same size, we multiply by
a logarithmic factor, and the solution is

log, a)

T(n)=0(n"**1gn)=0(f(n)lgn) .
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T(n)=aT(n/b)+ f(n),
(®(nlogba)1 f (n) _ O(n(logb a)—g)
T(n)=<®(n"*Ign), f (n) =©(n"**)
o(f(n), fn)= Q(n®» ) and af (n/b) < cf (n) for large n|

& ¢ Polynomially
o Case 1, f(n) must be polynomially smaller than n
+ Case 3, f(n) must be polynomially larger than n"%?2.

de>0
N
.c<1

logy, a

log, a

e Gap Example:f(n)=nlgn, n™%=n

e There is a gap between cases 1 and 2 when f(n) is smaller
than N°*® but not polynomially smaller.

+ Similarly, there is a gap between cases 2 and 3 when f(n) is
logy, a .
larger than N but not polynomially larger.
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T(n)=aT(n/b)+ f(n),
f®(nlogba)’ f (n) _ O(n(logb a)—g)
T(n)=1©(n"**Ign), f (n) =©(n"*?) s
o(f(n), f(n)= Q(n"ogb >) and af (n/b) < cf (n) for large n|

d¢>0
.c<1

2545
e T(n)=9T(n/3)+n
a=9b=3f(nN)=n = n%*=n"%"=n*>=0(n%)
= f(n)=0(n"***),wheres=1 = T(n)=0(n?
e T(n)=T(2n/3)+1
a=1b=3/2,f(nN)=1 = n"%*=n"%'=n’=1
= f(N)=0Nn"*)=0@1) = T({)=06(gn)
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T(n)=aT(n/b)+ f(n),

f®(nlogba)’ f(n) _ O(n(logb a)—g)
T(n)=<©(n"**Ign), f () =©(n'**)
O(f(n), f(n)= Q(n®* ) and af (n/b) < cf (n) for large n|

de>0
S
.c<1

2H]:  T(n)=3T(n/4)+nlgn
a=3b=4f(n)=nlgn = n"**=n"%=0(n""™)
= f(n)=Q(n"%*>*), where ¢ ~ 0.2, and for sufficiently large n,
af (n/b)=3(n/4)lg(n/4)<(3/4)nlgn=cf(n) forc=3/4
= T(n)=0(nlgn)

36 niversity of Science and 'echnology of "hina



B
T(n)=aT(n/b)+ f(n),
(G)(nlogba)’ f(n) _ O(n(logb a)—g)
>0

® Iogbal ,f e log, a
(1 *1gn), () = 0(n>)
O(f(n)), f(n)=Q(n®» ) andaf (n/b) <cf(n) for large

e T(n)=2T(n/2)+nlgn

a=2,b=2,f(nN)=nlgn = n
but f (n)/n=Ign, which is asymptotically less than n® for any positive
constant c, that is f (n) is not polynomially larger than n. Consequently,
the recurrence falls into the gap between case 2 and case 3.

log, a
gb :n’
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