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The experimental and theoretical methods of determination of
gas-phase basicities, proton affinities and protonation entropies
are presented in a tutorial form. Particularities and limitations
of these methods when applied to polyfunctional molecules are
emphasized. Structural effects during the protonation process in
the gas-phase and their consequences on the corresponding
thermochemistry are reviewed and classified. The role of the
nature of the basic site (protonation on non-bonded electron
pairs or on p-electron systems) and of substituent effects
(electrostatic and resonance) are first examined. Then, linear
correlations observed between gas-phase basicities and
ionization energies or substituent constants are recalled.
Hydrogen bonding plays a special part in proton transfer
reactions and in the protonation characteristics of polyfunc-
tional molecules. A survey of the main properties of
intermolecular and intramolecular hydrogen bonding in both
neutral and protonated species is proposed. Consequences on
the protonation thermochemistry, particularly of polyfunctional
molecules are discussed. Finally, chemical reactions which
may potentially occur inside protonated clusters during the
measurement of gas-phase basicities or inside a protonated
polyfunctional molecule is examined. Examples of bond
dissociations with hydride or alkyl migrations, proton trans-
port catalysis, tautomerization, cyclization, ring opening and
nucleophilic substitution are presented to illustrate the poten-
tially complex chemistry that may accompany the protonation
of polyfunctional molecules. # 2007 Wiley Periodicals, Inc.,
Mass Spec Rev 26:775–835, 2007
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bond; substituent effects

I. INTRODUCTION

The protonic definition of acidity and basicity (Brönsted, 1928) is
one of the founding concepts of modern chemistry which still
motive active interest and researches in the scientific community.
Accordingly, protonation reactions are ubiquitous events in
almost all the areas of chemistry and biochemistry. As underlined
more than 30 years ago by Bell (1973), proton is the simplest
monocharged cation, it is unique in having no electron outside the

nucleus and thus the smallest radius as compared to all other ions
(10�15 m against �10�10 m). One consequence of this charac-
teristic is a considerable polarizing power on neighbor atoms or
molecular entities. This phenomenon is, in particular, at the
origin of considerable effects in the strengths of the bonds located
in the vicinity of a protonated center, of the existence of hydrogen
bonds and of the easiness of proton transfer.

The structural and energetic changes induced by the
polarizing power of the proton are expected to be at its maximum
when an isolated, non-solvated, species is considered. Thus, the
thermochemical concept of gas-phase basicity is certainly the
ideal revelator of the structural and energetic characteristics of a
single, molecular, protonation process. This remark takes more
weight in the case of polyfunctional compounds since, in the
absence of solvent, a direct interaction between the different
functional groups is allowed to occur, both in the molecule and its
protonated form. It is frequently underlined that mass spectrom-
etry, by its capability to handle individual ions, allows the
determination of intrinsic molecular properties, separated from
solvation effects. Indeed, since the 1980s, the gas-phase basicity
of a large variety of organic molecules has been measured. The
results of these measurements were integrated in an evaluated
tabulation of over 2,000 compounds in 1998 (Hunter & Lias,
1998) and new data continue to increase the gas-phase
thermochemical patrimony. Historically, the first measurements
were concerned with simple monofunctional or bifunctional
compounds. With the advent of new ionization techniques based
on protonation processes, the analysis by mass spectrometry has
been extended to larger molecules, mostly polyfunctional. To
interpret conveniently the dissociation of the protonated forms of
these large molecules, the knowledge of the sites of proton
attachment and of the corresponding enthalpic and entropic
changes is of considerable interest. Determination of the gas-
phase basicities of polyfunctional molecules remains (or
becomes) consequently an actual question. It is however a
challenging task since several difficulties are attached to the
nature of these compounds. One crucial point is that these
molecules are largely non-volatile and even thermolabile. This
peculiarity limits the experimental methods of determination of
the gas-phase basicity to the kinetic or the thermokinetic
methods. By definition large molecules contain a large number
of atoms which and limits the computational modelization of the
protonation process by the current quantum chemical procedures.
A large number of atoms means also frequently a large number of
conformers for the neutral and the protonated species thus
complicating the molecular interpretation of the experimental
data. Finally, interfunctional interactions may induce structural
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Réactionnels, UMR CNRS 7651, Ecole Polytechnique, 91128

Palaiseau Cedex, France. E-mail: bouchoux@dcmr.polytechnique.fr



constraints or changes in both the neutral and the protonated
forms of the base. These phenomena are at the origin of entropy
loss or gain during protonation and sometimes to ‘‘internal
chemistry’’ involving covalent bond forming or bond breaking.

The present review will present a general overview of the
methods used to determine the protonation thermochemistry of
gaseous species together with the underlying theory. Emphasis
will be given to the validity of the hypothesis and methods when
polyfunctional molecules are considered. The second part will
recall the various structural changes induced by the protonation
of isolated molecules and the thermochemical consequences.
The effects of the nature of the basic site, of the substituents, of
intra- or inter-molecular hydrogen bonding and of possible
interfunctional chemical reactions on the proton affinity and the
protonation entropy are presented. Other sections are planned
which will be devoted to homologous series of organic and
bio-organic molecules: aliphatic, aromatic, aminoacids and
peptides. . .

II. BACKGROUND

A. General

1. Definitions of Thermodynamic Quantities

Ion thermochemical data are usually defined as differences in the
relevant thermodynamic function between products and reac-
tants of a specified formal reaction. To handle positive molar
enthalpy differences, the considered reactions are always taken in
the endothermic direction, that is, generally for a dissociative
pathway. In line with this general rule, the thermochemical
quantities associated with the concept of gas-phase basicity of a
given molecule M are defined by considering the deprotonation
reaction of the MHþ ion (1):

MHþ
ðgasÞ

! M
ðgasÞ
þ Hþ
ðgasÞ

Proton affinity; PAðMÞ ¼ D1H0

Gas phase basicity; GBðMÞ ¼ D1G0

Protonation entropy; DpS0ðMÞ ¼ S0ðMHþÞ � S0ðMÞ

ð1Þ

Proton affinity, PA(M), and gas-phase basicity, GB(M), of
the molecule M are the standard enthalpy and standard Gibbs free
energy of reaction (1), respectively. Note thermochemical
compilations continue to use a reference pressure of 1 atm. in
spite of the IUPAC recommendation which proposes to use 1 bar,
that is, 0.987 atm. Proton affinity and gas-phase basicity may be
determined at any temperature T but the tabulated values (Lias,
Liebman, & Levin, 1984; Lias et al., 1988; Hunter & Lias, 1998,
2005; Lias & Bartmess, 2000) are generally given for the room
temperature of 298.15 K.

Introducing the entropy of the reaction (1), D1S0
T , the

thermodynamic relationship DG0
T ¼ DH0

T � TDS0
T obviously

leads to Equation (2) at 298 K:

GB298ðMÞ ¼ PA298ðMÞ � 298D1S0
298 ð2Þ

Proton affinity, PA298(M) (i.e., D1H0
298) can be also expres-

sed in terms of individual heats of formation of the species
involved in reaction (1):

PA298ðMÞ¼D1H0
298¼DfH

0
298ðMÞþDfH

0
298ðHþÞ�DfH

0
298ðMHþÞ

ð3Þ

The 298 K heat of formation of the isolated proton,
DfH

0
298(Hþ), appearing in Equation 3 is a well-known quantity,

equal to 1,530 kJ mol�1 using the so-called ‘‘ion convention’’.
Two conventions have been adopted for the treatment of the
electron which leads to slightly different heat of formation values
of charged species. In the ‘‘electron convention’’, the heat of
formation of the electron, DfH

0
Tðe�Þ, is taken as zero at all

temperatures, while in the ‘‘ion convention’’ DfH
0
Tðe�Þ, is

defined as its integrated heat capacity at temperature T, that is,
5/2RT in the classical Boltzmann statistics (see Bartmess, 1994).
The ion convention has been adopted by all the ion thermochem-
istry compilations (Lias, Liebman, & Levin, 1984; Lias et al.,
1988; Hunter & Lias, 1998, 2005; Lias & Bartmess, 2000) and
will be used here along this review.

The entropy of reaction (1),D1S0
298, is equal to the difference

in absolute entropies of the products and reactant, Equation (4):

D1S0
298 ¼ S0

298ðMÞ þ S0
298ðHþÞ � S0

298ðMHþÞ ð4Þ

It is a custom to define the ‘‘protonation entropy’’ or ‘‘half
reaction entropy’’ for a species M, at temperature T, by the
difference in absolute entropies:

DpS0
TðMÞ ¼ S0

TðMHþÞ � S0
TðMÞ ð5Þ

and to consequently write for the entropy of reaction (1):

D1S0
T ¼ S0

TðHþÞ � DpS0
TðMÞ ð6Þ

These notations allow expressing the gas-phase basicity as

GB298ðMÞ ¼ PA298ðMÞ � 298½S0
298ðHþÞ � DpS0

298ðMÞ� ð7Þ

The translational entropy of 1 mol of protons, considered as
an ideal monoatomic gas, at a temperature T may be estimated
from statistical thermodynamic using the Sackur–Tetrode
equation (Eq. (23) thereafter) to S0

TðHþÞ ¼ 20:786 lnðTÞ�
9:685 J mol�1 K�1. At 298 K, this relationship gives
S0

298(Hþ)¼ 108.7 J mol�1 K�1 and consequently the following
equality holds:

GB298ðMÞ ¼ PA298ðMÞ � 298DpS0
298ðMÞ � 32:4 kJ mol�1

ð8Þ

A graphical view of the interrelationship between proton
affinity, PA(M), and gas-phase basicity, GB(M) (at 298 K), is
given in Scheme 1.

As a consequence or their definitions from deprotonation
reaction (1), proton affinity and gas-phase basicity are posi-
tive quantities. Their values are roughly situated in the 600–
1,100 kJ mol�1 range for organic molecules (see Gas-Phase
Basicity Scale). It is noteworthy that PA (M) and GB (M) increase
with increasing the basic strength and are therefore direct
measures of the intrinsic basicity of the molecule M. Protonation
entropy, DpS0

TðMÞ, the necessary link between PA (M) and
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GB (M), may be seen as a measure of the disorder appearing
upon protonation of the molecule M. Structural effects and, in
particular, substituents interactions in polyfunctional molecules
M, or their protonated forms MHþ, have a profound influence on
the DpS0

TðMÞ value. Actually, if for a simple monofunctional
molecule DpS0

TðMÞ value rarely exceed�20 J mol�1 K�1, it may
attain large positive or negative values (say >50 J mol�1 K�1 in
absolute value) for polyfunctional molecules. This point will be
amply illustrated in the development of this review.

Experimental determinations of the protonation thermo-
chemistry are generally conducted at temperature T different
from 298 K and the influence of temperature on enthalpy and
absolute entropy has to be considered. For reaction (1), for
example, enthalpy and entropy changes with temperature are
given by Equations (10) and (11):

D1H0
T2 ¼ D1H0

T1 þ
Z T2

T1

D1Cp dT ð9Þ

D1S0
T2 ¼ D1S0

T1 þ
Z T2

T1

D1Cp dT

T
ð10Þ

where D1Cp is the difference in heat capacities Cp(Hþ)þ
Cp(M)�Cp(MHþ). In a first approximation, Cp(Hþ)¼ 5/2R,
that is, 20.8 J mol�1 K�1 and Cp(M) is close, or even slightly
less than Cp(MHþ). Consequently, maximum values for
D1H0

T2 � D1H0
T1 and D1S0

T2 � D1S0
T1 are ca. 21(T2�T1) J mol�1

and 21 ln(T2/T1) J mol�1 K�1. In the temperature range 298–
1,000 K these enthalpy and entropy corrections are consequently
equal to, or less than, 15 kJ mol�1 and 25 J mol�1 K�1, respec-
tively. These terms are clearly difficult to neglect and care must be
taken when handling data at temperature (real of ‘‘effective’’)
different from 298 K. It will be seen however, that most of the
experiments involve proton transfer reactions leading to an
overall difference in heat capacities significantly reduced (see
Eq. 47 to 53 and the relevant comments later on).

2. Statistical Thermodynamic Results

Statistical thermodynamic (McQuarrie, 1973) is the unique mean
to calculate macroscopic thermochemical properties from the
characteristics of the individual molecules making up the system.
It is an important tool for the understanding and for the treatment

of experimental data concerning protonation thermochemistry.
Several essential results are given in this section, consequences
related to the protonation of polyfunctional molecules will be
discussed in Structural and Energetic Aspects of the Protonation.

a. The partition function and the derivation of thermochemical
functions. Let us consider a system of N molecules (or ions) of
quantified molecular energy levels e1, . . ., ei, . . . with respect to
the fundamental e0 level, in thermal equilibrium at temperature T.
The number ni of molecules at level ei may be deduced from the
Boltzmann distribution equation:

ni

n0

¼ gi exp
�"i

kBT

� �
ð11Þ

therefore, since N ¼
P

ni, the number of molecules in level i is
given by

ni

N
¼ gi expð�"i=kBTÞP

gi expð�"i=kBTÞ ð12Þ

where gi is the degeneracy of the ei level and kB the Boltzmann
constant. The denominator of Equation (12), that is, the sum of
the particle states at temperature T, is called the ‘‘partition
function,’’ Q, of the system. It is seen from the preceding equation
that Q¼N/n0, thus when all the molecules are in the zero level
Q¼ 1 and as more molecules occupy higher levels Q increases.
Statistical thermodynamic uses the partition function Q to
calculate the thermodynamic functions U, H, G, S, . . .
Calculation is usually done for 1 mol of an ideal gas at a pressure
of 1 atm. (101,325 Pa).

The molar thermochemical functions are expressed with
reference to the 0 K state as follows:

internal energy U0
T ¼ RT2 @ ln Q

@T

� �
V

ð13Þ

enthalpy H0
T ¼ RT2 @ ln Q

@T

� �
P

ð14Þ

entropy S0
T ¼ RT

@ ln Q

@T

� �
V

þR ln Q ð15Þ

Gibbs free energy G0
T ¼ H0

T � TS0
T ð16Þ

SCHEME 1.
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heat capacities CP ¼ @H
@T

� �
P
¼ 2RT

@ ln Q
@T

� �
P
þRT2 @2 ln Q

@T2

� �
P

CV ¼ @U
@T

� �
V
¼ 2RT

@ ln Q
@T

� �
V
þRT2 @2 ln Q

@T2

� �
V

ð17Þ

The calculation of these quantities is simplified by con-
sidering the fact that the energy of a polyatomic molecule may be
separated into its electronic, translational, rotational, and vibra-
tional components:

"i ¼ "elec þ "transl þ "rot þ "vib ð18Þ

Molecules and their protonated forms have generally only
one electronic state with zero spin, the electronic term eelec is thus
zero. The three remaining terms etransl, erot and evib may be
conveniently separated into the 3n degrees of freedom of the
molecule or ion (with n¼ number of atoms of the molecular
specie). These will be three translational, 3 (or 2 for a linear
molecule or 0 for an atom) rotational as a whole and the
remainder vibrational degrees of freedom. The separability of the
energy terms following Equation (18), implies that the overall
partition function Q will be a product of electronic, translational,
rotational and vibrational partition functions. Since the thermo-
dynamic functions U, H, S, G, . . . depends on the logarithm or the
logarithmic derivative of Q (see Eqs. 13–17), they will be
calculated as sums of contributions for the different types of
molecular motions. For example molar entropy may be calcu-
lated by S0

T ¼ ðS0
TÞelec þ ðS0

TÞtransl þ ðS0
TÞrot þ ðS0

TÞvib. Explicit
forms of these contributions are dependent on the nature of the
degrees of freedom as it will be now detailed, with emphasis on
enthalpy and entropy.

b. Translation. The translational partition function of 1 mol of
ideal gas depends only of P, Tand the mass m of the molecule. Its
complete expression at P¼ 1 atm. leads to:

ðU0
TÞtransl ¼

3

2RT
ð19Þ

ðH0
TÞtransl ¼

5

2RT
ð20Þ

ðS0
TÞtransl ¼

5

2
Rþ R ln

2pm

h2

� �3=2

ðkBTÞ5=2

" #
ð21Þ

ðC0
PÞtransl ¼

5

2RT

ðC0
VÞtransl ¼

3

2RT
ð22Þ

Equation (21) is known as the Sackur–Tetrode equation. When m
is expressed in atomic mass unit (u) the following expression
gives ðS0

TÞtransl in J mol�1 K�1:

ðS0
TÞtransl ¼

3

2

� �
R ln½m� þ 5

2

� �
R ln½T � � 9:685 ð23Þ

(note that R¼ 8.314511 J mol�1 K�1).

c. Overall rotations. In the general case of a non-linear
polyatomic molecule there are three ‘‘external’’ rotational

degrees of freedom. For a rigid system, the final expression of
the rotational partition function includes the temperature, T, the
product of the three principal moments of inertia about the center
of mass, IAIBIC, and the molecular symmetry number s. This
latter is defined as the total number of independent permutations
of identical atoms in a molecule that can be attained by simple
rigid rotations of the entire molecule. Typical examples are H2O
(s¼ 2), NH3 (s¼ 3), CH4 and benzene (s¼ 12). The contribu-
tions to thermochemical function of the overall rotations of a non-
linear molecule are given by

ðU0
TÞrot ¼

3

2RT
ð24Þ

ðH0
TÞrot ¼

3

2RT
ð25Þ

ðS0
TÞrot ¼

3

2
Rþ R ln

8p2ð2pkBTÞ3=2ðIAIBICÞ1=2

sh3

" #
ð26Þ

ðC0
PÞrot ¼

3

2
R

ðC0
VÞrot ¼

3

2
R ð27Þ

After substituting the values of the constants and expressing
each moment of inertia in u Å2, the value of ðS0

TÞrot in J mol�1 K�1

is obtained from:

ðS0
TÞrot ¼

1

2
R lnðIAIBICÞ þ

3

2
R ln T � R lns� 22:537 ð28Þ

d. Vibrations. A non-linear molecule with n atoms is charac-
terized by (3n� 6) vibrational degrees of freedom. Among these,
a major part can be considered as true valence and deformation
vibrations but some degrees of freedom may correspond to large
amplitude motions responsible of the floppy character of the
molecule. A specific treatment of the latter is particularly
important in the context of the present review and will be
developed below. Let us first consider a molecule showing up to
(3n� 6) vibrational degrees of freedom for which the harmonic
oscillator approximation is valid. In this approximation, each
vibration is treated as a true harmonic oscillator and is supposed
to be independent of the others. The (3n� 6) total partition
function may be thus expressed as a product of one mode partition
functions. Under these circumstances, the vibrational contribu-
tions to U and H are given by

ðU0
TÞvib ¼ ðH0

TÞvib ¼ RT
X3n�6

i¼1

hni=kBT

expðhni=kBTÞ � 1
ð29Þ

to which the zero point vibrational energy, ZPVE, should be
added:

ZPVE ¼
X3n�6

i¼1

hni

2
ð30Þ

Similarly, the contribution to the entropy may be expressed
as Equation (31):

ðS0
TÞvib ¼ R

X3n�6

i¼1

hni=kBT

expðhni=kBTÞ � 1
� ln 1� exp

�hni

kBT

� �� �� �

ð31Þ
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which consequently leads to the Gibbs free energy term:

ðG0
TÞvib ¼ RT

X3n�6

i¼1

ln 1� exp
�hni

kBT

� �� �
ð32Þ

The vibrational contribution to CP or CV may be deduced
from Equations (17) and (29):

ðC0
P;TÞvib ¼ ðC0

V ;TÞvib ¼ R
X3n�6

i¼1

ðhni=kBTÞ2 expðhni=kBTÞ
½expðhni=kBTÞ � 1�2

 !

ð33Þ

At this stage, it is interesting to visualize the role of the
frequency ni on the (H0

T )vib, (S0
T )vib and (C0

P;T )vib terms. Figure 1
shows the three contributions brought by one harmonic oscillator
as a function of the wave number. It readily appears from
examination of Figure 1 that small frequencies contribute more
than larger frequencies to these three thermochemical quantities.
Note that the limiting values of (H0

T )vib and (C0
P;T )vib given by the

harmonic oscillator model when n tends to zero are equal to RT
(i.e., 2.479 kJ mol�1 at 298 K) and R (8.3145 J mol�1 K�1)
respectively while entropy is expected to tends to infinity. These
limits are however unrealistic since low frequencies corresponds
generally to degrees of freedom hardly describable by the
harmonic oscillator model.

e. Internal rotations. As mentioned above, in a number of
organic molecules, one or several of the (3n� 6) internal degrees
of freedom may present large amplitude motions where the
harmonic approximation to the potential energy profile does not
necessarily hold. The most widespread case of this type of
situation is, without doubt, internal rotation but other anharmonic
motions, such as inversion of a non-planar trivalent center, ring
puckering and pseudorotation, enter also in this category.
Anharmonic vibrational motion raises two problems, first a
specific partition function should be introduced in place of the
harmonic oscillator partition function, and, second, the coupling
of this oscillator with other degrees of freedom should be
considered.

If we consider the simplest case of a rotation of a symmetric
group of symmetry number n, the potential energy function V(f)
associated with the internal rotation is given by

VðfÞ ¼ 1

2
V0ð1� cos nfÞ ð34Þ

with f the dihedral angle and V0 the barrier height. Change in
potential energy during the rotation leads to n minima corre-
sponding to n conformers of identical energy separated by n
maxima of height V0. According to the available internal energy
of the system with respect to V0 three situations may be
distinguished.

For energies well below the barrier, V0, that is, when the
internal energy of the molecule is not large enough to pass the
potential energy barrier, each conformer is ‘‘trapped’’ at the
bottom of the potential energy wells. The motion is that of a
simple vibration which may be described by the harmonic
oscillator model. Accordingly, for small values of f Equation
(34) reduces to V(f)¼ (1/2)V0(nf)2 which corresponds to the

potential energy of a harmonic oscillator of fundamental
frequency:

nharm:rot ¼
n

2p

� � V0

2Ired

� �1=2

ð35Þ

The thermochemical functions can thus be obtained by using
Equations (29)–(33) and replacing ni by nharm.rot. Note that in
most cases of internal rotations in organic molecules, V0 rarely
exceed 100 kJ mol�1 and the reduced moment Ired is rarely below
3 u Å2. This means that nharm.rot is classically below 200 cm�1.

At the opposite, if the internal energy is far above V0, the
rotation may be considered as essentially free and the
thermochemical functions can be calculated in the rigid free
rotor approximation using Equations (36)–(38):

ðU0
TÞfree:rot ¼ ðH0

TÞfree:rot ¼
1

2RT
ð36Þ

ðC0
PÞfree:rot ¼ ðC0

VÞfree:rot ¼
1

2
R ð37Þ

ðS0
TÞfree:rot ¼

1

2
Rþ 1

2
R ln

8p3kBTIred

h2n2

� �
ð38Þ

where Ired is the reduced moment of inertia (in u Å2) of the two
rotating groups around the axis containing the twisting bond and
n the symmetry of the rotation. For practical purpose, when Ired is
expressed in u Å2, Equation (38) reduces to Equation (39):

ðS0
TÞfree:rot ¼

1

2
R ln

TIred

n2

� �
� 4:3396 ðin J mol�1 K�1Þ ð39Þ

Finally, the most general hindered rotation case arises when
V0 and the internal energy of the molecule are of the same order
of magnitude. To get the rotational energy levels used for
calculating the hindered rotor partition function, it is necessary to
solve the corresponding one-dimensional Schrödinger equation
usually approximated, in the case of a single torsion, by

��h2

2Ii

@2Ck

@f2
þ VðfÞCk ¼ "kCk ð40Þ

where V(f) is given by Equation (34). The partition function of
a hindered rotation and the corresponding thermochemical
functions cannot be given by simple expressions and must be
numerically calculated or approximated. More than 60 years ago,
Pitzer and Gwinn (1942) proposed a treatment of internal rotation
for a rigid molecule with attached symmetrical top and tabulated
the resulting thermodynamic functions. Considering these
results, approximate procedures have been proposed to evaluate
these thermochemical contributions (Truhlar, 1991; McClurg,
Flagan, & Goddard, 1997; Witschel & Hartwigsen, 1997; Barker
& Shovlin, 2004). Rigorous formalism of non-symmetrical
torsions and the question of the moment of inertia for such
internal rotations have been recently presented (Chuang &
Truhlar, 2000). Development of methods of evaluation of the
internal rotational entropy of molecules containing several
internal rotational degrees of freedom by means of Fourier
expansion of the potential energy profiles V(fi) obtained from
molecular orbital or molecular dynamic calculations have been
recently developed (Van Speybroeck et al., 2000, 2001, 2005;
Van Speybroeck, Van Neck, & Waroquier, 2002; Zhu & Bozzelli,
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FIGURE 1. Plot of the contributions of a harmonic oscillator to enthalpy (a), entropy (b), and heat capacity

(c), as a function of its wave number n. [Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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2002; Chen & Bozzelli, 2003; Hnizdo et al., 2003; Vansteenkiste
et al., 2003, 2006; Sebbar, Bockhorn, & Bozzelli, 2005; Da Silva,
Kim, & Bozzelli, 2006). However, improvements are still needed
in the treatment of systems of coupled internal rotors (Van
Speybroeck et al., 2005).

f. Role of the V0 barrier. Due to the importance of hindered
rotations in polyfunctional molecules, some comments concern-
ing the contributions to thermochemical functions due to
hindered rotation may be briefly presented. As shown in
Figure 1, the vibrational contribution to enthalpy, entropy and

heat capacity are more sensitive to low frequencies. It is thus
expected that contributions due to hindered internal rotations
should be dependent on the barrier height V0. To illustrate this
effect we report in Figure 2 the results of a statistical thermo-
dynamic calculation on a fictitious hindered rotation of reduced
moment 5� 10�39 g cm2 (i.e.,�30 u Å2) and of rotational barrier
V0 up to 100 kJ mol�1, at T¼ 298 K. Exact calculations are
indicated by red bold points and are compared with results
obtained using the harmonic oscillator model, with the wave
number given by Equation (35) (continuous blue lines), and using
the free rotor approximation (green squares).

FIGURE 2. Contributions to (a) enthalpy, (b) entropy, and (c) heat capacity of one hindered rotation as a

function of the rotational barrier V0. [Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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It is evident that hindered rotation has a more complex effect
on the enthalpy and heat capacity than a simple harmonic
vibration. It appears on Figure 2a and c that H0

298 and Cp 298 vary
from a minimum value for a free rotation (V0¼ 0), then reach a
maximum (for V0� 10 kJ mol�1), and decrease toward values
given by the harmonic oscillator model at high V0 values.
The influence of the rotational barrier V0 on the enthalpy
contribution is limited to less than 0.5 kJ mol�1 when V0 varies
from 4 to 100 kJ mol�1 (Fig. 2a), and may be neglected to a first
approximation. Such neglect is not advisable when considering
entropy. As shown in Figure 2b, a change of 15 entropy unit is
observed when the rotational barrier V0 value passes from zero to
100 kJ mol�1. It appears that, for all V0 values, the inequality
S0

298 free:rot > S0
298 hind:rot > S0

298 harm:rot holds. Moreover, the limits
of applicability of the various approximations may be easily
delineated. Indeed Figure 2b shows that, at room temperature, a
rotation may be considered as free if V0 is less than�4 kJ mol�1

and the harmonic oscillator approximation leads to S0
298 harm:rot

which differ by less than 1 J mol�1 K�1 from S0
298 hind:rot if V0 is

larger than �20 kJ mol�1.
Another view of the influence of the barrier height V0 on the

entropy of a hindered rotor is presented in Figure 3. The plot is an
example taken from the Pitzer and Gwinn tabulation where the
two variables are the dimensionless ratio V0/RT and 1/qfree, with
qfree being the reciprocal of the partition function for free
rotation, that is, qfree¼ 0.36(TIred)1/2/n, if Ired is expressed in u Å2

(Pitzer & Gwinn, 1942). The shaded area presented in Figure 3 is
limited by the curves corresponding to the fictive situations
where (i) Ired tends to infinity (1/qfree¼ 0) and (ii) a light top
(Ired� 1 u Å2) of symmetry number n¼ 3 is attached to an infinite
mass (1/qfree¼ 0.5). This illustrates extend of the deviation
introduced by the change in reduced moment of inertia on the
entropy contribution.

The consequences of the change in rotational barrier height
on the protonation entropy will be discussed in Calculation of
Protonation Entropy.

g. Additional remarks concerning entropy. The different
contributions to absolute standard molar entropy and heat
capacities are reflecting the molecular energy level densities.
The translational energy levels are so dense that the translational
energy may be considered as a continuum comprising infinites-
imally close quantized levels. Rotational modes are also much
close together than vibrational levels. As a consequence, the
various contribution to entropies and heat capacities are always in
the order: S0

trans > S0
rot > S0

vib > S0
elecð� 0Þ and C0

trans > C0
rot >

C0
vib > C0

elecð� 0Þ. Some illustrative results are presented in
Table 1.

Absolute entropy of MHþ ions may be estimated by
comparison with the experimental S0 value of an isoelectronic
neutral. For example S0(NH4

þ) may be considered to be identical
to S0(CH4), S0(H3Oþ) to S0(NH3) and so on. This approximation
seems to work within 1–3 J mol�1 K�1 for small species without
internal rotations, and after including the possible symmetry
correction (East, Smith, & Radom, 1997; Gal, Maria, &
Raczynska, 2001). For systems with internal rotations the
approximation may lead to significant errors. This is particularly
the case when the protonation on a heteroatom induces a
bond lengthening which obviously lower the rotational barrier
and increases the entropy of the corresponding species. For
example the approximations S0[(CH3)2OHþ]� S0[(CH3)2NH]
(East, Smith, & Radom, 1997) and S0(C2H5FHþ)� S0(C2H5OH)
(Bouchoux et al., 2001a) leads to underestimates in the entropy of
the charged species of 10 and 20 J mol�1 K�1, respectively.

3. Thermochemical Properties of Mixtures of Isomers

For a mixture of N isomers, the molar fractions xi of each com-
ponent may be estimated assuming a Boltzmann distribution:

xi ¼
expð�Gi=RTÞPn
i expð�Gi=RTÞ ð41Þ

which obviously needs the knowledge of the individual Gibbs
free energies Gi.

Total value of a thermochemical quantity X of 1 mol of
mixture of N components with molar fractions xi may be
determined from the thermochemical properties of the separate
species according to:

ðX0
TÞtotal ¼

XN

i

xiðX0
TÞI ð42Þ

The only exception is entropy because, if the components of
the mixture are physically distinguishable, their permutation
would lead to distinguishable configuration which would
increase the entropy. This is at the origin of the entropy of
mixing which should be added in the calculation of the total
molar entropy of such a mixture:

ðS0
TÞtotal ¼

XN

1

xiðS0
TÞi � R

XN

1

xi ln xi ð43Þ

Consideration of the entropy of mixing is particularly
important when the components of the mixture consist in

FIGURE 3. Pitzer results, illustrating the role of 1/q on the entropy of a

hindered rotation. [Color figure can be viewed in the online issue, which

is available at www.interscience.wiley.com.]
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conformers, a common situation with floppy organic mole-
cules. The magnitude of the entropy of mixing is not very
sensitive to the actual proportions of the components (Guthrie,
2001) and the following approximations are generally done.
It is readily verified that for N equally populated conforma-
tions, xi¼ 1/N and thus the entropy of mixing reduces to
�R ln(1/N). It is also generally assumed that the entropy S0

i is the
same for all conformations. Thus, calling S0

low the entropy of
the conformer of lowest energy, the molar entropy may be
approximated by

S0ðtotalÞ � S0
low þ R ln N ð44Þ

Getting the correct number of distinguishable conforma-
tions, N, remains the only delicate task. First, it should be
remembered that rotation around bonds to terminal symmetrical
groups (e.g., CH3, C(CH3)3. . .) does not contribute to the entropy
of mixing since the rotation leads to indistinguishable con-
formers. It is commonly assumed that rotation around a C(sp3)–
C(sp3) bond would lead to three different conformers. Despite
the fact that it is still not clear that such a simplest enumera-
tion law is always valid, even for alkanes (Tasi et al., 1998;
Vansteenkiste et al., 2003), functional groups interactions
may seriously perturb this expectation for polyfunctional
molecules.

Finally, consideration of the entropy of mixing will
obviously modify the Gibbs free energy of the mixture since
combiningDGT

0¼DHT
0�TDST

0 and Equation (43), it follows:

ðG0
TÞtotal ¼

XN

1

xiðG0
TÞi � RT

XN

1

xi ln xi ð45Þ

B. Experimental Methods of Determination of
Gas-Phase Basicities

1. The Proton Transfer Reaction

A thorough review of the various experimental techniques used in
gas-phase ion thermochemistry appears five years ago (Ervin,
2001). Only the three methods relevant to the determination of
gas-phase basicity or proton affinity (the ‘‘equilibrium’’ method,

the ‘‘kinetic’’ method and the ‘‘thermokinetic’’ method) will be
recalled here. A common characteristic of these three exper-
imental procedures is that they are related to the thermochemistry
of proton transfer reactions (i) between the molecule of interest,
M, and a reference bases, Bi:

MHþ þ Bi ! Mþ BHþ ðiÞ

Thus, before describing each of these methods, the thermo-
chemical relationship associated with reaction (i) will be first
presented.

By definition, the standard Gibbs free energy of reaction (i)
at temperature T is given by

DiG
0
T ¼ G0

TðMÞ þ G0
TðBHþÞ � G0

TðMHþÞ � G0
TðBÞ ð46Þ

an equation which may be expressed in different ways. A first
step is to introduce the enthalpy and entropy of reaction (i),
DiG

0
T ¼ DiH

0
T � TDiS

0
T , and then to develop each terms by

reference to the temperature of 298 K:

DiG
0
T ¼ DiH

0
298 þ

Z T

298

DiCp dT � T DiS
0
298 þ

Z T

298

DiCp dT

T

� �
ð47Þ

or, by introducing simplified notations for the integrals:

DiG
0
T ¼ DiH

0
298 þ DiH

0
298!T � T ½DiS

0
298 þ DiS

0
298!T � ð48Þ

We can now express DiG
0
T as a function of the 298 K proton

affinities of M and B:

DiG
0
T ¼ PA298ðMÞ � PA298ðBÞ þ DiH

0
298!T

� T½DiS
0
298 þ DiS

0
298!T �

ð49Þ

or as a function of the 298 K gas-phase basicities:

DiG
0
T ¼ GB298ðMÞ � GB298ðBÞ � ðT � 298ÞDiS

0
298

þ DiH
0
298!T � TDiS

0
298!T

ð50Þ

since

GB298ðMÞ � GB298ðBÞ ¼ PA298ðMÞ � PA298ðBÞ � 298DiS
0
298

TABLE 1. Contributions of translation, rotation and vibration to entropy (J mol�1 K�1) for

representative molecules
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It must be recalled that, in the preceding expressions (47–
50), DiS

0
298 is the 298 K entropy change of reaction (i), that is:

DiS
0
298 ¼ S0

298ðMÞ þ S0
298ðBHþÞ � S0

298ðMHþÞ
� S0

298ðBÞ ¼ DpS0
298ðBÞ � DpS0

298ðMÞ
ð51Þ

As defined in Equation (48), the terms DiH
0
298!T and

DiS
0
298!T are the thermal correction for enthalpy and entropy of

reaction (i), respectively. Evaluation of these quantities involves
integration of the difference in molar heat capacities at con-
stant pressure DiCp¼Cp(M)þCp(BiH

þ)�Cp(MHþ)�Cp(Bi)
which, because of the structural similarities of MHþþBi in one
hand and MþBiH

þ in the other, is often assumed to essentially
cancel to zero. In fact, this latter point is not always fulfilled when
polydentate bases are considered, it is thus of some interest to
illustrate this point. Figure 4 presents the evolution of the two
DH0

298!T and DS0
298!T terms as a function of temperature in a

200–1,000 K range for a model reaction involving the locking of
a free rotation. If this free rotor (of reduced moment of inertia
equal to 30 u Å2) becomes a rotation hindered by a barrier of
100 kJ mol�1, the 298 K variations of heat capacity, enthalpy and
entropy are DiCp 298¼ 4.2 J mol�1 K�1, DiH

0
298¼ 0.87 kJ mol�1

and DiS
0
298¼�15.8 J mol�1 K�1, respectively. In the considered

temperature range, DiCp changes by less than 0.5 J mol�1 K�1,
consequently DH0

298!T is essentially linear as illustrated by
Figure 4a while DS0

298!T follows a logarithmic curve (Fig. 4b). It
is noteworthy that, for this example, DiH

0
298!T and DiS

0
298!T are

equal to 1.3 kJ mol�1 and 2.9 J mol�1 K�1 when T¼ 600 K These
figures may be generally considered as negligible when com-
pared to the experimental uncertainties, however, their existence
may be kept in mind when several rotations are involved in a
protonation process.

Assuming that DiH
0
298!T and DiS

0
298!T are effectively

negligible, simplified expressions of the fundamental equations
(49) and (50), may be written:

DiG
0
T � PA298ðMÞ � PA298ðBÞ � TDiS

0
298 ð52Þ

DiG
0
T � GB298ðMÞ � GB298ðBÞ � ðT � 298ÞDiS

0
298 ð53Þ

These equations will be useful in the treatment of the data
originating from experiment as it will be shown in the
following sections.

2. Equilibrium Measurements

One of the most widely used quantitative method of determi-
nation of gas-phase basicities is the equilibrium method. This
method is based on the determination of the equilibrium constant
of the proton exchange reaction (i):

MHþ þ B! Mþ BHþ ðiÞ

At a given temperature T, the standard Gibbs free energy of
reaction (i) is equal to:

DiG
0
T ¼ �RT ln Ki ð54Þ

where Ki is the corresponding equilibrium constant:

Ki ¼
½M�eq½BHþ�eq

½MHþ�eq½B�eq

ð55Þ

When the four participants M, MHþ, B, and BHþ are allowed to
react in conditions such that thermal equilibrium is attained, it is
possible to determine directly the equilibrium constant Ki by
mass spectrometry techniques. The ratio of ion abundances at
equilibrium [BHþ]eq/[MHþ]eq is measured from peak intensities
while the ratio of partial pressure (which are maintained
constant) of the neutrals pM/pB is separately determined. After
determination of the actual temperature Tof the reactants,DiG

0
T is

directly obtained from Equation (54). The requirement of a
sufficient number of collisions to thermalize the reactants may
be accomplished by using high-pressure mass spectrometry
(HPMS; McMahon & Kebarle, 1985; Kebarle & Chowdhury,
1987; Kebarle, 1988, 2003; McMahon, 1999; Mautner, 2003),
ion cyclotron resonance (ICR; McIver, 1970; Bowers et al., 1971;
Wolf et al., 1977; Aue & Bowers, 1979; Larson & McMahon,
1985; Bartmess, 1989; Kellersberger & Dearden, 2003) or flow
reactors (Bohme, MacKay, & Schiff, 1980; Adams & Smith,
1988; Bierbaum, 2003) experiments. Both pulsed HPMS and
ICR experiments allows to verify that the equilibrium is reached
by showing that [BHþ]eq and [MHþ]eq ion abundances became
stationary at long reaction time. Examples of such behavior are
presented in Figure 5 for a reaction clustering in an HPMS

FIGURE 4. Thermal correction terms DH0
298!T and DS0

298!T calculated

for a reaction involving the hindrance of a free rotation (potential energy

barrier for the hindered rotor V0¼ 100 kJ mol�1; reduced moment of

inertia¼ 30 u Å2). [Color figure can be viewed in the online issue, which

is available at www.interscience.wiley.com.]
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experiment and a proton exchange reaction (i) in an FT-ICR
experiment.

The equilibrium method is obviously restricted to volatile
and pure compounds, moreover the difference in basicity
between M and Bi should be limited since too large (or too
low) abundances ratio [BHþ]eq/[MHþ]eq cannot be accurately
determined experimentally due to limitation in the dynamic
range of the instruments. Uncertainties on the DiG

0
T derived from

equilibrium measurement may originate from the uncertainties
on (i) the measured signal intensities (particularly the smallest
signal), (ii) the partial pressure of the neutrals, and (iii) the actual
temperature T. Moreover, other sources of errors such as
incomplete thermalization, isomerization, clustering, pyrolysis,
non-equilibrium steady state, impurities and extraneous reac-
tions may affect directly the measured K value. These questions
have been discussed by several authors (Mautner & Sieck, 1991b;
Harrison, 1997; Sieck, 1997; Gal, Maria, & Raczynska, 2001;
Mautner, 2003).

If the equilibrium constant for reaction (i) is measured at a
fixed temperature T, the derivedDiG

0
T allows the determination of

the gas-phase basicity and proton affinity of the unknown M only
if an estimate of the entropy term DiS

0 is available. This is
evidenced, for example, by the approximate equations (52) and
(53): DiG

0
T � PA298ðMÞ � PA298ðBÞ � TDiS

0
298 � GB298ðMÞ�

GB298ðBÞ � ðT � 298ÞDiS
0
298. As noted above, the protonation

entropy of a polyfunctional moleculeDpS0(M), and consequently
DiS

0, may be significantly different from zero. In such situation,
the measurement of the temperature dependency of the equili-
brium constant is essential because it may lead to both the
enthalpy and entropy change associated with reaction (i).

Accordingly, if a number of measurements of Ki at variable
temperature is available, a van’t Hoff treatment of the data
obtained by plotting ln Ki against 1/T:

ln Ki ¼
�DiG

0
T

RT
¼ �DiH

0
T

RT
þ DiS

0
T

R
ð56Þ

can provide the enthalpic and entropic quantities DiH
0
T and DiS

0
T

from the slope and the intercept of the fitted line. Two examples of
this fitting procedure, applied to a proton transfer reaction, are
presented in Figure 6 (Bouchoux et al., 2005).

Obviously, a van’t Hoff treatment of reaction (i) assumes
that the two thermochemical quantities DiH

0
T and DiS

0
T remain

constant over the temperature range, a point not necessarily
verified if M (or B) is a polyfunctional molecule since the heats
capacities of reactants and products of the reaction not
necessarily cancel (see above, Fig. 4).

A number of experimental thermochemical data has been
obtained over a range of temperatures�250–650 K by the HPMS
technique (McMahon, 1999; Mautner, 2003; Mautner, 2005).
The accuracy obtained on the derived proton affinities and
protonation entropies is still not clearly established. Accordingly,
in addition to errors inherent to all equilibrium methods (i.e., the
determination of partial pressure and true temperature T),
systematic errors may be associated with van’t Hoff data (Krug,
Hunter, & Grieger, 1976; Liu & Guo, 2001) particularly when the
entropy change is significant. If the corresponding deviation is

FIGURE 5. Examples of variation of ion intensities versus time showing

the establishment of a chemical equilibrium (a) of protonated trimethyl-

amine clustering [HPMS data from McMahon (1999), with permission

from Springer, copyright 1999] and (b) proton transfer between

phosphinine and diethylether. [Color figure can be viewed in the online

issue, which is available at www. interscience.wiley.com.]

FIGURE 6. Examples of HPMS van’t Hoff plots for proton transfer

equilibria (i) MHþþB!MþBHþ involving M¼ 3-hydroxybutanone and

two reference bases B¼ isobutene and mesitylene. [Color figure can beview-

ed in the online issue, which is available at www.interscience.wiley.com.]
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generally limited on the proton affinities, this may not be the case
for the entropy since it is obtained from an extrapolated intercept,
sensitive to a small deviation in the slope of the fitted line. If only
the random error is considered, standard deviation may be as low
as 1 kJ mol�1 forDiH

0
T and 1 J mol�1 K�1 forDiS

0
T as exemplified

in Figure 6. However when entropy changes determined by
different laboratories are compared, a poor agreement is
generally observed, this is particularly true for polydentate bases
where discrepancies as much as 50% may be observed (see
Table 3 later on and the relevant discussion).

Beside the direct equilibrium method described above an
alternative way to attain the equilibrium constant Ki is to use the
separate measurements of the forward and reverse rate constants
for reaction (i) (Bohme, MacKay, & Schiff, 1980):

MHþ þ B ! M þ BHþ kf ðifÞ
M þ BHþ ! MHþ þ B kr ðirÞ

Then, the principle of detailed balancing allows to write:

Ki ¼
kf

kr

ð57Þ

and to consequently estimate DiG
0
T using Equation (54). This

method gives correct results provided the reactants are at thermal
equilibrium, and the partial pressure of the neutral is accurately
determined, to estimate properly the bimolecular rate constants kf

and kr.
In flowing afterglow, FA, and selected ion flow tube, SIFT,

techniques ionized and neutral reactants are entrained by a gas
flow at a pressure of �1 Torr and the reaction is followed by
varying the velocity of the carrier gas, the rate constant is
determined from the decay of the reactant ion. As an example, a
precision better than 1 kJ mol�1 has been obtained on the gas-
phase basicity of SiF4 derived from SIFT experiments and use of
Equations (54) and (57) (Ling et al., 1999). When using rate
constants determined from FT-ICR experiments the forward
and reverse rates method may also lead to a precision close to
1 kJ mol�1 on gas-phase basicities (Bouchoux & Buisson, 2006).

3. Kinetic Methods

The ‘‘kinetic method,’’ initiated 30 years ago by Cooks and co-
workers (Cooks & Kruger, 1977; McLuckey, Cameron, & Cooks,
1981; Cooks et al., 1994; Cooks & Wong, 1998; Cooks,
Koskinen, & Thomas, 1999; Zheng et al., 2003) is one of the
most widely used mass spectrometry technique for the
determination of thermochemical quantities in the gas phase.
This success mainly lies on the operational simplicity of the
method and its adaptability to most of the commercially available
tandem mass spectrometers. Accordingly, the kinetic method has
been initially developed in magnetic sector and triple quadrupole
tandem instruments, it has been further used in quadrupole ion
trap (Nourse & Cooks, 1991) and ion cyclotron resonance
(Decouzon et al., 1996) apparatus. By contrast the underlying
theory of the method and the significance of the resulting data
have been the subject of active discussions during the years. A
brief recall is given below since the applicability of the kinetic
method to the determination of the basicity of polyfunctional
molecules has been hardly questioned.

To determine the protonation thermochemistry of a
molecule M, the kinetic method considers the competitive
dissociations of a series of proton bound dimers [MHBi]

þ, where
Bi are reference bases:

ð58Þ

In practice, [MHBi]
þ adduct ions are produced in a chemical

ionization or an electrospray ion source and their dissociations
(spontaneous or induced by collision) are analyzed after selection
of the adduct ion by the first mass analyzer of the instrument or in
the mass selection step of the sequence of events monitored in a
trapping device.

The method generally supposes that the peak intensities
[MH]þ and [BiH]þ reflect the corresponding rate constants, that
is, that we can write:

½MH�þ

½BiH�þ
¼ kMH

kBH

ð59Þ

Clearly, at this stage, a relationship between the rate
constants kMH and kBH and the thermochemical quantities such
as GB, PA and DpS0 is necessary. According to the absolute rate
theory, the canonical rate constant k associated with a population
of species in thermal equilibrium at a given temperature T is given
by

k ¼ kBT

h

� �
exp

�DG
z

RT

0
@

1
A ð60Þ

where kB is the Boltzmann constant, h the Planck constant, R
the gas constant and DG{ is the free activation energy of the
considered reaction. Then, according to Equation (60), the
natural logarithm of the peaks ratio may be expressed by

yi ¼ ln
½MH�þ

½BiH�þ
� �

¼ ln
kMH

kBH

� �
¼ DG

z
i

RT
ð61Þ

with DG
z
i being the difference in Gibbs free energy between

the transition structures of the two dissociation channels of

Equation (58) (i.e., DG
z
i ¼G0(transition structure)BH�G0

(transition structure)MH). If these transition structures are close
to the corresponding final states, in structure and consequently in
energy, Equation (61) may be simplified into:

yi ¼ ln
½MH�þ

½BiH�þ
� �

¼ DGi

RT
ð62Þ

with

DGi ¼ G0ðMÞ þ G0ðBiH
þÞ � G0ðMHþÞ � G0ðBiÞ

¼ GBðMÞ � GBðBiÞ
ð63Þ

at the temperature T. It is now essential to note that, since
the system cannot be considered at thermal equilibrium, the
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temperature T is an ‘‘effective temperature’’ Teff. Its meaning
has been repeatedly commented (Vekey, 1996; Norrman &
McMahon, 1998; Drahos & Vekey, 1999; Ervin, 2000, 2002).
An approximation may be obtained using, for each of the
fragmentations of Equation (58), the simplified microcanonical
rate constant expression (the classical approximation of Rice,
Rampsberger and Kassel):

kðEÞ ¼ n
E � E0

E

� �ðs�1Þ
ð64Þ

where n is the frequency factor, E the internal energy of the
dissociating species, E0 the critical energy of the reaction and s is
the number of oscillators of the system (Ervin, 2000). If the
internal energy E of the adduct MHBþi is much larger than the
difference in critical energy between both processes, and if their
frequency factors are identical, then the effective temperature of
the system is given by

Teff ¼
E � E0h i
Rðs� 1Þ ð65Þ

with hE0i being the mean critical energy of the two competitive
channels (Eq. (58)).

For our purpose, it is interesting to note that Teff (which will
be noted simply T here for the sake of brevity) is an empirical
parameter directly related to the internal energy E of the
dissociating species MHBþi . Its value can thus be changed
by changing the activation conditions of the selected MHBþi
ions.

Returning now to Equation (63), it clearly appears that the
DGi term is nothing else than the Gibbs free energy of reaction (i),
DiG

0
T , which has been expressed by Equations (45)–(53).

Consequently, by using Equation (49), yi may also be written:

yi ¼
1

RT
½PA298ðMÞ � PA298ðBiÞ þ DiH

0
298!T

� T ½DiS
0
298 þ DiS

0
298!T �� ð66Þ

or, to a first approximation (from Eq. (52)):

yi ¼
1

RT
½PA298ðMÞ � PA298ðBiÞ � TDiS

0
298� ð67Þ

Under these circumstances, for a series of experiments
using several bases Bi at temperature T, the correlation line
yi¼ f(PA298(Bi)) would have a slope 1/RT and an intercept
with the PA298 scale (i.e., an apparent proton affinity PAapp) equal
to:

PAapp ¼ PA298ðMÞ þ T DS0
i

� �
ð68Þ

where hDS0
i i is the mean value of the DS0

i terms (which may be
also written DpS0(M)�hDpS0(Bi)i). A consequence of this later
point is that a choice of a series of bases Bi of comparable
DpS0(Bi) is desirable to reduce the mean deviation on the
hDpS0(Bi)i term. Alternatively, a variable change taking into
account each individual DpS0(Bi) term:

y0i ¼ ln
½MH�þ

½BiH�þ
� �

� DpS0ðBiÞ ð69Þ

may obviate this requirement as suggested by Zheng and Cooks
(2002). Under these circumstances, the x-axis intercept of the plot
of y0 versus PA(Bi) becomes

PA0app ¼ PA298ðMÞ þ TDpS0ðMÞ ð70Þ

It has been noted however that the tabulated DpS0(Bi) values
are often only estimated by comparison with similar compounds
and are thus subjected to unexpected errors (Bouchoux et al.,
2003b). It is sufficient to note that an uncertainty of 8 J mol�1 K�1

on DpS0(Bi) introduces an error of one unit in y0i, to consider
carefully the use of this method.

In the original version of the kinetic method (also called the
‘‘standard’’ or ‘‘simple’’ kinetic method), it is assumed that
PA298(M) can be identified to the intercept PAapp. As Equation
(68) shows, this approximation is valid only if hDSi

0i is
negligible, that is, when hDpS0(Bi)i and DpS0(M) fortunately
cancel, a suggested mean to fulfill this condition is to consider for
both M and Bi, molecules pertaining to the same chemical class.
Notwithstanding the fact that this latter concept is vague, such a
procedure is practically limited to monofunctional bases M and
Bi for which the individual DpS0 terms are small. It cannot be
applied to a polydentate base where the DpS0(M) term may be
significant (of the order of several tens of J mol�1 K�1) and of
unexpected extent.

In general situations, it is necessary to treat both PA298(M)
and DpS0(M) as unknown and thus to use a more complete
method employing the master equation (66), or its approximate
form (67). The two parameters PA298(M) and hDS0i can be
derived from Equation (67) by using several sets of experiments
corresponding to different effective temperatures Tj (i.e.,
different ion activation conditions). Let us define yij the
ln([MH]þ/[BiH]þ) values obtained from nj experiments
differing in the adduct ion activation conditions and, for each
j, the ni points corresponding to the number of reference
bases Bi:

yij ¼ ln
½MH�þ

½BiH�þ
� �

j

¼ DS0
i

R
þ PA298ðMÞ � PA298ðBiÞ

RTj

ð71Þ

This generalized form of Equation (67) constitutes the basis
of the ‘‘extended’’ or ‘‘full entropy’’ kinetic method (Wu &
Fenselau, 1994; Cerda & Wesdemiotis, 1996).

Data analysis in the extended kinetic method was initially
done by considering two plots: first, the yi versus PA(Bi) plots
from which the slopes 1/RTj and the intercept (PAapp)j were
deduced and, second, a pseudo-van’t Hoff plot of (PAapp)j/RTj

versus 1/RTj which leads to PA298(M) and hDSi
0i/R. A rigorous

statistical procedure has been proposed to remove the correla-
tion existing between the two variables of the second plot
(Armentrout, 2000). Another, more straightforward, method for
extracting thermochemical informations from the extended
kinetic method consists to use directly the totality of the
experimental observables yij (Eq. (71)). Accordingly, the yij

versus PA298(Bi) points may be fitted by a set of regression lines
(yij)calc¼ y0þ bj(x0� xi) intersecting in a common point of
coordinate x0¼PAiso(M) and y0¼DS0

iso/R, called the ‘‘isother-
mal’’ point (Bouchoux et al., 2003a,b) or the ‘‘isoequilibrium’’
point (Ervin & Armentrout, 2004) which is directly related to
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PA298(M) and hDSi
0i in the framework of the approximate

equation (67):

x0 ¼ PAisoðMÞ ¼ PA298ðMÞ ð72Þ

y0 ¼
DS0

iso

R
¼

DS0
i

� �
R

ð73Þ

A statistical treatment of Equation (71), leading to PAiso(M),
DS0

iso/R and the values of the nj effective temperatures Tj, has been
proposed by Ervin and Armentrout (2004). The method is based
on the orthogonal distance regression (ODR) method (Boggs
et al., 1992), a least-square regression analysis which takes into
account simultaneously all the [ni, nj] data points.

Figure 7 illustrates the application of the kinetic method to
M¼ butyronitrile, a simple monodentate base, for which a gas-
phase basicity of 767.8 kJ mol�1 has been obtained by the
equilibrium method (Hunter & Lias, 1998, 2005). Assuming a
protonation entropy DpS0(M) of 6 J mol�1 K�1, Hunter and Lias
(1998, 2005) proposed a proton affinity values PA(M) equal to
798.4 kJ mol�1. The data presented in Figure 7 were obtained
from spontaneous (MIKE) and collision induced (CID-MIKE)
dissociations of proton bound dimers occurring in the second
field free of a B–E mass spectrometer (Cao & Holmes, 1999).
Reference bases Bi were also aliphatic cyanides for which the
average entropic term hDpS0(Bi)i amount to 5.2 J mol�1 K�1.

It appears consequently on this example that DpS0(M) and
hDpS0(Bi)i are practically identical. In such circumstances,
hDSi

0i is close to zero and the simple kinetic method, that is,
the approximation PA298(M)¼ PAapp, is expected to be correct.
Accordingly, as it is immediately visible in Figure 7, the MIKE
and CID-MIKE experiments lead to essentially the same value.
Moreover, the extended kinetic method, that is, the determination
of the coordinates of the intercept of the two fitting lines, leads to
a PAiso value comparable to PAapp and confirms that hDSi

0i is
negligible since DS0

iso� 0.
The situation is completely different when a bidentate base

is considered. Figure 8 shows the kinetic method plots obtained

for M¼ 3-aminopropanol. The protonation thermochemistry of
this molecule has been examined by HPMS at variable temper-
ature (Mautner et al., 1980). The authors reported a proton
affinity, PA(3-aminopropanol)¼ 963.5 kJ mol�1, enhanced with
respect to a monodentate homologue (e.g. PA(butylamine)¼
921.5 kJ mol�1), and a noticeable negative protonation entropy
DpS0(3-aminopropanol)¼�43 J mol�1 K�1, unambiguously
showing a strong bifunctional interaction in the protonated form.

Experimental data used to construct Figure 8 were obtained
with a triple quadrupole mass spectrometer equipped with an
electrospray source and three series of experiments, correspond-
ing to three different center of mass collision energies, Ecm. It is
evident from Figure 8, that the point of intercept of the three
yij¼ ln(kMH/kBH)j¼ ln(MH/BiH)j versus PA(Bi) fitting lines is far
from the x-axis and that the ‘‘simple’’ and ‘‘extended’’ kinetic
methods cannot give the same results. Clearly, the apparent
proton affinities given by the simple kinetic method, PAapp, is
dependent on the amount of internal energy imparted to the
adducts, that is, on the ‘‘effective’’ temperature T as expected
from Equation (68) when a significant hDSi

0i term exists. Thus
the three PAapp are wrong and obviously constitute under-
estimates of the true proton affinity. The isothermal point located
using the ODR method, lead to PAiso¼ 954.0� 3.4 kJ mol�1 in
much closer agreement with the Mautner result. The protonation
entropy derived from DS0

iso is equal to DpS0(3-amino-
propanol)¼�22� 6 J mol�1 K�1 (for the set of reference bases
considered hDpS0(Bi)i¼�1.7 J mol�1 K�1). As this example
shown, the extended kinetic method is superior to the simple
kinetic method in predicting the thermochemistry of polyfunc-
tional molecules but it still gives PA and absolute values of DpS0

lower than the equilibrium method. This point will be discussed
below but one may immediately observe that the gas-phase
basicities given by the equilibrium method (GB(3-amino-
propanol)¼ 918.3 kJ mol�1) and the extended kinetic method
(GB(3-aminopropanol)¼ 915.0� 3.8 kJ mol�1) are fortunately
in close agreement.

The difficulties of handling proton affinities and protonation
entropies by the kinetic methods, particularly for polyfunctional
molecules, have been the subject of active researches and
discussions in the recent years. To test the validity of the
hypothesis underlying the kinetic method and to delineate the
limits of its applicability, two kinds of studies were envisaged,
(i) microcanonical modelizations (Bojesen & Breindahl, 1994;
Nielsen & Bojesen, 1995; Craig et al., 1997; Ervin, 2000, 2002;
Laskin & Futrell, 2000; Drahos & Vekey, 2003; Bouchoux,
Sablier, & Berruyer-Penaud, 2004; Drahos, Pelt, & Veckey,
2004; Grabowy & Mayer, 2004) and (ii) experimental assess-
ments (Wang et al., 1999; Cao, Aubry, & Holmes, 2000; Hahn &
Wesdemiotis, 2003; Bouchoux et al., 2003a,b; Wesdemiotis,
2004; Bouchoux, 2006b).

Since an ensemble of isolated ions dissociating in a mass
spectrometer cannot be characterized by a thermal distribution of
energies but rather constitutes a microcanonical ensemble, it
seems more appropriate to express the rate constants appearing in
Equation (58) by:

kðE;E0; JÞ ¼
P

P
zðE � E0; JÞ
hNðE; JÞ ð74Þ

FIGURE 7. The ‘‘simple’’ (PA(M)¼ PAapp) and ‘‘extended’’

(PA(M)¼ PAiso) kinetic methods applied to a monodentate base

M¼ butyronitrile. [Color figure can be viewed in the online issue, which

is available at www.interscience.wiley.com.]
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where
P

P{(E�E0, J) is the sum of states of the transition
structure with a total energy E�E0 and with an angular
momentum J, N(E, J) is the density of states of the proton bound
dimer at an energy E and with angular momentum J and h is the
Planck’s constant (Steinfeld, Francisco, & Hase, 1989; Gilbert &
Smith, 1990; Baer & Hase, 1996). Calculation of the ratio of ion
abundances [MH]þ/[BiH]þ rigorously needs the integration of
kinetic expressions including the experimental time window over
the internal energy and angular momentum distribution of the
ions (Bojesen & Breindahl, 1994; Nielsen & Bojesen, 1995;
Ervin, 2000, 2002; Drahos & Vekey, 2003; Drahos, Pelt, &
Vekey, 2004). Other approaches used the approximation [MH]þ/
[BiH]þ¼ kMH/kBH (Eq. (59)) and evaluated the rate constant at a
single value corresponding to the most probable internal energy
(Craig et al., 1997; Laskin & Futrell, 2000; Bouchoux, Sablier,
& Berruyer-Penaud, 2004). Extensive simulations have been
made aiming to reproduce dissociation of metastable ions and
species activated by single or multiple collisions of up to 100 eV
laboratory energies. All these various microcanonical ap-
proaches reveal that the kinetic method plots of ln([MH]þ/
[BiH]þ) versus DH0, where DH0 is the difference in enthalpy of
the two sets of dissociation products, are nearly linear but can
exhibit significant curvature. Figure 9 shows an example of
kinetic plots obtained for a system characterized by a
DS0

298¼�34 J mol�1 K�1 and three different excitation energies
of the proton bond dimer (E* denotes the internal energy E
corresponding to a rate constant k equal to 105 s�1) (Bouchoux,
Sablier, & Berruyer-Penaud, 2004). The ln([MH]þ/[BiH]þ),
which is approximated here by ln(kMH/kBH), demonstrates indeed
curvatures as evidenced by a polynomial fitting. Note that the
intercept of the three curves arises close to DH0¼ 0 and for a
y-value close to �4, that is, for a DS0

iso��33 J mol�1 K�1 as
expected from the model. This agreement is however not general
and extensive simulations (Drahos & Vekey, 2003; Drahos, Pelt,

& Vekey, 2004; Ervin & Armentrout, 2004) established that the
proton affinities and protonation entropies determined by the
extended kinetic method would present noticeable systematic
errors particularly when DS0 is larger than �30 J mol�1 K�1.

Using model systems characterized by entropy differences
DS0 situated between �36 to þ68 J mol�1 K�1 in a micro-
canonical simulation of the extended kinetic method plot, Ervin
and Armentrout (2004) were able to demonstrate errors up to
12 kJ mol�1 for ion affinities and up to 30 J mol�1 K�1 for entropy
by using the extended kinetic method. Moreover, the authors
show that these systematic errors are larger for systems with large
entropy differences as shown in Figure 10.

Similar findings were also reported by Drahos, Pelt, and
Vekey (2004) in a simulation of the kinetic method based on
3,000 different model systems. Again, as illustrated by Figure 11,
systematic errors on DH0 (i.e., PA(M)exact� PA(M)kinetic) and
DS0 (i.e.,DS0(M)exact�DS0(M)kinetic) are observed and shown to
be dependent on the value of DS0.

In the same study Drahos et al. also shown that a strong
correlation exists between DH0

error and DS0
error with the conse-

quence that errors of less than 4 kJ mol�1 were predicted on the
corresponding Gibbs free energy difference DG (Fig. 12).

These theoretical expectations were confirmed by consid-
ering experimental thermochemical data concerning a series of
�30 polyfunctional molecules for which negative protonation
entropies in the range 0 to �97 J mol�1 K�1 were reported
(Bouchoux, 2006b). A comparison of the proton affinities and
protonation entropies determined by the extended kinetic method
using the isothermal point (PAiso and DpS0

iso) and by the
equilibrium method at variable temperature (PAequ and DpS0

equ)
shows systematic underestimates on PAiso and on the absolute
value of DpS0

iso. Moreover, the differences (PAiso�PAequ) and
(DpS0

iso � DpS0
equ) are clearly related to the extent of DpS0

equ as
illustrated by Figure 13.

FIGURE 8. The ‘‘simple’’ (PA(M)¼ PAapp) and ‘‘extended’’ (PA(M)¼ PAiso) kinetic methods applied to a

bidentate base M¼ 1,3-aminopropanol. [Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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As shown above in Figure 12 for model systems, another
mean to present these systematic deviations is to correlate the
difference in enthalpy with the entropy difference. This is
exemplified in Figure 14a for the set of real experiments
(Bouchoux et al., 2006b). This approximately linear enthalpy-
entropy relationship is in fact an illustration of an enthalpy-
entropy compensation effect, a well-known propagation of error
effect occurring in the analysis of van’t Hoof and Arrhenius data
(Krug, Hunter, & Grieger, 1976; Exner, 1988; Liu & Guo, 2001).

Fortunately, and as also predicted from Figure 12, because
DG¼DH� TDS it is expected that gas-phase basicities would
exhibit lower discrepancies than the individualDH andDS terms.
Indeed, when considering the same set of �30 experiments, the
gas-phase basicity given by the extended kinetic method,
calculated from GBiso¼PAiso� 298� 10�3[108.8�DpS0

iso] is
close to the ‘‘true’’ GBequ values obtained from equilibrium
measurements at variable temperature (Fig. 14b). It is noteworthy
that the overall mean deviation, as obtained from the difference
(GBiso�GBequ), represents only 2.4 kJ mol�1 (Bouchoux, 2006b).

In conclusion, the present status of our knowledge suggests
that the kinetic method should be carefully used when polyfunc-
tional bases are considered. First of all, the extended method
should be imperatively used with a correct statistical treatment of
a correct set of experiments. Nevertheless, underestimates of
PAiso(M) and DpS0

iso(M) may be obtained if the latter term is
significantly negative. Only the GBiso(M) obtained by the
combination of both PAiso(M) and DpS0

iso(M) is expected to be
accurate within a few kJ mol�1.

4. Thermokinetic Method

A qualitative approach of gas-phase basicities is given by the
‘‘bracketing’’ technique (Bartmess, 2003). This method is based

on the occurrence or no-occurrence of an ion-molecule reaction
and the assumption that the reaction will be observed only if its
Gibbs free energy change is <0. Thus, for a proton transfer
reaction such as (if), it is concluded that GB(M)<GB(B) if BHþ

is formed when MHþ is allowed to react with a base B.
Conversely, GB(M) is assumed to be higher than GB(B) if no
reaction at all occurs:

MHþ þ B! Mþ BHþ ðifÞ

YES ¼ GBðMÞ < GBðBÞ
NO ¼ GBðMÞ > GBðBÞ

This rule neglects the effects of the end- or ex-ergonic
character of the reaction and the influence of the temperature
on the reaction rate. Another limitation is the choice of the
threshold of reaction efficiency chosen to decide whether a
reaction is occurring or not. The bracketing technique should
be consequently considered as an approximate method. It may
be however useful when equilibrium or kinetic methods are
not practicable, for example when M is an unstable or non-
volatile compound. Tentative of quantification of the bracketing
method have been proposed in the 1980–1990 (Bohme,
MacKay, & Schiff, 1980; Mautner, 1982; Gorman & Amster,
1993; Wu & Lebrilla, 1993; Zhang et al., 1993) and refined
more recently in an operational formalism called the ‘‘thermo-
kinetic’’ method (Bouchoux, Salpin, & Leblanc, 1996;
Bouchoux, 2006a).

The thermokinetic method is based on a correlation between
the bimolecular rate of the above reaction (if) and the corres-
ponding standard free energy change DiG

0. The basis of the
method is to consider that a proton transfer from MHþ to
Bi (reaction if) occurs via a single reaction intermediate

FIGURE 9. Kinetic method plots for a model system corresponding to a DS0
298 term equal to

�34 J mol�1 K�1. [Color figure can be viewed in the online issue, which is available at www.interscience.

wiley.com.]
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[MHBi]
þ:

MHþ þ Bi
�!kcoll

 �
k�1

½MHBi�þ �!
k1

Mþ BiH
þ

Applying the steady-state approximation to this intermedi-
ate, the reaction efficiency RE, that is, the ratio of the experi-
mental rate constant, kexp determined from the MHþ decay, to the
collision rate constant, kcoll, can be expressed by Equation (75):

RE ¼ kexp

kcoll

¼ 1þ k�1

k1

� ��1

ð75Þ

where k�1 and k1 are unimolecular rate constants for the back-
ward and forward dissociations of the intermediate ion [MHBi]

þ.

By using the canonical thermodynamic formulation of the
transition state theory (Eq. (60)), the reaction efficiency becomes

RE ¼ 1þ exp
DiG
z
T

RT

0
@

1
A

2
4

3
5
�1

ð76Þ

with DiG
z
T being the difference in Gibbs free energy between the

transition state of the two dissociation channels, that is, DiG
z
T ¼

G
z
0T

(MHBi]
þ!MþBiH

þ)�G
z
0T

(MHBi]
þ!MHþþBi) at

temperature T. If these transition states are close in energy and

FIGURE 10. Calculated systematic errors in (a) proton affinity (DPA)

and (b) protonation entropy (DDS0), determined by the isothermal point

method as a function of the true protonation entropy difference DS0
298.

Reproduced from Ervin 2004, with permission from John Wiley, Ltd.,

copyright 2004. [Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]
FIGURE 11. Random modeling of the errors on (a) enthalpy DH0

error¼
PA(M)exact� PA(M)kinetic and (b) entropy DS0

error¼DS0(M)exact�
DS0(M)kinetic as a function of the exact entropy term called DS0(M)theor

in the graphs. Reproduced from Drahos, Pelt, and Vekey (2004), with

permission from John Wiley & Sons Ltd., copyright 2004.
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in structure to the corresponding final states, Equation (76) may
be simplified to:

RE ¼ 1þ exp
DiG

0
T

RT

� �� ��1

ð77Þ

with

DiG
0
T ¼ G0

TðMÞ þ G0
TðBiH

þÞ � G0
TðMHþÞ � G0

TðBiÞ ð78Þ

which, again, corresponds to the Gibbs free energy change of
reaction (i), that is, DiG

0
T (see Eqs. 45–53). We can thus use

Equations (49) and (50) (or their simplified versions 52 and 53) to
establish a link between the reaction efficiency RE and the

thermochemical quantities of interest, PA298(M), GB298(M) and
DpS0(M). It may be underlined here that, since the transient
intermediate [MHBi]

þ is not necessarily in thermal equilibrium
with its surroundings, the temperature T may be considered as an
effective temperature, exactly as with the ‘‘kinetic’’ method.

Using the thermokinetic method consists to deduce the
gas-phase basicity GB298(M) by plotting experimental RE values
obtained for a series of reaction (if) involving bases Bi of known
basicities, as a function of GB298(Bi) and by fitting the data with a
parametric function of the type:

RE ¼ a

1þ expðbðc� GB298ðBiÞÞ
ð79Þ

where a is a normalizing factor, b the slope of the curve at
RE¼ 0.5 and c is the position of the point RE¼ 0.5 on a GB scale.
Then, comparing Equations (50) and (79), it appears that the two
latter correlation parameters may be theoretically equated to

FIGURE 12. Cross correlation between DH0
error and DS0

error and random

modeling of the errors on Gibbs free energy DGB0
error ¼GBA(M)exact�

GB(M)kinetic as a function of the exact entropy term called DS0(M)theor in

the graphs. Reproduced from Drahos, Pelt, and Vekey (2004), with

permission from John Wiley & Sons Ltd., copyright 2004.

FIGURE 13. Experimental proton affinity deviation (a) and protonation

entropy deviation (b) versus protonation entropy DpS0
equ. [Color figure

can be viewed in the online issue, which is available at www.interscience.

wiley.com.]
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b¼ 1/RT and:

c ¼ GB298ðMÞ � ðT � 298ÞDiS
0
298 þ DiH

0
298!T � TDiS

0
298!T

ð80Þ

In other word, when fitting the experimental RE versus
GB298(Bi) points by Equation (79), the RE¼ 0.5 value corres-
ponds to the parameter c, that is, to GB298(M) plus a correction
term DG0

a ¼�(T� 298)DiS
0
298 þ DiH

0
298!T � TDiS

0
298!T (rigor-

ously, average values over i of the various terms). As discussed
above, it is often assumed that the thermal corrections DH0

298!T

and DS0
298!T may be neglected. In such circumstances, Equation

(80) may be approximated by

c � GB298ðMÞ � ðT � 298Þ DiS
0
298

� �
ð81Þ

It may be noted that one may similarly consider the
relationship between DiG

0
T and the proton affinities PA298(Bi)

(Eq. (49)) and fit the experimental RE data by the function:

RE ¼ a

1þ expðbðc0 � PA298ðBiÞÞ
ð82Þ

Then, the RE¼ 0.5 value will correspond to a parameter c0

equal to:

c0 ¼ PA298ðMÞ � T DiS
0
298

� �
þ DiH

0
298!T � TDiS

0
298!T ð83Þ

which may be simplified to:

c0 � PA298ðMÞ � T DiS
0
298

� �
ð84Þ

It is apparent from Equations (81) and (84) that if experi-
ments are done at only one effective temperature, as typically
operated, the thermokinetic method can provide GB298(M) and
PA298(M) only if DiS

0
298

� �
is close to zero or known by another

mean. A second observation is that GB298(M) may be directly
equated to the parameter c if the effective temperature T is close
to 298 K (Eq. (81)). This may be illustrated by calculations of
reaction efficiencies, RE, for model systems. As shown in
Figure 15a, on a set of reactions involving no entropy change, the
sigmoid curves corresponding to the three considered temper-
atures intercept at RE¼ 0.5 for a difference in Gibbs free energy
of reactant and products equal to zero. Similarly, when the
effective temperature is precisely equal to 298 K, the calculated
RE are always equal to 0.5 when c¼GB(M) whatever the
entropy term DiS

0
298

� �
may be (Fig. 15b; Bouchoux, 2006a).

Practically, the thermokinetic method has been applied to
rate constants determined in ion cyclotron resonance experi-
ments (Witt & Grutzmacher, 1997; Mormann, Salpin, & Kuck,
1999; Chiavarino, Crestoni, & Fornarini, 2003; Pepi, Rici, &
Rosi, 2003; Davalos et al., 2006) and in SIFT experiments
(Decker, Adams, & Babcock, 1999), mostly for basicity deter-
minations but measurements of ionization energies (Bouchoux,
Leblanc, & Sablier, 2001), acidities (Mormann et al., 2000) and
halide ion attachment (Brown et al., 2002) have been also
reported.

One example of application of the thermokinetic method to
the determination of the basicity of a monodentate base is
illustrated by Figure 16. The gas-phase basicity of ethyl iodide
tabulated in the compilation of Hunter and Lias (1998) was
estimated by bracketing between that of propene and H2S. The
suggested value, GB(C2H5I)¼ 698.3 kJ mol�1, was conse-
quently attached with a considerable error of �24.5 kJ mol�1.
In 2001, FT-ICR experiments involving the measurement of the
deprotonation rate of protonated ethyl iodide by a set of eight
bases were treated by the thermokinetic method (Bouchoux et al.,
2001a). The fitting of the data leads to parameters a, b and c
(Eq. (79)) equal to 1.00� 0.04, 0.30� 0.05 kJ�1 mol and
689.0� 0.8 kJ mol�1, respectively. Using a calculated protona-
tion entropy of 29 J mol�1 K�1 for ethyl iodide and the tabulated
DpS0(Bi) values, the mean DiS

0
298

� �
term is estimated to

�21 J mol�1 K�1. These results allows consequently to estimate
GB(C2H5I)¼ 685.7� 2.5 kJ mol�1 and PA(C2H5I)¼ 709.2�
2.5 kJ mol�1. The later value has been confirmed by high
level molecular orbital calculations, indicating that tabulated
PA(C2H5I) and GB(C2H5I) values should be revised downward.

FIGURE 14. Experimental correlation between (a) enthalpy and

entropy deviations and (b) gas-phase basicities obtained from the

extended kinetic method as a function of its value from equilibrium

method. [Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]
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Another favorable example, which show that the thermoki-
netic method may provide accurate 298 K gas-phase basicity if
the effective temperature is in the vicinity of 298 K, is given
below for a bidentate base: the 1,3-propanediamine (Fig. 17;
Bouchoux & Buisson, 2006).

This molecule has been extensively examined by equili-
brium methods and by theory. The experimental gas-phase
basicity is 939.0� 2.0 kJ mol�1 and the reported protonation
entropy values were situated in a very large range, between�81
and �23 J mol�1 K�1. As indicated in Figure 17, the thermo-
kinetic method applied to this molecule leads to a parameter b
equal to 0.3792 kJ�1 mol which corresponds to an effective
temperature T of 320 K. On the other hand, the parameter c is
equal to 936.3 kJ mol�1 which, using Equation (81) and the
tabulated DpS0(Bi) and DpS0(1,3-propanediamine)¼�81 or
�23 J mol�1 K�1 leads to a GB(1,3-propanediol) values equal
to 938.2 and 936.9 kJ mol�1. Clearly, the impact of the
uncertainty on the entropic term is largely erased by fact that
the effective temperature T is close to 298 K. It is important to
underline the excellent agreement of the present thermokinetic
gas-phase basicity with the values obtained by the equilibrium
method which confirm the validity of the method. However, in
situation generally observed for polyfunctional molecules, that
is, when the entropy of protonation is significant and unknown,
and the effective temperature different from 298 K, the
thermokinetic method should be used carefully (Bouchoux,
2006a).

In summary, the thermokinetic method used at a fixed
effective temperature T may give (i) GB298(M) or PA298(M) using
Equations (81) or (84) if DiS

0
298

� �
is negligible or evaluated by

another means, and (ii) GB298(M) through Equation (81) if
T� 298 K, even if the entropy variation of the proton transfer
reaction is significant. To obtain both GB298(M) (or PA298(M))
and DiS

0
298

� �
, the use of the thermokinetic method at several

FIGURE 16. Normalized reaction efficiency as a function of GB(Bi)

for the deprotonation reactions of ethyl iodide: C2H5IHþþBi!
C2H5IþBiH

þ. [Color figure can be viewed in the online issue, which

is available at www.interscience.wiley.com.]

FIGURE 15. Thermokinetic plot (a) for a reaction assumed to proceed

without entropy change at variable temperature of the reactants and (b)

for reactions involving entropy changes in the range 0 to 34 J mol�1 K�1

at fixed temperature of 298 K. [Color figure can be viewed in the online

issue, which is available at www.interscience.wiley.com.]
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excitation energies (i.e., effective temperatures) is necessary.
This situation is comparable to that encountered with the kinetic
method presented above.

C. Theoretical Approaches

Theoretical chemistry allows in principle the estimate of
thermochemical quantities such as proton affinity and proto-
nation entropy. Overviews of the computational methods utilized
to evaluate proton affinities and gas-phase basicities have been
presented recently (Irikura, 1999; Alcami, Mo, & Yanez, 2002;
Deakyne, 2003; Gordon, 2003; Yanez, 2003), only a summary
will be given here. Examples which will be presented here
concern only the large sets of molecules considered to test the
validity of the methods, more specific theoretical results will be
dispatched in the forthcoming Parts of this review.

1. Calculation of Proton Affinity

Molecular orbital theory or density functional theory, DFT,
provide, as a first result, the potential energy E0 also called ‘‘total
energy’’ (in fact the potential energy of the system relative to
infinitely separated electrons and nuclei) of the molecular
system, generally after an iterative ‘‘geometry optimization’’
cycle locating the geometry of lowest E0. Statistical thermody-
namic is necessary to complete the calculation at any temperature
T, even at 0 K. For example, the internal energy UT will be
obtained by adding to E0 the (UT) contributions for translation,
rotation, and vibration, not forgetting the zero point vibrational

energy term ZPVE, according to the equations given in General:

UT ¼ E0 þ ðU0
TÞtransl þ ðU0

TÞrot þ ZPVEþ ðU0
TÞvib ð85Þ

Further, enthalpy and Gibbs free energy are obtained from
the standard equations H0

T ¼U0
T þPV and G0

T ¼H0
T �TS0

T. If we
remember that the (U0

T ) contributions for translation and rotation
are 1/2RT for each degree of freedom it may be written that, for a
non-linear molecule:

U0
T ¼ E0 þ ZPVEþ ðU0

TÞvib þ 3RT ð86Þ

H0
T ¼ E0 þ ZPVEþ ðU0

TÞvib þ 4RT ð87Þ

and, for a monoatomic specie:

U0
T ¼ E0 þ 3

2RT
ð88Þ

H0
T ¼ E0 þ 5

2RT
ð89Þ

which, for the proton, reduces to U0
T ¼ 3/2RT and H0

T (Hþ)¼
5/2RT.

It is now simple to evaluate the theoretical proton affinity of a
molecule M, that is, the standard enthalpy of reaction (1). At a
given temperature T this quantity is given by

PATðMÞ ¼ D1H0
T ¼ H0

TðMÞ þ H0
TðHþÞ � H0

TðMHþÞ

¼ H0
TðMÞ � H0

TðMHþÞ þ 5

2RT
ð90Þ

or, if we define DXT(M)¼XT(M)�XT(MHþ):

PATðMÞ ¼ DE0ðMÞ þ DZPVEðMÞ þ DU0
TðMÞvib þ

5

2RT

ð91Þ

Reliable computation of proton affinity thus needs a high
accuracy onDE0(M) and on the vibrational contribution to energy
DZPVE(M)þDU0

T (M)vib. Quantum chemistry methods which
may approach the so-called ‘‘chemical accuracy’’ (i.e., precision
on energetic properties of ca. �5 kJ mol�1) are essentially
‘‘composite’’ and DFT methods.

a. Composite methods. The first widely used composite meth-
ods which were constructed to reproduce enthalpy of formation,
ionization energy, electron affinity and proton affinity were the
Gn methods (Curtiss et al., 1991, 2000, 2002 and references cited
in Alcami, Mo, & Yanez, 2001; Deakyne, 2003). In these
methods, equilibrium geometry and harmonic vibrational
frequencies are computed at a rather low level of theory and,
using this reference geometry, single point energies are computed
using more elaborated basis sets and electron correlation levels.
The final energy is calculated assuming additivity of the various
contributions and adjusted, to reproduce experimental data
obtained along with a test set of molecules, by an empirical
high level correction (HLC). The latest formulation of the Gn
composites is the G3 method which was designed to correct some
of the deficiencies of the G2 theory. Among the improvements,
the empirical HLC term was fitted to a set of ca. 300 experi-
mentally determined quantities and may also introduces scaled

FIGURE 17. Normalized reaction efficiency as a function of GB(Bi) for

deprotonation reactions of 1,3-propanediamineHþ. [Color figure can

be viewed in the online issue, which is available at www.interscience.

wiley.com.]
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HLC factors or improved equilibrium geometries and vibrational
frequencies (Curtiss & Raghavachari, 2002). It may be noted that
reaction (1) MHþ!MþHþ is an isogyric process, that is, a
reaction where the number of electron pairs is conserved. As a
corollary, the HLC terms used in the computation of the total
energies of the molecule and its protonated form in the Gn
methods exactly cancel and do not affect the quality of the proton
affinity estimates using Equation (91).

Beside the Gn methods, other composite approaches have
been introduced which are able to provide accurate proton
affinities. Some of these notable composite methods are (i)
the complete basis set (CBS-n) approach of Petersson et al.
(Ochterski, Petersson, & Montgomery, 1996), (ii) the multi-
coefficient correlation method of Truhlar and co-workers (Lynch
& Truhlar, 2003), (iii) the W1 and W2 methods of Martin and de
Oliveira (1999), and (iv) the correlation consistent Composite
Approach (ccCA) of DeYonker et al. (DeYonker et al., 2006;
DeYonker, Cundari, & Wilson, 2006). Like the Gn methods,
the two former procedures are based on the inclusion of an
empirical parameter to adjust the computational results to a set of
experimental data. By contrast, no empirical parameter is
introduced in the W1, W2, and ccCA methods. The rigorous
character of these approaches is based on the estimate of several
contributions by extrapolation to infinite basis sets (W1, W2) or
by the use of correlation consistent polarized valence basis sets
(ccCA).

The vibrational frequencies calculated in all the aforemen-
tioned methods are based on the harmonic oscillator approx-
imation. Most of the ab initio methods, from Hartree–Fock to
highly correlated levels, give systematically too large funda-
mental frequencies. Density functional theory is subject to
similar observation, though hybrid methods such as B3LYP or
B3PW91/6-31G(d) seem to provide better results. In view of
these drawbacks, several empirical scaling factors have been
proposed in the literature (Irikura, Johnson, & Kacker, 2005). The
use of different scaling factors has been proposed to evaluate
fundamental vibrational frequencies, low-frequencies vibrations
or frequencies contributing to zero point energies, enthalpy and
entropy corrections (Scott & Radom, 1996).

Only eight proton affinities have been taken as experimental
benchmarks in the parameterization of the Gn (Curtiss et al.,
2000) and CBS-n (Ochterski, Petersson, & Montgomery, 1996)
methods, namely that of NH3, H2O, C2H2, SiH4, PH3, H2S, HCl,
and H2. The W1 and W2 methods are shown to reproduce these
experimental quantities to �2 kJ mol�1 (Parthiban & Martin,
2001) while the absolute error attains�5 kJ mol�1 with the ccCA
methods (DeYonker et al., 2006). Further, the accuracy of various
composite methods has been tested on larger sets of proton
affinities. Smith and Radom (1993) calculate at the G2 level the
proton affinity of a total of 31 small molecules bearing up to four
heavy atoms. This study revealed that G2 is able to predict proton
affinities within�5 kJ mol�1. Moreover, the authors confirm that
the proton affinity of isobutene, used as absolute standard at this
period, should be adjusted downwards by �20 kJ mol�1. The
same authors show that the G2 method and its variants G2MP2
and G2(MP2,SVP) lead to proton affinities with an accuracy of
ca. 10 kJ mol�1 (Smith & Radom, 1994, 1995). Proton affinities
given by the G3 method has been tested on a series of 29 simple
organic molecules (Hammerum, 1999; Hammerum & Solling,

1999). A good agreement is generally observed between proton
affinities calculated using Equation (91) and experiment since the
maximum deviation is close to 3 kJ mol�1. G2(MP2) and CBS-Q
methods lead to comparable results. It is noted however that the
HLC term used in the G3 method introduces a systematic
underestimate of 3.4 kJ mol�1 when the proton affinities are
deduced from calculated heats of formation of M and MHþ.
Recently, the proton affinities of a number of five-membered ring
heterocycles have been derived from G3 or G3B3calculations
(Kabli et al., 2006; Rao & Sastry, 2006; van Beleen et al., 2004).
Both methods give essentially the same results, moreover
an excellent agreement is observed with experiment. As an
illustration, Figure 18 shows the correlation observed between
these G3 calculated proton affinities and the experimental values
(Hunter & Lias, 1998). The correlation coefficient of the fitting
line is excellent, r¼ 0.996, the mean value and the standard
deviation of the residual (�2.4 and 4.2 kJ mol�1, respectively)
are of the same order as the experimental error.

It must be emphasized that theoretical calculation may also
provide local proton affinities which, by comparison with the
experimental value, allow the determination of the favored
protonation site. For example in the heterocyclic series discussed
above (Kabli et al., 2006; Rao & Sastry, 2006), the G3 calcula-
tions demonstrate that the favored site of protonation is a carbon
when there is only one heteroatom in the ring, and nitrogen when
there are two or more heteroatoms. Moreover, in certain cases,
calculation predicts ring opening This is for example expected
when protonating 1H-1,2,3-triazole in positions 1 or 4 (Kabli
et al., 2006) or cyclic anhydrides (Bouchoux et al., 1998).

b. Density functional theory. DFT procedures offer practical
alternative to composite procedures to a lower cost in
computation time and in memory requirement. The choice of

FIGURE 18. Correlation of calculated and experimental proton affin-

ities (G3 and G3B3 calculations from Kabli et al., 2006 and Rao & Sastry,

2006, experiment from Hunter & Lias, 1998). [Color figure can be

viewed in the online issue, which is available at www.interscience.

wiley.com.]
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the exchange and correlation functionals and of the basis set size
is however crucial. The most popular B3 hybrid exchange and
LYP correlation functional combination appears to reproduce
proton affinities to within 5 kJ mol�1 when using the
6-311þG(d,p) basis set (Burk et al., 2000) or the 6-311þþG(d,p)
basis set (Range et al., 2006; Rao & Sastry, 2006). However, the
latter authors note that, for the set of molecules they examined,
the best performance was obtained for the functionals B1B95 and
MPW1B95 which both use the Becke’s B95 correlation
functional (Range et al., 2006).

c. Other methods. A number of calculations of proton affinities
(but also of other thermochemical properties) are based on the use
of isodesmic reactions in which a calculated reaction enthalpy is
combined with experimental enthalpy of a suitable reference
reaction. Isodesmic reactions are formal reactions that conserve
the number and the types of chemical bonds. It is expected that, in
the calculated reaction enthalpy, the computational errors arising
from deficiencies in the basis set and in the electron correlation,
that are specific of a particular bond type, will cancel on both
sides of the chemical equation. The advantage of this type of
reaction is obviously to obtain satisfactory enthalpy from
calculations done at a rather modest level of theory. Proton
transfer reaction (i) MHþþBi!MþBHþ pertain to this
category of reactions provided the protonated sites are identical
in MHþ and BHþ. Estimate of the proton affinity of an unknown
M, PA(M)¼PA(Bi)þDiH

0, may be done by combining a
computed DiH

0 value with an experimental value of PA(Bi).
The results are generally better when using reactions where the
number of atoms in a given hybridization state are the same in
both sides of the reaction (Irikura, 1999).

Finally, a proton affinity may also be calculated using
the standard heats of formations of reactant and products of
reaction (1):PA298ðMÞ ¼D1H0

298 ¼DfH
0
298ðMÞ þ DfH

0
298ðHþÞ�

DfH
0
298ðMHþÞ (Eq. (3)). To obtain individual heats of formation,

a recommended procedure is to calculate heats of formation at
0 K, for example from a Gn type total energy, in conjunction with
experimental gas-phase heats of formation of individual atoms.
Then, the correction to give 298 K value is obtained from theory
for the specie of interest and from experiment for the constituent
elements (Nicolaides et al., 1996; Hammerum, 1997).

2. Calculation of Protonation Entropy, DpS0

As discussed in General, the entropy of a particular species can
be separated into electronic, translational, rotational and vibra-
tional components and consequently the protonation entropy
DpS

0(M)¼ S0(MHþ)� S0(M) (Eq. (5)) may be expressed by the sum:

DpS0 ¼ DpS0
el þ DpS0

trans þ DpS0
rot þ DpS0

vib ð92Þ

The first term, DpS0
el

0¼ S0
el(MHþ)� S0

el(M), is generally
equal to zero since the base M and its protonated form MHþ are
even electron species in their fundamental singlet electronic
states.

The termDpS0
trans ¼ S0

transðMHþÞ � S0
transðMÞ, which follow-

ing Equation (21) is equal to (3/2)R ln(mMH/mM), is also
negligible for a molecule containing several heavy atoms, it
represents less than 1 J mol�1 K�1 when the mass of the molecule
is larger than 12 u.

The term DpS0
rot ¼ S0

rotðMHþÞ � S0
rotðMÞ concerns the over-

all rotations of M and MHþ. According to Equation (26), it
depends on the product of the principal moments of inertia
D¼ IxIyIz and on the symmetry number s of each species:

DpS0
rot ¼

1

2
R ln

DMH

DM

� �
� R ln

sMH

sM

� �
ð93Þ

Often, if the molecule is large enough, the change in moment of
inertia may be neglected and DpS0

rot reduces to the symmetry
correction �R ln(sMH/sM).

The vibrational contributionDpS0
vib ¼ S0

vibðMHþÞ� S0
vibðMÞ

constitutes the most delicate and the most important point to
consider. First of all, the protonated structure MHþ presents three
internal degrees of freedom more than M, which contributes to
DpS0

vib. If we consider only this perturbation, protonation of a
basic center, said X, is expected to generate three new vibrational
modes: one X–H valence vibration and two deformations
involving bond angle and dihedral angle. As discussed in
General, only low frequencies contribute significantly to the
overall entropy (a frequency higher than 1,000 cm�1 corresponds
to a S0 less than 0.5 J mol�1 K�1) thus only the two deformations
are expected to participate to an increase of DpS0

vib. This
participation is rather limited and does not generally exceed
10 J mol�1 K�1. This kind of behavior is generally presented
by monofunctional base where the perturbation brought by
protonation is only local.

The situation may be significantly changed when the
molecule presents more than one basic site since protonation
may induce drastic structural changes between M and MHþ. As a
consequence, in addition to the three new internal degrees of
freedom, several other modes may be also affected and so the
corresponding entropy termDpS0

vib. Most of the time the source of
entropy change during protonation of a polyfunctional molecule
is the formation of an intramolecular H bond or, in the contrary,
the opening of a cyclic part of the molecule. The vibrational
modes associated with these structural changes are hindered
internal rotations and ring deformations. The theoretical treat-
ment of these peculiar, low frequency, vibrations has been
commented in General and the difficulties to treat accurately
systems containing a number of coupled internal rotations have
been underlined. The approximation usually considered in the
practical evaluation of the protonation entropy of polyfunctional
molecules is to treat each internal rotation as a symmetrical rotor
with a potential energy function given by Equation (34) (see
General). Theoretical calculation of torsional potentials V(f)
can be obtained by quantum calculation at various levels of
sophistications. In the simplest approach, after a total geometry
optimization, the angle f is varied while the remaining internal
coordinates are kept frozen. This ‘‘rigid rotation approach’’ gives
generally poor results particularly in the case of polyfunctional
molecules. The results are significantly improved in the ‘‘relaxed
rotation approach,’’ where the internal coordinates are all opti-
mized for each value of f. Finally, a more sophisticated method,
the ‘‘reaction path approach,’’ consists in locating exactly the
transition structures connecting the various rotamers. Despite
several shortcomings which may be identified (Cioslowsky,
Scott, & Radom, 1997) the relaxed rotation approach offers a
good compromise between accuracy and computation time for
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large molecules. According to the V0 value as compared to RT,
several approximations may be done (refer to Figs. 2b and 3, part
A). If V0 is less than �2RT, the rotation may be considered as
free and S0 evaluated by Equations (38) and (39). At the opposite
if V0 is larger than �20RTS0 may be calculated within the
harmonic oscillator approximation using the frequency given by
Equation (35). Between these two extreme situations, the
entropy of the hindered rotor should be calculated exactly or
evaluated from tabulated models (Pitzer & Gwinn, 1942) or using
analytical approximations (Truhlar, 1991; McClurg, Flagan, &
Goddard, 1997; Barker & Shovlin, 2004).

As a first approximation, East and Radom (1997) suggest to
treat each rotor with V0< 1.4RTas free and the other as harmonic
oscillators (procedure named E1 by the authors). In the E2
method proposed by East and Radom each internal rotation is
treated as hindered with a simple cosine potential calculated, at
the MP2/6-311þG(2df,p)//MP2/6-31G(d) level of theory, using
the relaxed rotation mode. Finally, the E3 method introduces a
rotor-rotor coupling by calculating the true, two-dimensional,
potential energy surface. These three levels of sophistica-
tion were applied to evaluate the protonation entropy DpS0(M)
of set of 21 small monofunctional bases containing zero, one
or two internal rotations (East, Smith, & Radom, 1997). By
comparison with experimental DpS0 values (ranging from �5 to
40 J mol�1 K�1), the E3 procedure leads to protonation entropies
accurate to approximaterly 5 J mol�1 K�1 (standard deviation,
with a max deviation �15 J). It is also noted by Radom and
co-workers that the accuracy on DpS0 is only reduced by
�1 J mol�1 K�1 by using the simpler E1 or E2 procedures
(Table 2).

Application of a similar model to polyfunctional molecules
in which more than one rotor is altered by the protonation process
has been done for diols (Bouchoux & Berruyer-Penaud, 2003c),
diamines (Bouchoux, Choret, & Berruyer-Penaud, 2001c),
aminoalcohols (Bouchoux et al., 2002, 2005) and diketones
(Akrour et al., 2007). In these approaches, each internal rotation
is treated as hindered rotation with a simple cosine potential,
averaged if minor barriers appear in the torsional potential energy
profile, if necessary. All the other vibrational modes are
considered as harmonic oscillators. The method appears to
reproduce a large part of the protonation entropy but significant
deviations are also observed when compared with experimental
values (Table 3). Part of the discrepancies may be due to an
underestimate of the entropy of mixing, particularly for the
neutral molecule. This is suggested by the excellent agreement
observed between theory and experiment for 2,5-hexanedione
where the contributions of several conformers of the neutral
molecule were introduced in the calculation (Table 3).

As underlined at the end of the paragraph A.2, new methods
of calculation of the entropy of molecules containing several
internal rotations are in development and remain to be applied to
the protonation entropy problem.

It may be also emphasized that the comparison with
experiment is generally delicate for large protonation entropy
values since the experimental error is, most of the time, unknown
and probably not negligible.

Finally, it has been established by theoretical calculations of
the rotational barriers V0 associated with internal rotations in
aliphatic bifunctional molecules that V0 are rarely less than

10 kJ mol�1 in the neutral molecules M and are generally lower
than 100 kJ mol�1 in their protonated forms MHþ. The entropy
loss corresponding to this change in barrier height does not
exceed �15 J mol�1 K�1 (see Fig. 3). This may provide
an approximation for the estimate of an upper limit to the
corresponding entropy of protonation when no other information
is available.

III. STRUCTURAL AND ENERGETIC ASPECTS OF
THE PROTONATION

By definition, the proton affinity reflects the difference in
enthalpy between a molecule M plus a proton and the protonated
form MHþ (Eq. (1)). Experimental values of proton affinities
refer to the most stable forms of M and MHþ present in the
experimental conditions. It is consequently necessary, when
discussing proton affinity values, to consider the factors that
stabilize both the neutral molecule M and the positively charged
species MHþ. Moreover, since proton affinities are molar
quantities, possibilities of equilibrium mixtures of conformers
should be taken into account. Discussion concerning the gas-
phase basicity must, in addition, include entropy terms in
particular by their molecule dependent part, that is, the so-called
protonation entropy, DpS0(M)¼ S0(MHþ)� S0(M).

The consequences of the protonation process on both
structure and thermochemistry, depend on characteristics related
to the nature of the proton acceptor (non-bonding or p-bonding
basic electrons pair, electronegativity of the concerned atoms)
and on factors related with the remaining part of the molecule
such as substituent effects in a general sense (electrostatic effects
including polarizability, permanent polarization, in particular
intramolecular hydrogen bond, and resonance effects) and on the
possibility of interfunctional interactions. The following section
will present the range of gas-phase basicities and proton affinities
of the most common organic molecules (Gas-Phase Basicity
Scale) and the main factors that influence the stability of neutral
and ionized molecular systems and their consequences on the
protonation energetics: types of protonation sites and substituent
effects (Characteristics Related to the Nature of the Basic Site),
hydrogen bonding (Hydrogen Bonding and Protonation). A last
paragraph (Covalent Bonding and Protonation) is devoted to a
rapid survey of the possible consequences of interfunctional
interactions in protonated clusters (necessary intermediates
during the measurement of gas-phase basicity) or in protonated
polyfunctional molecules.

A. Gas-Phase Basicity Scale

1. The Absolute Scale of Gas-Phase Basicities
and Proton Affinities

The study of proton transfer reactions by the experimental
methods presented in Background provides relative gas-phase
basicities or proton affinities. To obtain absolute values of
these quantities, anchoring to some references data is indispen-
sable. Absolute proton affinity scale has been constructed
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using Equation (3) ½PA298ðMÞ ¼ DfH
0
298ðMÞ þ DfH

0
298ðHþÞ�

DfH
0
298ðMHþÞ� for a set of reference molecules M of which heats

of formation of the neutral and protonated forms were accurately
known. Most of the time the latter term,DfH

0
298ðMHþÞ, is coming

from the determination of a suitable appearance energy of the
considered ion by a mass spectrometry technique (for a review of
the methods see Ervin, 2000). A first database of proton affinities
and gas-phase basicities, anchored to a number of absolute
reference bases including ammonia, ketene, isobutene, propy-
lene, formaldehyde, water, ethylene, carbon monoxide, carbon
dioxide, oxygen atom and molecular oxygen, was produced in
1984 (Lias, Liebman, & Levin, 1984). In the following years,
Mautner and Sieck (Mautner & Sieck, 1991a,b; Sieck, 1997) on
the one hand, Szulejko and McMahon (1993) on the other,
present two thermochemical ladders based on the measurement

of equilibrium constants at variable temperature in a high
pressure ion source for a set of overlapping proton transfer
reactions. These authors show, inter alia, that the proton affinity
of isobutene, one of the standards in the 1984 database, was in
error by �17 kJ mol�1. The evaluation procedure used in the
most recent compilation of protonation thermochemical data
(Hunter & Lias, 1998, 2005) takes into account these two ladders
and introduce temperature corrections on several sets of experi-
ments. More recent threshold appearance energy measurements
and theoretical calculations of protonation entropies and proton
affinities (Smith & Radom, 1993) are also taken into account. The
thermochemical data of the primary standard considered in this
compilation are reported in Table 4. Since a long time, ammonia
has been used as a reference base in a large number of studies, this
traditional standard is also listed in Table 4. The data discussed in

TABLE 2. Comparison of experimental and theoretical protonation entropies (J mol�1 K�1) of some

monofunctional basesa

aMautner (2003).
bSzulejko and McMahon (1993).
cEast, Smith, and Radom (1997).
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the present review were, when necessary, corrected to this proton
affinity/gas-phase basicity scale.

Recently, Mautner (2003) proposes slight readjustments of
these proton affinity and gas-phase basicity scales by carefully
reconsidering possible sources of error in the measurements
obtained from low pressure ion cyclotron resonance mass
spectrometry and pulsed high-pressure mass spectrometry.
Most of the discrepancies are originating from uncertainties in
temperature measurement which leads to low (<10%) but
systematic expansion or contractions of the energy scale. A
global adjustment for these effects is done by using adequate
scaling factors which provide proton affinities and gas-phase
basicities with a residual error of ca. 3 kJ mol�1.

2. Overview of the Data

The present proton affinity database (Hunter & Lias, 1998, 2005)
extends from ca. 180 to 1,400 kJ mol�1. It starts from rare or inert
gases: He (PA¼ 178 kJ mol�1), Ne (PA¼ 199 kJ mol�1),
Ar (PA¼ 369 kJ mol�1), H2 (PA¼ 422 kJ mol�1), Kr (PA¼
425 kJ mol�1), N2 (PA¼ 494 kJ mol�1), Xe (PA¼ 499 kJ mol�1),
and extends up to metal oxides: Na2O (PA¼ 1,376 kJ mol�1),
Cs2O (PA¼ 1,443 kJ mol�1). Most of the organic compounds
fall within a more restricted range, extending from ca. 600 to
1,100 kJ mol�1. An illustration of this part of the proton affinity
scale is presented in Figure 19. Emphasis is given in this Figure to
the most common monofunctional bases containing as heavy
atoms: carbon, halogens, oxygen, nitrogen, sulfur, and phospho-
rus. To complete this correlation chart, the gas-phase basicity and
proton affinity of a selection of representative organic molecules
is given in Table 5.

A rapid examination of Figure 19 shows clearly the
progressive shift of proton affinity toward large values when

the electronegativity of the atoms responsible of the proton
attachment increases. Roughly, halides are less basic than
oxygenated compound, themselves less basic than nitrogen
containing molecules. The low basicity of alkanes was also
expected, note however that the 540–680 kJ mol�1 range
corresponds to the only four reported PA values of methane
(543 kJ mol�1), ethane (596 kJ mol�1), propane (626 kJ mol�1),
and isobutane (678 kJ mol�1). The aromatic range extends from
benzene (PA¼ 750 kJ mol�1) to azulene (PA¼ 930 kJ mol�1).

As underlined above, Figure 19 contains only data relevant
to C, O, N, S, P, and halogen monofunctional molecules. It
may be indicated that polyfunctional organic bases fall also in
the 600–1,100 kJ mol�1 proton affinity range. For example,
proton affinities of unsubstituted heteroaromatic molecules
lie between 800 kJ mol�1 (e.g., furan, PA¼ 812 kJ mol�1) and
900 kJ mol�1(e.g., thiazole, PA¼ 904 kJ mol�1). Similarly,
monosubstituted benzenes have proton affinities situated
between 750 and 950 kJ mol�1 (e.g., PA(C6H5F)¼ 756 kJ mol�1

and PA(C6H5N(CH3)2)¼ 941 kJ mol�1. A careful examination
of the details of the protonation of polyfunctional molecules
reveals in fact very different and contrasting situations even in a
same family of compounds. To take one example in the aromatic
series, protonation of fluorobenzene occurs preferentially on the
ring (Dopfer et al., 2005) while for aniline both the substituent
and the cycle in ortho and para positions are likely candidates
(Russo et al., 2000). Comparison of the protonation thermo-
chemistry of some bifunctional aliphatic molecules such as
diamines, diols, aminoalcohols with their monofunctional
homologues also reveals surprising behavior. For example, the
proton affinity of a primary amine is near 920 kJ mol�1 while
from examination of Table 5 it appears that the proton affinities of
diamines (1,2-ethanediamine, 1,3-propane diamine and 1,4-
butanediamine) are higher by ca. 30, 70, and 85 kJ mol�1 with
respect to this value! This spectacular increase of basicity is also

TABLE 3. Comparison of experimental and theoretical protonation entropies of some bifunctional

bases

aMautner et al. (1980).
bBouchoux et al. (2005).
cAkrour et al. (2007).
dBouchoux, Choret, and Berruyer-Penaud (2001c).
eEntropy calculation including the entropy of mixing and assuming formation of an internal ionic

hydrogen bond in MHþ.
fEntropy calculation including the entropy of mixing and assuming cyclization to form MHþ ions of

structure: c-(CH3)COC(OH,CH3)CH2CH2.
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observed with other diamino ‘‘superbases’’ or ‘‘proton sponges’’
(Gal, Maria, & Raczynska, 2001) and finds its origin in
interfunctional interactions.

B. Characteristics Related to the Nature of
the Basic Site

The structural and energetic consequences of the protonation of
species containing one or several basic sites, either a non-bonding
electrons pair or a p-electrons system, has been extensively
studied both experimentally and computationally during the
years (Uggerud, 1992). It is out of the scope of the present review
to completely detail this important domain. However, knowledge
of the most significant structural changes induced by the
protonation of currently encountered elementary basic sites
may be useful to the understanding of the behavior of polyfunc-
tional molecules. An overview of the structural changes induced
by protonation on simple basic sites and the corresponding
energetical consequences will be given here.

1. Protonation of a Non-Bonding Electron Pair

Protonation of a molecule at a non-bonding electron pair
concerns species bearing elements of the groups 15–17 of the
periodic system. The protonation process is accompanied by a
considerable electron transfer from the lone pair donor, X, to the
incoming proton, which results in the formation of a covalent
X–H bond. This covalent bond formation is clearly attested
by calculation of the electron density in the bonding region.
Obviously, the electron density reorganization has also reper-
cussions on the neighboring since the positive charge (or electron
depletion) should be assumed by the totality of the molecular
framework.

a. Hydrides. The role of the electronegativity of the protonated
atom X on the proton affinity may be examined by considering
the series of hydrides of groups 15–17 of the periodic system
together with the rare gas group 18. Table 6 gathers the relevant

TABLE 4. Gas-phase protonation thermochemistry of primary standard basesj

akJ mol�1.
bJ mol�1 K�1.
cHeats of formation obtained using the ion convention (i.e., assuming an integrated heat capacity of the

electron between T¼ 0 and 298 K equal to zero).
dPA(B)¼DfH8(B)þDfH8(Hþ)�DfH8(BHþ) with DfH8(Hþ)¼ 1530 kJ mol�1.
eGB(B)¼ PA(B)� 298� 10�3 [108.8� S0

p8(B)] in kJ mol�1.
fTheoretical value from East, Smith, and Radom (1997).
gEstimated by assuming S8(BHþ) equal to the entropy of isoelectronic neutral.
hMean value of experimental determinations.
iFrom experimental vibrational frequencies of CO and HCOþ.
jUnderlined values are those used in the Hunter and Lias (1998) compilation.
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TABLE 5. Gas-phase basicities and proton affinities (kJ mol�1)a of selected organic

molecules

(Continued )
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TABLE 5. (Continued )
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PA’s values and the corresponding electronegativity coefficients,
an illustration of the data is given in Figure 20.

It appears from Figure 20 that along the periods the proton
affinity decreases as expected from the increase of electro-
negativity of the atoms (Table 6). The decrease in proton affinity
is more pronounced for the elements of period 2 where the
electronegativity rise is larger (1.5 units is the Mulliken scale
from NH3 to Ne). Note that the apparent exception of the two first
elements of period 5 is perhaps not significant since the computed
proton affinities may be too large for TeH2 and too low for SbH3

if we refer to the period 4 homologues (see the comparison
between experimental and computed PA values for AsH3 and
SeH2 in Table 6; Swart, Rösler, & Bickelhaupt, 2006). The
influence of electronegativity is also visible when looking at the
evolution in a group. When descending the groups 16, 17, and 18,
the proton affinity increases as expected from the decrease in
electronegativity. However, the situation is opposite for the group
15, the proton affinity decreases when passing from NH3 to SbH3.
It should be observed that, if we except N, the first member of this
group, the electronegativity is close to, or even lower than, that of
the hydrogen. It may be supposed that, for these limiting cases,

the electronegativity is probably not the only property to take into
account in the understanding of the behavior of these elements
during the protonation.

b. Effects of the protonation on the X bonding. Protonation of
simple alkyl derivatives RX (X¼ elements of groups 15, 16, and
17) reveals several structural and energetic features which were
explored by computational chemistry (Alcami et al., 1990; Boyd
et al., 1995; Boyd & Boyd, 1997, 1999; Mayer et al., 1997).
Alcami et al. (1990) investigate the bonding perturbation caused
by the protonation on small bases by the atoms in molecule
(AIM) theory (Bader, 1990). They observed that, when pro-
tonation takes place at an electronegative center X, the C–X bond
becomes weakened. This bond weakening is reflected by a lower
value of the electron density within the bonding region and by an
increase of the C–X bond length. Figure 21 shows the optimized
geometries of neutral and protonated ethylamine, ethanol and
ethyl fluoride which clearly illustrate this C–X bond elongation in
the protonated species.

The C–X bond weakening induced by the protonation may
be qualitatively explained by the tendency of X, after the creation

TABLE 5. (Continued )

aFrom Hunter and Lias (1998) unless otherwise indicated.
bDBN¼ 1,5-diazabicyclo[4,3,0]non-5-ene; TBD¼ 1,5,7-triazabicyclo[4,4,0]dec-5-ene.
cFrom Bouchoux et al. (2005).
dFrom Akrour et al. (2007).

TABLE 6. Proton affinities (kJ mol�1)a of hydrides and noble gases (electronegativity coefficients w of the

atoms)

aExperimental proton affinity values from Hunter and Lias (1998), into parentheses calculated values from

Swart et al. (2006).
bPauling electronegativity, in this scale wC¼ 2.55 and wH¼ 2.20.
cMulliken electronegativity, in this scale wC¼ 2.67 and wH¼ 3.06.
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of a covalent X–H bond during the protonation process, to
recover its electroneutrality by lowering the electron density
along bonds with less electronegative atoms. The obvious
consequence is that the C–X bond becomes depopulated and
therefore lengthened. Another equivalent mean to interpret this
structural effect is to describe the C–X bond by two limiting
structures (Mayer et al., 1997), a single-bond covalent structure
1c, and an ionic structure 1i for the neutral, and, similarly 1Hc
and 1Hi for the protonated form (Scheme 2).

In the neutral molecule, the bonded structure 1c dominates,
but in its X protonated form the non-bonding structure 1Hi
becomes significant resulting in a longer C–X bond. Following
this reasoning, it is expected that the participation of 1Hi in the
description of the protonated molecule should be more important
for electronegative atoms X. This is indeed confirmed by the
calculations. As illustrated in Figure 21 for the elements of
the second period the increase in C–X bond length is equal to 4%,
10%, and 29% for X¼N, O, and F, respectively. Data presented
in Table 7, obtained at a different theoretical level for a largest
part of the periodic system shows a systematic bond elongation in
each period when passing from group 15 to group 17 elements
(Boyd et al., 1995; Boyd & Boyd, 1997, 1999). It is evident that
the increase in C–X bond length when passing from C2H5X to its
protonated form C2H5XHþ is maximum for the halogen
derivatives which results in a dramatic situation for the fluoride
derivatives. This is clearly exemplified with ethyl fluoride in
Figure 21 where the conservation of a C–FH covalent bond in
protonated fluoride may be questioned. In fact, the corresponding
species may be more properly viewed as complexes between a
carbocation and a molecule of hydrogen fluorine. This situation is

even more accentuated when the cation is particularly stable, as
for example tertiary carbocation (Abboud et al., 1994).

The weakening of a bond may be also estimated from the
corresponding dissociation energy. A direct comparison between
bond dissociation energies of neutral and protonated species is
however not easy since, most of the time, homolytic dissociation
is favored for the neutral but heterolytic dissociation is preferred
in the protonated molecules. Nevertheless, a comparison between
the two types of bond dissociation energies is instructive. Table 7
contains the relevant information for the above-mentioned
C2H5X/C2H5XHþ system. It is a well-known result that homo-
lytic C–X bond dissociation energies increases with the electro-
negativity difference between X and C (Coote et al., 2003). Thus
the behavior of C2H5X molecules is conform to the expectations.
By contrast, what is evident from Table 7 is that the heterolytic
C–X bond dissociation energies of C2H5XHþ decrease dramat-
ically with increasing the electronegativity difference. This is

FIGURE 20. Evolution of the proton affinities of hydrides of atoms of

groups 15, 16, and 17 and of noble gases (group 18) along the periods.

[Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

FIGURE 21. B3LYP/6-31G(d) optimized geometries of neutral and

protonated ethylamine, ethanol and fluoroethane. [Color figure can be

viewed in the online issue, which is available at www.interscience.

wiley.com.]

SCHEME 2.
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clearly in line with the corresponding bond elongation described
above and with a significant participation of structure 1Hi in the
description of these protonated molecules (Mayer et al., 1997).
Finally, it may be noted that the C–X bond elongation is generally
accompanied by a slight shortening of the adjacent CH or CC
bonds. This is for example apparent in Figure 21 for the ethyl
derivatives. This bond reinforcement, which closely parallels the
C–X bond weakening, is a consequence of the polarization and
hyperconjugative effects inside the ethyl moiety in C2H5XHþ

ions (Mayer et al., 1997).
At the opposite, direct C–X bond shortening is also a

possible result of the protonation. This is for example apparent in
Table 7 for X¼PH2 or AsH2 where the C–X bond is shortened by
0.05 Å in C2H5XHþ with respect to C2H5X. Also apparent is the
fact that the electronegativity of X is that time less than that of the
carbon. This has been rationalized in the following way (Alcami
et al., 1990), if protonation occur on an atom X less electro-
negative than its surrounding, there is no trend for it to recover its
neutrality and the protonation has in fact the only consequence to
polarize the C–X bond and thus to reinforce it. In other words,
structure 1Hc becomes prominent and the corresponding
covalent bond is reinforced by the polarization created by the
charge.

Examples of bases, in which basic sites are in vicinal
position, were presented by Alcami et al. (1990), an interesting
case is hydroxylamine which may protonate either on the
nitrogen or on the oxygen atom. In line with the preceding
discussion, the N–O bond is elongated (by 0.047 Å) when
protonation occurs on the oxygen atom, and shortened (by
0.039 Å) when protonation occurs on the less electronegative
nitrogen atom.

c. Carbonyl group. Protonation of aldehydes, ketones, acids,
esters and amides preferentially occurs on the carbonyl oxygen.
During this process, the C=O bond length is slightly elongated, as
expected from the electron depopulation in this bonding region

due to the formation of the O–H bond. Several examples are
presented in Figure 22 (B3LYP/6-31G(d) calculation).

For example, the C=O bond of acetone passes from 1.216 Å
in the molecule to 1.281 Å in the (CH3)2COHþ ion (Fig. 22a).
Interestingly enough, the vicinal bonds are shortened during the
protonation of the carbonyl group. Considering again the acetone
molecule, the CH3–CO bond passes from 1.521 Å in the neutral
to 1.474 and 1.478 Å in the ion. This CC bond reinforcement is
partly due to the hyperconjugative electron donation of the
alkyl groups to the p* orbital of the COHþ moiety, and partly to
the polarization of the C–C bond resulting from the positive
charge located on the carbon of the COHþmoiety (Mayer et al.,
1997).

These changes in bond lengths are also accompanied by a
change in bond angle at the carbonyl carbon. The effect of the
CCC angle variation between 808 and 1408 upon the total
energies of the neutral and the protonated acetone is illustrated by
Figure 23. As expected, the energy of both species pass trough
a minimum close to CCC¼ 1208. However, the precise bond
angle value is lower than 1208 for the neutral and larger than 1208
for the protonated form. As shown in Figure 22a, the CCC angle
in acetone is equal to 116.58 but is increased to 122.98 in
protonated acetone. This angle opening may be explained by a
larger electrostatic repulsion between the two methyl groups in
the protonated form with respect to its neutral counterpart.
Another remark emerging from examination of Figure 23 is that
both neutral and protonated species exhibit similar amplitude in
the variation of their total energies with the CCC angle. This
simple shift of the curves along the CCC angle axis gives rise to a
quasi-linear relationship between the ‘‘vertical’’ proton affinity
of acetone with the CCC angle as illustrated by the upper part of
Figure 23.

The increase in proton affinity of the carbonyl group with the
CCC angle is experimentally verified for the cyclanone series. As
indicated in Table 5, the proton affinity of cyclobutanone is equal
to 802 kJ mol�1 and progressively increases with the size of the
cycle to attain 845 kJ mol�1 with cycloheptanone (Bouchoux &

TABLE 7. Effect of the X protonation of CH3CH2X molecules on the C–X bond length

(dC–X) and dissociation enthalpy

adC–X and dC–XH are the C–X bond lengths in the neutral and protonated species, respectively.

MP2/6-31G(d) calculations from (Boyd et al., 1995; Boyd & Boyd, 1995, 1997).
bPauling electronegativity difference between X and C.
cBond dissociation energies, heterolytic for the protonated molecules, homolytic for the neutral.

Experimental values obtained using heats of formation and proton affinities from Lias and Bartmess

(2000) except the proton affinities oh ethyl halides from (Bouchoux et al., 2001a). Into parentheses

calculated values from (Boyd & Boyd, 1997, 1999).
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FIGURE 22. B3LYP/6-31G(d) optimized geometries of neutral and protonated (a) acetaldehyde and

acetone, (b) acetic acid and methyl acetate, and (c) acetamide. [Color figure can be viewed in the online

issue, which is available at www.interscience.wiley.com.]
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Houriet, 1984). Similar observations were made for lactones
(Bordeje et al., 1993; Bouchoux et al., 1995) and lactams
(Abboud et al., 1992).

Protonation of carboxylic acids on the carbonyl oxygen may
give rise to three conformers which differ by the syn or anti-
HOCO arrangements. The most stable form corresponds to a
syn–anti conformation (Fig. 22b). In the case of protonated
acetic acid, the two other conformers anti–anti and syn–syn are
less stable by 15 and 19 kJ mol�1, respectively, at the B3LYP/6-
31G(d) level. It is noteworthy that protonation on the hydroxyl
oxygen of carboxylic acids leads to a highly energetic species
characterized by a considerable C–OH2 bond elongation.
As shown in Figure 22b the CO distance is equal to 2.13 Å
in the hydroxyl protonated acetic acid and, in fact, the final
structure may be better considered as a complex between an
acylium ion (note the CCO bond angle of 157.88 which tends
toward a linear arrangement of the heavy atoms and the CO
bond shortening) and a water molecule. The relative energy of
this structure is 77 kJ mol�1 above the syn–anti carbonyl
protonated form in the case of acetic acid (B3LYP/6-31G(d)
level calculations).

Esters show behavior comparable to that presented above for
carboxylic acids. The case of methyl acetate will illustrate this
statement. If the neutral molecule is clearly more stable in its syn
OCOC conformation (see Fig. 22b), upon protonation, the two
structures anti-HOCO–syn-OCOC and syn-HOCO–anti-OCOC
(as and sa, Fig. 22b) are of comparable stabilities (the former is
3 kJ mol�1 below the latter at the B3LYP/6-31G(d) level). These
two protonated structures are characterized by a significant
shortening of the C(O)–OCH3 bond. By contrast, when
protonation occurs on the ether like oxygen, this C–O bond is
dramatically elongated (structures s and a, Fig. 22b). It is
observed however that the C–O bond elongation is less
pronounced for ester than for the carboxylic acid itself. This
may be explained by the fact that the alkyl group of the ether
moiety share a part of the electron depletion thus leading to a less

dramatic depopulation of the C(O)–O bond. As a corollary, the
acyl moiety is less comparable in structure to an acylium ion (the
CCO angle is close to 1408, not 1808 for example). The energies
of structure s and a, relative to as, are 88 and 92 kJ mol�1

respectively.
Protonation of acetamide at the carbonyl may give rise

to two conformers, the anti-HOCN structure a presented in
Figure 22c is more stable than its syn homologue by 61 kJ mol�1.
The nitrogen protonated structure n, characterized, as expected,
by an elongated C–N bond, lies 61 kJ mol�1 above a (Fig. 22c).

d. Imines, cyanides, nitro. Protonation of imino nitrogen
presents the same characteristics as that observed for the
carbonyl group. As exemplified with acetaldimine CH3CHNH
in Figure 24, protonation is accompanied by a lengthening of
the C=N bond and a shortening of the C–C bond, simultaneously,
the HC(N)C angle is increased. This is comparable to the
changes observed for acetaldehyde, though to a rather modest
level.

Cyanides offer a specific behavior since protonation on the
nitrogen is accompanied by a shortening of the CN bond
(Fig. 24), a result at variance with that observed with imine or
carbonyl bases. More classical is the shortening of the CC bond,
illustrating again the hyperconjugative and polarizability effects
of the methyl group (Mayer et al., 1997).

During protonation of nitromethane, a modest shortening of
the CN bond is noted (Fig. 24; Mayer et al., 1997). The most
spectacular changes are located on the ONO moiety where one
NO bond is elongated by 0.1 Å upon protonation while the vicinal
NO bond is shortened by �0.05 Å.

e. Hybridization effect. Since s atomic orbitals are much lower
in energy than the p atomic orbitals of a given atom, the
electronegativity of hybridized orbital increases with their s
character. For example, in the Pauling scale, the electronegativity
of the carbon hybrid orbital is 2.48, 2.75, and 3.29 for sp3 to sp2

FIGURE 23. Variations of the proton affinity of acetone and the corresponding relative energies of acetone

and protonated acetone as a function of the CCC bond angle (B3LYP/6-31G(d) calculations). [Color figure

can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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and sp hybridization. When the lone pair responsible of the
basicity is located in a hybrid orbital which presents a large s
character, this lone pair is more tightly bound and therefore the
basicity of the molecule decreases. It is consequently expected
that the proton affinity of molecules containing a basic atom X
will decrease when passing from sp3 to sp2 and sp hybridization
state of X.

It is indeed observed that the proton affinities of methyl-
amine (899 kJ mol�1), methyleneimine (863 kJ mol�1), and
hydrogen cyanide (713 kJ mol�1) decreases in that order.
Similarly the proton affinity of formaldehyde (713 kJ mol�1) is
lower than that of methanol (754 kJ mol�1). This reasoning
should be however completed by the observation that resonance
stabilization occurs for the protonated species resulting from sp
and sp2 hybridization, not for sp3 (Scheme 3).

Resonance offers an extra stabilization of the protonated
forms which tends to increases the proton affinity and thus acts in
the opposite direction of the hybridization-electronegativity
effect. The observed decreases in proton affinities are con-
sequently underestimates of the latter effect.

2. Protonation on p-Electron Systems

Protonation of an alkene with an unsymetrical p-bond is expected
to produce two different alkyl ions (Scheme 4).

Quantum chemistry computation and experiment show
however that hydride ion migrations are facile processes on alkyl
cations thus leading rapidly to a mixture of structures when
alcenes (or polyenes) are protonated. Moreover there are
convincing evidences that primary carbocations are not stable
species and rearrange spontaneously by 1,2-hydride (or alkyl and
aryl) ion shift to secondary or tertiary cations (Koch & Liu, 1989;
Sieber et al., 1993; Aubry & Holmes, 1998).

A similar situation is expected for acetylenic compounds,
protonation at both sides of the triple bond may give rise to two
alkenyl ions (Scheme 5). Alkenyl cations may rearrange readily
to more stable allylic cations although a non-negligible activation
barrier seems to separate efficiently the two kinds of isomers (van
der Rest et al., 1997).

The case of protonated ethylene is peculiar since, to avoid
the formation of a primary carbocation, only a partial 1,2-hydride
ion shift is possiblewhich lead to the bridged structurea (Scheme 6).
Note that the classical structure b is a transition structure
interconnecting two structures a for the scrambling of the proton
and is situated 27 kJ mol�1 above a (Ruscic, Berkowitz, & Pople,
1989). Protonation of acetylene is also particular in that sense that
the bridged structure a’ (Scheme 6) is more stable than the
classical vinyl cation b0 by ca. 18 kJ mol�1 (G2 calculation at
298 K, Glukhovtsev & Bach, 1998) and that there is little or no
barrier separating the bridged and open structures (Lindh, Roos,
& Kraemer, 1987; Curtiss & Pople, 1988).

a. p-Electron resonance. It is well known that a carbocation is
stabilized if the positive charge is delocalized by conjugation
with a p-electron system. Protonation of polyenes is conse-
quently expected to give increasingly stabilized MHþ forms
when the number of conjugated double bond increases. This
leads to a parallel increase in proton affinity as attested for
example by the PA values of propene (751.6 kJ mol�1, Table 4),
1,3-butadiene (783.4 kJ mol�1, Table 5) and 1,3,5-cyclohepta-
triene (833.0 kJ mol�1, Salpin et al., 2003).

There is no doubt that benzene is preferentially protonated at
the ring to give benzenium ion a00 (Scheme 7; Kuck, 1990a,
2005). Detailed quantum chemical computation shows that the
face protonated p-complex structure b00 is not a minimum in the
potential energy surface and that it corresponds to an energy level
situated�200 kJ mol�1 above a00 (Glukhovtsev et al., 1995). The
non-existence of b00 as a stable specie in the gas-phase is also
supported by experimental studies (Schröeder et al., 2004). The
proton affinity of benzene (750 kJ mol�1, Table 5) is close to that
of propene (751.6 kJ mol�1, Table 4), that is, significantly lower

FIGURE 24. B3LYP/6-31G(d) optimized geometries of neutral and

protonated acetaldimine, methyl cyanide and nitromethane. [Color

figure can be viewed in the online issue, which is available at www.

interscience.wiley.com.]

SCHEME 3. SCHEME 4.
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than that of conjugated polyenes containing the same number of
p-electrons. This is a clear demonstration that the neutral
molecule benefits of a strong stabilization, obviously due to the
aromaticity of the p-electrons system, thus leading to a decrease
in proton affinity.

Isomerization of benzenium ions a00 involve 1,2-hydride ion
migration leading to a complete exchange of hydrogen positions
in the ring. The transition structure for this ‘‘hydrogen ring
walking’’, c00 (Scheme 7) is a edge protonated structure situated
�35 kJ mol�1 above a00 (Glukhovtsev et al., 1995). Other
possibilities of isomerization of the benzenium ion a00 involving
ring contraction into the various forms of protonated fulvene have
been also explored by molecular ab initio calculations (Bou-
choux, Yanez, & Mo, 1999).

Alkyl substituted benzenes (Kuck, 1990a,b, 2005), electron-
donor substituted benzenes or polynuclear aromatic hydro-
carbons (Aue, Guidoni, & Betowski, 2000) demonstrate also
preferential protonation on a carbon of the ring(s). The role of the
substitutent is to orient protonation on specific sites, for example
in para and ortho positions when only a phenyl ring is present in
the molecule.

A substituent bearing a lone-pair placed on a CC double or
triple bond provide also a possibility of resonance effect but may
also offer a preferential basic site. This is observed for electron-
attractor substituents such as CN, CHO or NO2 but also for some
electron-donor groups. The simplest cases are CH2=CHX and
HCCX (X¼ elements of groups 15–17). Molecular orbital
calculations demonstrate that the favored protonation sites of
these molecules are the b-carbon atom for X¼N, O, S and the
heteroatom when X¼P; intermediate situation is established for
X¼As (Mo et al., 1999). At the G2 level, structures eC and yC
are favored over eX and yX (Scheme 8) by 15 and 24 kJ mol�1 for
X¼N (Mo et al., 1999; see also Smith & Radom, 1992 for
another theoretical level), by 96 and 173 kJ mol�1 for X¼OH
and by 54 and 100 kJ mol�1 for X¼ SH (this work; see also
Fairley et al., 1996 and Petrie, 2005 for similar calculations on eC
and eX ions with X¼OH), while the situation is reversed for

X¼P with eX and yX being more stable than eC and yC by 11
and 7 kJ mol�1 (Mo et al., 1999).

Similar effects are also present in heteroaromatic molecules
which may be protonated either on the p-electron system or on a
non-bonding electron pair. To take two examples, furan and
pyrrole show a clearcut preference for protonation at the carbon
in position 2, the decreasing order of preference of the other
possible protonation sites is the carbon 3 and the heteroatom. The
preference for protonation at position 2 can be rationalized in
term of resonance structures. Accordingly, the carbon 2 proto-
nated structures have three resonance structures whereas the
carbon 3 protonated form has only two. Protonation at the
heteroatom is least favorable because it results in a formal
localization of the charge on the heteroatom without possibility
of its resonance delocalization. Relative 298 K enthalpies, in
kJ mol�1, of the various protonated forms of furan and pyrrole,
calculated at the G3 level, are summarized in Scheme 9 (Kabli
et al., 2006; see also Chan et al., 2005 for complementary
calculations at a lower level of theory).

By contrast, protonation of pyridine unambiguously occurs
on the nitrogen atom since its lone pair is not involved in the
p-electron delocalization. Relative energies of the various
protonated forms of pyridine indicated in Scheme 9 results from
B3LYP/6-311G(2d,p) enthalpy calculations at 298 K (Nguyen &
Turecek, 1997; Pham-Tran et al.).

3. Substituents Effects on Protonation

At variance with solution chemistry where it is often difficult to
separate solvent and substituent effects, gas-phase chemistry
allows the understanding of intrinsic reactivity. Substituent effect
on thermochemical properties of gaseous cations and anions has
been consequently a subject of intense interest for a long time
(Taft & Topsom, 1987; Gal & Maria, 1990; Chuchani et al.,
1999). The substituent effects are generally interpreted by the
combination of terms taking into account (i) the electrostatic
effects (field/inductive, polarizability) and (ii) the resonance of p
electrons. The first effects occur without transfer of electron from
or to the substituent whereas resonance obviously involves this

SCHEME 5.

SCHEME 6. SCHEME 7.
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kind of transfer. Finally, steric effects may be invoqued in certain
circumstances.

The general treatment of substituent effects supposes that it
is possible to separate the various types of interactions between a
substituent (a small part of the molecule which quantitatively
influences its properties but does not change its general
characteristics) and a reaction site (a functional group, for
example a basic site) separated from the substituent by the
remaining framework of the molecule. As far as protonation
thermochemistry is concerned (i.e., the thermodynamic of
reaction (1): MHþ!MþHþ), substituent effects on both the
neutral molecule and its protonated form should be envisaged.
Due to the exacerbation of intramolecular electrostatic inter-
action in positively charged species and to the possibility of
charge stabilization by p-electrons resonance, stabilization due
to the various forms of the substituent effects is generally greater
for the protonated molecule MHþ than for the neutral M. This
is why the contribution of the neutral is often neglected to
qualitatively estimate the substituent effect on gas-phase basicity
and proton affinity. Obviously, a quantitative treatment of
protonation thermochemical data should include consideration
of electrostatic interactions and resonance effects in both the
neutral and the protonated base. A brief recall of the definitions
relevant to the electrostatic effects expected to be produced
by substituents bearing a permanent dipole or a polarizable
moiety on a positive charge or on a permanent dipole is first
presented.

a. Electrostatic effects. If we consider a point charge q situated
at a distance r from the center of a locked dipole m, the interaction

energy due to charge–dipole electrostatic forces is given by

EFcd ¼
qm cos y
4p"r2

ð94Þ

where y is the angle between the dipole and the point charge and e
is the effective permittivity (Scheme 10). This through space (or
‘‘field’’) interaction may schematically describes the effect of a
polar substituent on the charge of a protonated molecule. This
effect operates at relatively long range via the 1/r2 relationship
and, according to Equation (94), its sign (it may be either
attractive or repulsive) and intensity depends drastically on the
orientation y of the dipole, the maximum stabilization being
(EFcd)max¼ qm/4per2.

The influence of a polar substituent (mA) on a second dipole
(mB) may be similarly described (Scheme 10). In that case, the
potential energy of interaction takes the form:

EFdd ¼
mAmB

4p"r3

� �
ð2 cos yA cos yB � sin yA sin yB cosfÞ ð95Þ

where f represents the dihedral angle between the two planes
containing each dipole and the r line. Equation (95) represents a
medium range interaction which takes its maximum value,
(EFdd)max¼�2mAmB/4per3, for yA¼ 08 and yB¼ 1808, that is,
when the dipoles are collinear. Another particular configuration
is the antiparallel arrangement (yA¼ yB¼ 908) which leads to a
stabilization energy EFdd of �mAmB/4per3, that is, (EFdd)max/2.

If we replace the polar substituent by a polarizable entity of
polarizability a (Scheme 11), the point charge will be at the origin
of an induced dipole m0 and consequently to an attractive force. In
this simplest view the interaction energy takes the form:

Eacp ¼ �aq2

2ð4p"Þ2r4
ð96Þ

Formation of an induced dipole m0 is also possible from the
interaction between the polarizable substituent and a dipolar
functional group (Scheme 11). The resulting energy gain is then
given by Equation (97):

Eadp ¼ � am2

2ð4p"Þ2r6

 !
ð1þ 3 cos2 yÞ ð97Þ

SCHEME 8.

SCHEME 9.
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Obviously, the maximum stabilization is expected for y¼ 0
which leads to (Eadp )max¼�4am2/2(4pe)2r6.

Considering the role of r in Equations (94)–(97), it appears
that the polarizability effect is efficient at a shorter distance than
the field effect. Illustration of the role of the distance r on the
various contributions to electrostatic interactions is given in
Figure 25. For these examples, the dipole moments m and the
polarizability a have been taken equal to 5 Debye and 5 Å3,
respectively, and the angles y chosen to obtain the maximum
stabilization energies. The effective permittivity of the medium e
has to be taken equal to e0 the permittivity of the vacuum
(e0¼ 8.854� 10�12 C2 J�1 m�1). It is interesting also to compare
the absolute stabilization energy values at fixed distance r. For
example (EFcd)max¼�90.4, (EFdd)max¼�47.1, (Eadp )¼�13.6
and (Eadp )max¼�7.4 kJ mol�1 for r¼ 4 Å, showing a decreasing
order of importance of the various contribution.

The two electrostatic effects, field and polarizability, are
dependent on the permittivity of the surrounding and it is
therefore apparent that in solvent of high dielectric constant the
incidence of EF and Ea is reduced, while it is amplified in the gas
phase.

If the importance of electrostatic interactions on the stability
and reactivity of isolated ions should be emphasized, their
influence on the properties of the neutral counterpart should
not be forgotten either. It may be simply recalled that the
dissociation energy of a heteronuclear bond AB is generally
larger than the average of the bond dissociation energies of AA
and BB. Since Pauling (1960), this extra stabilization is described
as resonance between the covalent and ionic structures a–c
(Scheme 12).

The extent of resonance depends on the stability of the ionic
configurations which is related to the ability of A or B to attract

electron. As it is well known, this idea forms the basis of the
concept of electronegativity and appears to explain most of the
chemical bonds characteristic in the periodic system (Mo et al.,
2005).

The situation is more delicate when polarizable substituents
(mostly hydrocarbon groups) are involved. Effect of alkyl
substituents R (R¼CH3, C2H5, i-C3H7 and t-C4H9) on homolytic
bond dissociation energies of RX molecules has been shown to
depend strongly on X (Coote et al., 2003). For X¼H and, to a less
extend, X¼CH3, a decrease of bond dissociation energies is
noted with increasing alkylation (i.e., when going from R¼CH3

to R¼ t-C4H9). For X¼ F, OH, and OCH3, the reverse is
observed: an increase of the bond dissociation energies
accompanies the increasing alkylation. Interestingly, the R–X
bond length always increases, whatever the nature of X, when the
size of the alkyl group increases. A simple explanation is
provided by a simplified valence bond description involving
structures a0 and b0 (Scheme 13).

It must be first underlined that, in this conceptual view, the
mixing between the ionic and covalent limiting structures a0 and
b0 leads to a stabilization of the resonance hybrid. It is
consequently expected that the R–X bond dissociation energy
will increases when the mixing between a0 and b0 increases.
The second point is that the participation of the limiting structure
a0 is heavier for electronegative X, thus the mixing is more
important for X¼F and is decreasing for X¼OH and OCH3. The
consequence is the well-established results that, for a given R, the
R–X bond dissociation energy increases with increasing X
electronegativity. The third point to consider, is that the limiting
structure a0 will be stabilized by an alkyl group R to the extend of
the polarizability of this latter. Consequently, we expect the
stability of a0, and thus that of the resonance hybrid, to increase in

SCHEME 10.

SCHEME 11.

POLYFUNCTIONAL MOLECULES &

Mass Spectrometry Reviews DOI 10.1002/mas 813



the order CH3<C2H5< i-C3H7< t-C4H9. The combined stabi-
lizing effects experienced by the RX molecules obviously
account for the increase in the R–X bond dissociation energies
with increasing both alkylation and X electronegativity. It may be
finally noted that, in addition to electrostatic effects, alkyl groups
may also participate to the bonding properties of neutral and
ionized species by hyperconjugative electron donation (Mayer
et al., 1997). This does not change the above reasoning.

b. Resonance effect. The substituent resonance effect arises
when the substituent participates to the transfer of p electrons
from, or to, the probe center (Scheme 14).

It is a well known effect, familiar to chemists who separate
substituents containing an atom or group of atoms with a lone
pair: the p-electron donors substituents, and substituents
containing unsaturated groups which are generally p electron
acceptors. Transmission of the effect in an extended p system
may occur at very long range without significant alteration. As
underlined in a preceding paragraph, resonance is responsible of
considerable stabilization of the protonated molecules by charge
delocalization which results in an increase in proton affinities.
The resonance effect acts also in the orientation of the
protonation on the site leading to the largest delocalization of
the charge (see for example Schemes 7–9).

c. Linear free energy relationship. A quantitative, but empiri-
cal, measure of substituent effects has been originally stated by
Hammett 70 years ago (Hammett, 1937) who shows that the
effects of a substituent X on the rate or equilibrium constants of
reactions of benzene derivatives takes the form:

ln
KX

KH

� �
¼ rsX ð98Þ

where r is specific of a given reaction and sX a constant
expressing the substituent X effect. Linear free energy relation-
ship given by Equation (98) has been successful in treating the
substituent effects of a large variety of solution and gas-phase
reactions (Harrison, 1999). The generalized treatment proposed
by Taft and Topsom (1987) depasses the frame of aromatic
compounds to describe the case of alphatic molecules. The
authors introduce a summation of three distinct contributions,
including field, polarizability and resonance effects, such as

DG0 ¼ rFsF þ rasa þ rRsR ð99Þ

to express the difference in free energy between the considered
reaction occurring with a substituent X and the corresponding
reaction with unsubstituted reactant.

Applicability of Equation (99) to protonation thermochem-
istry may be illustrated by the correlation observed between
the gas-phase basicity of monodentate aliphatic bases with the
polarizability index sa of Taft (Fig. 26). A linear relationship is
indeed observed between DGB¼GB(XH)�GB(XR) (X¼NH2

and OH) andsa. The significant increase of the gas-phase basicity
with the size of the alkyl group R means that R stabilizes more
efficiently the protonated forms than the neutral bases. This is
clearly in line with the (charge/induced dipole) stabilizing effect
of an alkyl group R on a positive charge presented above. A
comparison between the two correlation lines corresponding to
RNH2 and ROH series in Figure 26 reveals different slopes ra
(Eq. (99)). The stronger increase in basicity observed for the later
series may be explained by the larger electron demand from an
oxonium ion compared to an immonium center, or, to return to

FIGURE 25. Stabilization energies afforded by charge–dipole (EFcd),

charge-polarizable moiety (Eacp ), dipole-dipole (EFdd) and dipole-

polarizable (Eadp ) moiety interactions as a function of the distance r,

for a typical situation where m¼ 5 Debye and a¼ 5 Å3. [Color figure can

be viewed in the online issue, which is available at www.interscience.

wiley.com.]
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Scheme 2, by a larger participation of limiting structure 1Hi in
the description of the oxonium ions.

The role of field and resonance effect may be illustrated by
the protonation of monosubstituted benzenes. The correlation of
the proton affinities of C6H5X molecules with the Brown constant
sþpara is presented in Figure 27. Points corresponding to electron
withdrawing substituents CO2CH3, CN, and NO2 have clearly
different behavior that the other substituents. An excellent linear
correlation is found (Pr¼ 0.98) if we exclude the three above-
mentioned substituents of the correlation. The explanation in
that, except for CO2CH3, CN and NO2, protonation occurs in para
position of the aromatic ring and the constant sþpara is well suited

to describe the stabilization of a positive charge by p-electron
donor effect. Deviation from linear free energy relationship may
be related to a change in reactivity, or of structure, in the series. In
the present case, the deviation observed for the p-electron
attractor substituents CO2CH3, CN, and NO2 is due to the fact
that protonation occurs on the substituent as described in
Introduction.

Note however that protonation on the substituent may
accidentally correspond to a proton affinity similar to the para
position. This seems to be the case for aniline as indicated by
recent molecular orbital calculations which point to very similar
energies for the N and para protonated aniline (Russo et al.,
2000).

d. Correlating proton affinities with ionization energies. In
assessing protonation thermochemistry in the gas phase, it has
proven useful to establish empirical correlations between proton
affinities and some other properties of the considered molecules.
In line with this goal, several approaches have been developed
for relating proton affinity with valence electron (Staley
& Beauchamp, 1974; Aue, Webb, & Bowers, 1976; Staley,
Kleckner, & Beauchamp, 1976; Campbell et al., 1992) or core
electron (Davis & Rabalais, 1974; Martin & Shirley, 1974; Caroll
et al., 1974; Mills, Martin, & Shirley, 1976; Benoit & Harrison,
1977; Harrison, 1999) ionization energies. The basic idea starts
from the simple observation that proton affinity, PA, and
ionization energy IE, in both cases depend on differences in
energy between species which essentially differ in charge.
Moreover, to remove an electron and to add a proton are
electrically analogous processes. Trends in both quantities, PA
and IE, are related to the interplay of inductive and polarization
effects in the neutral and in the positively charged state (see
Characteristics Related to the Nature of the Basic Site).
Introduction of a positive charge, either by protonation of by
removal of one electron, is accompanied by an energy difference
that varies mainly through the ability to stabilize the charge.
Based on a simple model two groups (Davis & Rabalais, 1974;
Martin & Shirley, 1974) independently showed that a linear
correlation of unit slope should exist between proton affinity and
inner-shell electron binding energies within a homologous series
of molecules. This model was expected to interpret the alkyl
group effect mainly due to its polarizability which stabilizes more
efficiently the charged species. Linear correlations between PA
and core-electron energies, IEcore, were indeed observed for
series of alcohols, ethers, amines, and carbonyl molecules (Davis
& Rabalais, 1974; Martin & Shirley, 1974; Mills, Martin, &
Shirley, 1976; Benoit & Harrison, 1977; Slaughter & Banna,
1988), however, separate correlation were observed for different
functionalities (e.g., alcohols and ethers; primary, secondary or
tertiary amines). Similar results have been finally obtained by
using valence shell electron ionization energy, IEvalence, rather
than IEcore (Staley & Beauchamp, 1974; Aue, Webb, & Bowers,
1976; Staley, Kleckner, & Beauchamp, 1976; Benoit & Harrison,
1977). For example, nitriles proton affinities are found to be
linearly correlated to the adiabatic N lone pair ionization energy
and not to the first ionization energy which is related to a pCN

orbital (Staley & Beauchamp, 1974). One interest of this kind of
correlation is its ability to predict, or verify, the protonation site of
a given molecule or set of molecules. As an example, the linear

FIGURE 26. Correlation between proton affinity of primary amines

RNH2 and alcohols ROH with the Taft sa constant of substituents R.

[Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

FIGURE 27. Correlation of proton affinities of monosubstituted

benzenes with sþpara (CO2CH3, CN, and NO2 are omitted from the

correlation). [Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]
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correlation between the PA of primary amines of general formula
RCH2NH2 (R¼H, CH3, C2H5, C3H7, C4H9, C5H11, and C7H15)
is presented in Figure 28. All energetic values are taken from the
available compilations: (Hunter & Lias, 1998) for PA and (Lias
et al., 1988) for IE, the assumed errors bars correspond to
�4 kJ mol�1 and 0.02 eV for PA and IE, respectively. From least
square analysis, the fitting line corresponds to the equation
PA(kJ mol�1)¼ 1477.7� 64.03EI(eV) with a correct correlation
coefficient r¼ 0.956. The points, PA versus IEvalence, of three
bifunctional molecules are also presented in the same graph. The
large discrepancies observed undoubtly show that the stabiliza-
tion of the charged species are completely different for
these molecules than for the primary amines. Accordingly, the
formation of a strong internal hydrogen bond in protonated
diamine and aminoalcohols overshadow the polarizability effect
responsible of the linear behavior of primary amines.

In a similar way, using also primary amines as reference
species, Beauchamp and co-workers (Campbell et al., 1992) find
a linear correlation between the PA and the nitrogen lone pair
ionization energies of most of the aminoacids which confirms the
amine group as the most favorable protonation site. Deviation
from the correlation is observed for aminoacids able to form
strong intramolecular hydrogen bonds (e.g., tryptophane) or
which protonate preferentially on the side chain (e.g., arginine).

The recently proposed dissection of the protonation process
into ionization of the base, formation of the H atom with the
incoming proton and homolytic bond formation between H and
the radical cation of the base, may be seen as an extension of the
above discussed correlations (Maksic & Vianello, 2002).

e. Correlating proton affinity with the size of the molecule. A
number of thermochemical properties follow additivity rules and

thus presents linear dependence with the number of groups, or
bonds or atoms of the molecule. Among these quantities are
standard heats of formation, heat capacities and third law
entropies of neutral species (Benson, 1976). By contrast, this is
not the case for thermochemical quantities involving charged
species: heats of formation of ions, ionization energies and proton
affinities show evolutions decreasing in rate along a homologous
series defined by the sequential change in methylene groups.
Clearly, the ability to stabilize a charge does not follow a linear
relationship with the size of the considered species but rather,
an asymptotic law. Holmes and co-workers show that ioniza-
tion energies and proton affinities follow a linear relationship
with 1/n, where n is the number of atoms of the molecule (Holmes
& Lossing, 1991; Aubry & Holmes, 2000; Holmes, 2003). Heats
of formation of cations may be also expressed via a 1/n law
(Holmes, Fingas, & Lossing, 1981) or a ln(n) relationship
(Holmes & Lossing, 1982). Different correlation lines are
obtained for different functional groups and the slope of the IE
(or DfH

0(ion)) vs. 1/n (or ln(n)) lines seems to decrease in the
order alkane> alcohol-ether> chloride> bromide> iodide.

Figure 29 presents an example of linear correlation between
proton affinities and 1/n for a series of primary amines
RCH2NH2. Al the energetic values were taken from the Hunter
& Lias compilation (Hunter & Lias, 1998) except for
n-heptylamine for which the proton affinity value has been
readjusted to 928.0 kJ mol�1. The linear fitting is excellent
(Pr¼ 0.998) and the decrease of proton affinity with decreasing
the size of the molecule is in line with the parallel decrease in
polarizability of the substituent R. In connection with this
remark, it should be underlined that polarizability is linearly
related to the number of atoms or electrons of the considered
species (Miller, 1990). A clear illustration is this relationship is
given in Figure 30 where the polarizability of a series of alkane
and of some amines is plotted against the number of atoms (solid
line) or the number of electrons (dashed line).

In Figure 29 are also presented data for two series of
bifunctional bases bearing also an amino group: the diamines

FIGURE 29. Example of linear correlation between proton affinity and

the size of the molecule: primary amines of general formula RCH2NH2

(R¼H, CH3, C2H5, C3H7, C4H9, C5H11, C6H13, and C7H15), diamines

NH2[CH2]pNH2 and aminoalcohols NH2[CH2]pOH (p¼ 2, 3, and 4).

[Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

FIGURE 28. Example of linear correlation between proton affinity and

valence shell ionization energy: primary amines of general formula

RCH2NH2 and several substituted amines. [Color figure can be viewed in

the online issue, which is available at www.interscience.wiley.com.]
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NH2[CH2]pNH2 and aminoalcohols NH2[CH2]pOH (p¼ 2, 3,
and 4). It is remarkable that, even for these species, a linear fit is
also observed. The correlation lines are however clearly different
from that of the monofunctional bases indicating that the change
in the number of methylene groups is associated with a different
stabilizing effects on the protonated bases. Accordingly, the
1/n term is also related to the number of carbon atoms separating
the functional groups, a major parameter in the stabilization of
protonated bifunctional molecules by intramolecular hydrogen
bonds as it will be emphasized in a next section (see Intra-
molecular Hydrogen Bonding). The observed linear behavior is
thus not related to polarizability but to another electrostatic
interaction which also correlate with 1/n.

C. Hydrogen Bonding and Protonation

Hydrogen bonding is an important intermolecular and intra-
molecular interaction encountered in neutral or ionized systems,
in gas, liquid, and solid phases. It plays a very crucial role in many
chemical and biochemical processes and in the protonation
events since it may be considered as the first step of a proton
transfer. In a large sense, a hydrogen bond involves a hydrogen
atom covalently bound to an electron deficient center, A–H (or
A–Hþ), and an acceptor center B (or B�) including a non-
bonding lone pair or a p-electrons system (Jeffrey, 1997;
Scheiner, 1997; Gilli & Gilli, 2000; Sobczyk, Grabowski &,
Krygowski, 2005). The proton donor part A–H contains
classically an electronegative atom but weak donors systems,
such as certain C–H, P–H, . . . bonds, have been also identified
and theoretically characterized (Scheiner, 1997; Desiraju &
Steiner, 1999; Hartmann, Westmore, & Radom, 2001; Wetmore
et al., 2001; El Firdoussi et al., 2005). To understand the
consequences of hydrogen bonding in the basicity of polyfunc-

tional compounds it is of interest to recall some results pertaining
to bimolecular complexes, both neutral and protonated, bounded
together by a hydrogen bond.

1. Intermolecular Hydrogen Bonding

a. Neutral hydrogen bonded dimers. A large number of neutral
hydrogen bonded dimers A–H� � �B have been investigated by
rotational spectroscopy (Legon & Millen, 1987; Jeffrey, 1997).
Because this experimental method is conducted in the gas-phase
under low pressure, the derived structural and energetic
informations refer to isolated complexes. On the basis of these
experimental data, rules concerning the geometries of hydrogen
bonded complexes have been enunciated (Legon & Millen,
1987). These rules state that the axis of the AH molecule
(i) coincides with the axis of the non-bonding electron pairs of B,
or, if the interaction involve p-electrons rather than non-bonding
electrons, (ii) is perpendicular to the plane of the p-electrons
system. Following Jeffrey in his large compilation involving both
condensed and gas-phase data (Jeffrey, 1997), weak to moderate
hydrogen bonds between AH and B are essentially electrostatic
and the A–H� � �B complexes are characterized by H� � �B
distances in the 2–3 Å range and by AHB angle situated between
908 and 1508. Quantum chemical calculation on isolated dimers
completes these structural information as illustrated in Figure 31
for several simple systems.

Directional interaction of the AH donor toward a non-
bonding electron pair of B (the first rule of Legon and Millen
(1987)) is apparent for the (HF)2 (OH2)2 and (NH3)2 complexes,
the AHB angle of �1708 corresponds probably to the minimum
repulsion between the hydrogen atoms not involved in the
hydrogen bond. The second rule of Legon and Millen (1987)
(point (ii) above) is clearly illustrated by the structure of the
C2H4� � �HF complex.

For more complex molecules however the prediction of
the probable structure of hydrogen bonded complexes is not
straightforward. In fact, as established by theory (Chan et al.,

FIGURE 31. Optimized (B3LYP/6-311þG(d,p) level) geometries of

selected hydrogen bonded neutral dimers (HF)2, (OH2)2, (NH3)2,

C2H4� � �HF. [Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]

FIGURE 30. Correlation between molecular polarizabilities and the

number of electrons or atoms in the molecule. [Color figure can be viewed

in the online issue, which is available at www.interscience.wiley.com.]
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2005), hydrogen bond formation is essentially influenced by
electrostatic interactions: the preferred site for hydrogen bonding
corresponds to the more localized negative charge. It does not
necessarily correspond to the most basic site. For example FH
leads to a preferred complex with vinylamine at the nitrogen atom
rather than at the carbon C(2) which is the preferred site of
protonation. The energy difference calculated between the two
complexes a and b is equal to 12 kJ mol�1 (Scheme 15).

Other examples of molecules for which hydrogen bond and
protonation occur at different sites are given in Scheme 16. 1H-
Azirine and azete form hydrogen bond complexes (indicated by a
dotted arrow) preferentially on the nitrogen atom rather than on
their most basic site (indicated by a large arrow). In pyrrole, the
electron pair of the nitrogen atom is too largely delocalized to act
as hydrogen bond acceptor, in that regard, position C(3) is
favored but as already mentioned the most basic site is carbon
C(2). Finally furan gives more favorable hydrogen bonding at
oxygen and position C(3) whereas the preferential protonation
site is again C(2).

In a similar vein, the most stable water/hydrogen cyanide
cluster is H2O� � �HCN, not HCN� � �H2O which lies 6 kJ mol�1

above, although the proton affinity of HCN is higher than that of
H2O by ca. 20 kJ mol�1 (Malaspina et al., 2006).

The energetic aspect of the hydrogen bonded gas-phase
neutral clusters has been also explored both experimentally and
theoretically. Several experimental enthalpies of dissociation of
symmetrical neutral dimers A–H� � �A are listed in Table 8
(Curtiss & Blander, 1988). It clearly appears that, in the majority
of cases, the dissociation enthalpy falls in the limited range of
values 15–20 kJ mol�1. The maximum value, 63 kJ mol�1,
corresponds to the particular case of the formic acid dimer
which contains two hydrogen bonds reinforced by a favorable,
cooperative, dipole–dipole interaction. Another important point
to note is that the dimers of acetonitrile, pyridine and acetone
exhibits similar binding energies whereas the hydrogen bonds
involve participation of a C–H donor moiety. For these three
molecules however, the carbon of the C–H group is substituted by

an electron attractor group which gives an acidic character of the
H atom involved in the hydrogen bond. Accordingly, when the
C–H donor group is unsubstituted, such as in acetylene, ethylene
or ethane the binding energy with, for example water, is limited to
7, 1.5, and 0.3 kJ mol�1, respectively (Hartmann, Westmore, &
Radom, 2001).

b. Protonated hydrogen bonded dimers. Information concern-
ing isolated proton bonded complexes AHþB and originating
from experiment and theory, are also numerous (Jeffrey, 1997;
Scheiner, 1997; Mautner, 2005). An important characteristic of
hydrogen bonding is that it is considerably reinforced when a net
electric charge is involved since electrostatic and polarization
interactions are dramatically enhanced. Accordingly, since
hydrogen bond energy between two neutral molecules is
typically equal to ca. 15–20 kJ mol�1 as shown above in
Table 8, this quantity attains value in the range 50–150 kJ mol�1

if one partner is an ionic specie. This is established from the
experimental determination of intermolecular ionic hydrogen
bond energies, that is, the enthalpy of the clustering reaction (c),
DcH

0:

AHþ þ B! AHþ � � �B ðcÞ

obtained, for a large number of couples of bases A and B, during
the last thirty years (Davidson, Sunner, & Kebarle, 1979; Larson
& McMahon, 1982; Mautner, 1984; Mautner & Sieck, 1985;
Speller & Mautner, 1985) and for which representative examples
are reported in Table 9.

Hydrogen bonding properties of AHþB complexes and
protonation energetics of A and B are intuitively suspected to be
related. When a protonated species AHþ encounters a base B, the
attractive electrostatic interaction would lead to an AHþ� � �B
complex. Moreover, it is possible that a proton transfer occurs
inside the complex resulting in another complex A� � �HBþ. For
gas-phase proton transfer reaction occurring without particular
constraint, the proton donor and the acceptor base orient
themselves to find the geometrical arrangement minimizing the
energy. A simple view of the formation of the AHþB complexes
is that the proton will be closer to the base of the larger proton
affinity (Scheme 17). Thus an AHþ� � �B complex is formed when
the proton affinity of A is larger than that of B. The hydrogen
bond in AHþ� � �B is then due to a partial electron donation of the
less basic species B to the proton donor group. This is expected to
be more efficient when the base B is as stronger as possible with
the constraint that PA(B) should be lower than PA(A).
Consequently, a strong hydrogen bond should be observed when
A and B have similar proton affinities.

SCHEME 16.

SCHEME 15.
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This is completely confirmed by the experimental results
presented in Table 9: the symmetric proton bound dimers
AHþ� � �A present the largest DcH

0 values. For example the DcH
0

of AHþ� � �NH3 clusters is equal to 104 kJ mol�1 when A¼NH3

and it progressively decreases to 90, 86, and 72 when A becomes
methylamine, dimethylamine and trimethylamine, respectively
(Mautner, 1984; Table 9). Another point that emerges from the
experimental data is that the binding energy of symmetric
protonated clusters,DcH0

sym, increases when the proton affinity of
the base A decreases. This may be readily explained by the fact
that when A is a weak base it has a limited tendency to give
electrons to the proton donor AHþ and thus the AHþ� � �A
distance is shortened resulting in an increase of the electrostatic
attraction.

The observation that unsymetrical complexes are less
stabilized than the symmetrical systems has been expressed in
the form of a relationship involving the difference in proton
affinities of A and B:

DcH0 ¼ DcH0
sym � a½PAðAÞ � PAðBÞ� ð100Þ

where DcH0
sym is the hydrogen bond energy of the symmetrical

protonated dimer AHþ� � �A anda a correlation parameter specific
of a given series of couples A and B. For example DcH0

sym¼
129� 8 kJ mol�1 and a¼ 0.46 for oxygen bases (Larson &
McMahon, 1982) while these two quantities are 97� 3 kJ mol�1

and 0.26� 0.03, respectively, for nitrogen bases, except cyanides
(Mautner, 1984). Extension of the correlation of DcH

0 with
[PA(A)� PA(B)] to mixed protonated dimers has been proposed
via the use of the general equation:

DcH0 ¼ DcH0
AB � a½PAðAÞ � PAðBÞ� ð101Þ

the parameters of which are given in Table 10 for oxygen nitrogen
and sulfur bases (Mautner, 1984; Mautner & Sieck, 1985).

The structures of the complexes, and particularly the length
of the ionic hydrogen bond, as revealed by quantum chemical
calculations, reflect the above energetic considerations as shown
in Figure 32 for simple systems.

Considering a larger amount of data, Jeffrey noticed that
strong (ionic) hydrogen bonds are mostly covalent and are
characterized by comparable AH and HB distances (the
‘‘hesitating proton’’) in the 1.2–1.5 Å range and by AHB angles
close to 1808. Accordingly, Figure 32 shows that the hydrogen

bonding atom is situated at the center of the AB distance for
(HF)2Hþ and (OH2)2Hþ. In the case of (NH3)2 Hþ however, the
most stable structure (at the B3LYP/6-311þG(d,p) level) is
somewhat asymmetric. In fact, the shift of the central hydrogen
from one nitrogen to the other is associated with a negligible
activation barrier of 1.1 kJ mol�1 (in the transition structure the
two NH bonds are equal to 1.31 Å). For these three examples the
AHB angle is very close to 1808. By contrast, the complex formed
between formaldehyde and protonated ammonia exhibits an
angular structure (Fig. 32): the directional effect of the lone pair
situated on the oxygen atom is combined with the repulsion
between the remaining three H of the ammonia and the methylene
group.

It has been found rapidly that the correlation of DcH
0 with

[PA(A)�PA(B)] given by Equation (101) was not sufficient to
precisely predict the DcH

0 value in all situations. Accordingly,
Speller and Mautner (1985) show that the experimental DcH

0 of
clusters involving cyanides are substantially stronger than
predicted by Equation (101) with the parameters DcH0

sym and a
of NHþ� � �N bonds (see also Table 9). This anomaly was
interpreted by the change in the hydrogen bond strength due to
the large dipole moment of the cyanides.

In fact, the details of the interaction that occurs during the
formation of a hydrogen bond between AHþ and B can be
influenced by characteristics of the products A and B other than
exclusively that related to the Bronsted basicity. As shown above
(see Characteristics Related to the Nature of the Basic Site) the
preferred site for protonation of a base A is mainly determined by
the stability of the resulting cation AHþ. It consequently depends
on the ability of the ion AHþ to stabilize the positive charge
by electrostatic and, often mostly, resonance effects. On the
other hand, it as been also mentioned (see Scheme 15 and the
corresponding discussion) that the preferred site for hydrogen
bonding in neutral systems AHB is primarily determined by local
electron densities. This latter characteristic may be also extended
to protonated AHBþ clusters (Chan et al., 2005). Consequently,
in polyfunctional molecules, the two criteria may not be fulfilled
by the same functional group and protonation or proton bonding
may occur at different sites.

Complexes formed between NH4
þ and vinylamine or furan,

for example, present an ionic hydrogen bond pointing on atoms
which are not the preferred sites of protonation (Scheme 18). In
the former case one H of the ammonium ion points toward the

TABLE 8. Experimentala enthalpies of dissociation of AH���A neutral dimers (kJ mol�1)a

aExperimental values from Curtiss and Blander (1988).
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TABLE 9. Experimental ionic hydrogen bond energies DcH of AHþ���B clusters

(kJ mol�1)

aLarson and McMahon (1982).
bMautner (1984).
cSpeller and Mautner (1985).
dMautner and Sieck (1985).
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nitrogen of the vinylamine while the complex between furan and
NH4

þ involves two hydrogen bonds with thep-electron system at
C(3) and O.

Similarly, to return to the cyanide case, the structure of the
adducts of the type RCNHþþO(H)R0 does not conform to what
may be expected from the proton affinities. Figure 34 shows the
example of R¼R0 ¼CH3, the proton is calculated to be closer to
the oxygen atom of the methanol molecule (d¼ 1.117 Å) than to
the nitrogen of methyl cyanide (d¼ 1.365 Å) whereas the proton
affinity of methanol, PA(CH3OH)¼ 754 kJ mol�1, is lower than
that of methyl cyanide, PA(CH3CN)¼ 779 kJ mol�1 (Mayer,
1999; Fridgen, Keller, & McMahon, 2001).

It is generally predicted by theory that there is no particular
barrier for the proton transfer reaction if no geometrical
constraint is imposed between the two basic sites A and B. The
potential energy surface presents only one minimum correspond-
ing to the optimum, AHþ� � �B or A� � �HBþ, arrangement as
described in Scheme 17. Formally, the proton transfer potential
energy surface may be decomposed in two potential wells
corresponding to the A–H and H–B elongations. When there is no
constraint imposed between the two basic sites A and B, the
optimum distance separating the two minima is reduced to
its minimum value which generally corresponds to the absence of
a central barrier (or to a barrier lower than the zero point
vibrational energy). At the opposite, when the distance between

the two minima is sufficiently large, the intercept of the two
curves occurs at high potential energy and an energy barrier may
be present. This behavior is expected when steric hindrance
imposes a A� � �B distance larger than the optimum value
(Scheiner, 1985).

c. Protonation of solvated species. Protonation thermochem-
istry of solvated molecules has been the subject of an important
number of studies (Ng, Baer, & Powis, 1993; Stace, 1995;
Mautner, 2005) which may be considered out of the scope of
the present review. However interesting observation may be
extracted from the behavior of molecules or ions in chemically
inactive medium such as noble gas environment. A recent
investigation on NH3(Ar)n and NH4

þ(Ar)n clusters shows that,
due to the better stabilization energies of the latter, the proton
affinity of ammonia increases with the number of ligands
(Szymczak et al., 2006). The increase in proton affinity is ca.
10 kJ mol�1 when adding the first molecule of Argon and slowly
decreases with increasing n. This shows indeed again that the
energetic of the protonation is sensitive to the stabilization of the
protonated form by charge/polarizable interactions.

2. Intramolecular Hydrogen Bonding

The importance of intramolecular hydrogen bonds in the
structures and functions of biological macromolecules is now
evidence. The first proposal that helical or sheet structures of
proteins and desoxynucleic acids are dictated by hydrogen bonds
is presently widely extrapolated to every aspect of biochemical
and biological processes (Jeffrey & Saenger, 1994). When we are
dealing with isolated molecules or ions, not subjected to interac-
tions with solvent molecules, intramolecular hydrogen bonds
may freely intervene and contribute to the intrinsic stability of the
considered species. Consequently, their role in the gas-phase
basicity of polyfunctional molecules is essential.

a. Intramolecular hydrogen bonds in neutral molecules. In-
tramolecular hydrogen bonding is expected if the considered
molecule contains both the donor group X–H and the acceptor
part Y in such a way that the X–H� � �Y system may be formed
without insurmountable constraint. Consequence of intramolec-
ular hydrogen bond formation is a gain in stability which will
favor particular conformations of the (necessarily polyfunc-
tional) molecule.

SCHEME 17.

TABLE 10. Correlation coefficients �cH0
AB (kJ mol�1) and a for AHþ���B

clusters

aLarson and McMahon (1982).
bMautner (1984).
cMautner and Sieck (1985).
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A direct estimation of intramolecular hydrogen bond energy
is however not an easy task because of the difficulties to separate
its own characteristics from the other bonding properties.
Approaches based on the comparison between conformers and
isomers of simplified homologues (Deshmukh et al., 2006),
where the hydrogen bond is either retained or non-existent, are
invariably limited by the fact that (at least) some dipole
orientations are different in the compared systems. It remains
however a simple mean to have an idea of the gain in stability
provided by the internal hydrogen bonding. a,o-Aminoalcohols
may serve to illustrate the role of intramolecular hydrogen bond
in the structure and the stability of neutral bifunctional
molecules. For 1,2-aminoethanol, 1, 1,3-aminopropanol, 2, and
1,4-aminobutanol, 3, the most stable conformations are the
pseudo-chair 1a–3a depicted in Figure 34 (Bouchoux et al.,
2002). These conformations are characterized by the existence of
an internal OH� � �N hydrogen bond, evidenced by a dotted line in
Figure 34. The calculated OH� � �N distance is decreasing from
2.175 to 1.848 Å when passing from 1a to 3a (Table 11).
Simultaneously, the OHN angle tends toward the 160–1708
AH� � �B angle observed for neutral alcohol-amines dimers (see
for example Fig. 31). It is expected that the OH. . .N shortening
and the OHN angle opening should be associated with an increase
of the hydrogen bond energy. As underlined above, the energy
difference between two conformers may be taken as a rough
estimate of the intramolecular hydrogen bond energy. This
argument may be used here by considering the energy difference
DE between the cyclized conformations 1a–3a and the fully
unfolded structures 1b–3b (Table 11). In fact, this energy

difference reflects the balance between the stabilization afforded
by the internal hydrogen bond and the destabilization due to the
ring strain. As shown in Table 11, the three conformations 1a–3a
are increasingly more stable than the fully unfolded structures
1b–3b, this result is in line with the decreasing ring strain energy
expected when passing from 1 to 3.

Estimation of the energy of intramolecular hydrogen bond is
perhaps more difficult when the counterparts AH and B
participate to a p-electron system. The concept of resonance
assisted hydrogen bonding (Jeffrey, 1997; Gilli & Gilli, 2000;
Sobczyk, Grabowski, & Krygowski, 2005), even still a matter of
debate (Alkorta et al., 2005), corresponds to situation where the
hydrogen bonding may be viewed as an extension of a p-electron
conjugation. This is for example the case for the keto-enol forms
of 1,3-dicarbonyls c and 3-amino-2-carbonyl derivatives d
(Scheme 19).

A comparison between energies of conformers and di- and
trimers allows to suggest that the intramolecular hydrogen bond
participate to ca. 20–30 kJ mol�1 in the stabilization of the 3-
aminopropenal and 3-aminopropenthial molecules (structure d
in Scheme 19; Jablonsky, Kaszmarek, & Sadlej, 2006). Such
intramolecular hydrogen bond, combined with the energy gain
provided by the p-electron resonance, may assume an excellent

FIGURE 32. Optimized (B3LYP/6-311þG(d,p) level) geometries of selected protonated dimers

(HF)2Hþ, (OH2)2Hþ, (NH3)2 Hþ, CH2O� � �HNH3
þ. [Color figure can be viewed in the online issue,

which is available at www.interscience.wiley.com.]

SCHEME 18.

FIGURE 33. Optimized (B3LYP/6-311þG(d,p) level) geometry of

CH3CN� � �HþOHCH3. [Color figure can be viewed in the online issue,

which is available at www.interscience.wiley.com.]
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stability to keto-enol or keto-imine molecules in the gas-
phase, but not necessarily in solution. It appears for example
that 1,4-hexanedione is, to more than 99%, in its enol form (4-ol-
3-penten-2-one) in the gas-phase while the diketo tautomer is
major in the tautomeric equilibrium in water solution.

b. Intramolecular hydrogen bonds in protonated systems. As
mentioned above during the examination of bimolecular systems,
the hydrogen bond energies are considerably enhanced when the
hydrogen donor is a protonated species. A stronger stabilization
is consequently expected during the formation of intramolecular

FIGURE 34. B3LYP/6-31G(d) optimized geometries of neutral 1,2-aminoethanol, 1, 1,3-aminopropanol,

2, and 1,4-aminobutanol, 3. [Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

TABLE 11. Geometrical and energetic characteristics of a,o-aminoalcohols and their

protonated formsa

aB3LYP/6-31G(d) optimized geometries.
bDE is the energy difference between the cyclized and linear forms of the system (see Figs. 34

and 35).
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hydrogen bonds in the protonated molecule MHþ than in the
neutral M. The first consequence is an increase of the proton
affinity of the corresponding molecule. This explains why floppy
polyfunctional molecules present higher proton affinities than
their monofunctional counterparts. Simultaneously, the forma-
tion of this strong intramolecular hydrogen bond leads to higher
rotational barriers in MHþ than in M. The second consequence is
that the entropy of the protonated structure becomes lower than
that of the neutral base (the protonation entropy DpS0(M) is
negative): an entropy loss has occurred during the protonation
process.

It has been recognized since the 1970s that the formation of
an internal hydrogen bond during protonation of a polydentate
base has a considerable impact on the corresponding thermo-
chemistry (Aue, Webb, & Bowers, 1973). It may be illustrated
here by considering again the series of a,o-aminoalcohols 1–3.
Proton affinities and protonation entropies of these molecules
have been determined from measurement of proton transfer
equilibrium constant at variable temperature (Mautner et al.,
1980). It was found that the proton affinities of 1–3 are situated
between 930 and 980 kJ mol�1, that is, significantly higher than
that of related primary amines. Accordingly, the proton affinities
of propyl to pentylamine are situated in the very narrow range
918–925 kJ mol�1. Moreover protonation is accompanied by
an important entropy loss particularly for 2 and 3. These
observations were interpreted by the formation of a strong
internal hydrogen bond in the protonated form, of increasing
strength from 1 to 3. A quantification of these effects has been
done by means of molecular orbital calculations (Bouchoux et al.,
2002). Theory predicts that the most stable conformations of
the protonated molecules are the cyclized forms 1Hþ–3Hþ

presented in Figure 35. The three conformers present indeed an
internal hydrogen bond between one hydrogen of the protonated
amino group and the oxygen of the hydroxyl group. As observed
previously for the neutral molecule (Fig. 34) the hydrogen bond

length decreases when the size of the molecule increase because
the attractive forces of the hydrogen bond are less and less
balanced by the ring strain constraints. The global stabilization of
the protonated forms thus increases from 1Hþ to 3Hþ. Another
indication is the energy difference DEH calculated between the
cyclized conformers 1Hþ–3Hþ and their corresponding linear
forms. As indicated in Table 11, DEH is (i) increasing with the
size of the molecule, and most importantly (ii) higher than
DE, the equivalent quantity associated to the neutral molecules.
This latter point is not surprising but it may be completed by the
observation that the maximum value expected for DEH is the
stabilization energy of an equivalent bimolecular system. This
latter may be estimated, using Equation (101), to ca. 90 kJ mol�1,
a value which looks likely for a limiting value ofDEH in Table 11.
The net result of the inequality DEH>DE is that the proton
affinity of the molecules increases when passing from 1 to 3.
Theoretical calculations predict PA(2)�PA(1)¼ 28 kJ mol�1

and PA(3)� PA(2)¼ 14 kJ mol�1 while experiment gives
slightly higher differences of 34 and 20 kJ mol�1, respectively.

Confirmation of the better stabilization of the protonated
form with respect to the neutral base is given by the measurement
of protonation entropy. Negative protonation entropies of �3,
�44, and �65 J mol�1 K�1 were determined for 1–3 (Mautner
et al., 1980). Calculations of the absolute entropy of 1–3 and their
protonated forms reveal also a decrease in entropy after
protonation, for reasons that remains to be established, the
absolute values however are less than that experimentally
determined (Bouchoux et al., 2002).

Examples of polyfunctional molecules supporting intra-
molecular hydrogen bonds will constitute the major part of the
review: a,o-disubstituted aliphatics, aromatics, aminoacids and
derivatives. . . Moreover, it will be seen that when the molecules
become more complex, the number of intramolecular hydrogen
bond possibilities obviously increases and new phenomenon
such as cooperative H bonds or more complex chemistry
involving covalent bond breaking and bond forming may appear.

D. Covalent Bonding and Protonation

Direct structural effect of the protonation on covalent bonding
has been described for simple systems in Protonation on p-
Electron Systems and will not be repeated here. The consequen-
ces of these structural changes, particularly the C–XH bond
elongation, are more or less complex C–X bond dissociations as it

FIGURE 35. B3LYP/6-31G(d) optimized geometries of protonated 1,2-aminoethanol, 1, 1,3-amino-

propanol, 2, and 1,4-aminobutanol, 3. [Color figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]

SCHEME 19.

& BOUCHOUX

824 Mass Spectrometry Reviews DOI 10.1002/mas



will be briefly recalled below. As described in Background, the
experimental determination of the gas-phase protonation ther-
mochemistry involves proton transfer reactions and consequently
the intermediacy of hydrogen bonded association adducts. The
stabilization energy of such complexes, up to 130 kJ mol�1

(Table 9), allows chemistry to occur and, in a number of cases,
may lead to products different to what may be expected from the
initial molecular structure. Moreover, when a polyfunctional
molecule is involved, these bimolecular interactions may become
intramolecular and open new reaction routes. The present section
presents a survey of the bimolecular and intramolecular
processes, induced by the protonation, that lead to significant
structural changes (i.e., dissociation, tautomerization, ring
opening/ring forming, internal nucleophilic substitution).

1. Bond Dissociation Induced by the Protonation

When an electronegative center X is protonated, the weakening
of the C–XHþ bond may lead to a heterolytic cleavage provided
the formed cation is a stable species. This simple dissociation
process is a well known reaction explaining a large part of the
fragmentations from simple protonated molecules such as
halogen derivatives, alcohols, ethers, amines, carboxylic acids,
esters, and amides to more complex biochemical polymers such
as peptides, polysaccharides or nucleic acids whatever the
ionization method is (chemical ionization, electrospray, atmos-
pheric pressure chemical ionization, matrix assisted laser
desorption ionization. . .) and whatever the excitation mode is
(internal energy of the ion provided directly by the ionization
process or after collisional activation or photon absorbtion. . .).
The reader is thus invited to consult the reviews or books related
to these mass spectrometric techniques (Harrison, 1992; Splitter
& Turecek, 1994; Gross & Caprioli, 2003; Gross & Caprioli,
2005; Paizs & Suhai, 2005).

Only a reminder of the essential features of C–XHþ bond
dissociations is given here. The, direct, simple C–XHþ

dissociation is observed mainly when the formed carbocation is
a stable species: tertiary or resonance stabilized carbocation, and
X an electronegative element. It is also amply demonstrated that,
if a more stable cationic product can be produced, the C–XHþ

dissociation is accompanied by hydride ion or alkyl migration.
For example, the computed energy barrier for the direct methanol
elimination from protonated cis-2-methyl-1-methoxycyclohex-
ane (cis-1 Scheme 20) to give 1-methyl-cyclohexyl ion a is equal
to 82 kJ mol�1 (Ari et al., 2003). If the departure of the methanol
molecule is assisted by a 1,2-hydride ion migration in a trans
coplanar concerted mechanism, the critical energy is reduced to
40 kJ mol�1. This pathway, favored by 42 kJ mol�1 with respect
to the direct methanol loss gives ride to the more stable 2-methyl-
cyclohexyl ion a’.

The lowest energy pathway for methanol elimination from
the trans-2-methyl-1-methoxycyclohexane isomer is even more
complicated. The first step is an isomerization of trans-1 to 2 by a
concerted shift of methanol and ring contraction, the second step
is a methanol elimination assisted by a 1,2-hydride ion migration
as described in Scheme 21.

The C–XHþ dissociation can be also accompanied by
internal nucleophilic substitution if another nucleophilic group is
present in the molecule. This has been observed for diols,
diamines and aminoalcohols. 1,4-Aminobutanol is a typical
example of such behavior. The protonated forms of this molecule
expel competitively a molecule of ammonia and a molecule of
water, the former reaction being favored at low internal energy of
the precursor ions (Bouchoux et al., 2002). Collisional activation
experiments demonstrate that the product ions are protonated
tetra hydro-furan and protonated pyrollidine, respectively thus
demonstrating the intramolecular nucleophilic substitutions de-
picted in Scheme 22. In addition, molecular orbital calculations
show that, even though the products of the water loss are the lowest
in energy, their formation is ampered by the passage trough the
high energy oxygen protonated form of 1,4-aminobutanol.

The b ions of oxazolone structure are formed from proto-
nated peptides by a similar nucleophilic cyclization (Scheme 23;
Paizs & Suhai, 2005). Nucleophilic attack by a carbonyl oxygen
of the carbon of the N-terminal neighbor carbonyl leads to the
formation of a protonated oxazolone derivative: the ion b.

The weakening of the C–X bond may also give rise to an
elongation without bond cleavage leading to the formation of
weakly bound ion-neutral complex from which new reactions
may take place such as H exchange, tautomerism or nucleophilic

SCHEME 20.

SCHEME 21.
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substitution. In the case of the peptide fragmentation presented in
Scheme 23, the intermediate ion neutral complex between b and
the neutral amine residual, allows a proton exchange and the
competitive formation of the y00 fragment ions.

2. Tautomerism Induced by the Protonation

a. Proton transport catalysis. This concept relies to reactions
where a proton is translocated inside a cation by means of a
neutral partner acting as a formal transporter (Bohme, 1992). The
HOCþ/HCOþ isomerism is a classical example of such a reaction
(Chalk & Radom, 1997; Collins & Radom, 2003; Fridgen &
Holmes, 2004). The critical energy for the direct rearrangement
of isoformyl HOCþ cation to its more stable isomer, the formyl
HCOþ cation, is approximately 160 kJ mol�1. It has been
demonstrated that this energy barrier is considerably reduced
when a suitable molecule X intervenes during the overall process
(102):

Xþ HOCþ ! ½XHþ � � �OC� ! ½XHþ � � �CO� ! Xþ HCOþ

ð102Þ

The proton affinity of X is of crucial importance because the
complexation of X with HOCþ or HCOþ weakens the bond
between H and CO as explicited in Equation (102). A systematic
study shows that if X has a proton affinity between that of O and C
of CO the barrier for rearrangement completely disappears
(Chalk & Radom, 1997). Other examples of rearrangements of
protonated or cationized species involving assisted proton (or
even alkyl cation) transport have been reported so far, from small
species HNNOþ/NNOHþ (Ferguson, 1989), CH3COþ/CH3OCþ

(Cunje et al., 1998) to 2-tetrahydropyranol, a model for the study
of sugar epimerization (Morpurgo et al., 2000).

b. Generalized tautomerism. Keto/enol tautomerism may be
initiated by a proton transfer reaction from an enolizable position
to a carbonyl oxygen such as given by Equation (103):

ðRÞ2COþ CH3�CþðOHÞR0 ! ðRÞ2COHþ þ CH2¼CðOHÞR0

ð103Þ

If both functions are located on a same molecular species, the
proton transfer may be realized by a mechanism formally
analogue to the proton transport catalysis evoked above or by
other indirect processes. In the example provided by 2,3-
butanedione (Scheme 24), which is more stable in its diketonic
form 1awhen unprotonated and in its keto-enol form 1bHþwhen
protonated (Akrour et al., 2007), tautomerization occurs within
the approach complex by a 1,4-hydrogen migration. The
protonated species BHþ does not transport the proton but it
activates one of the C–H bond of 2,3-butanedione by protonating
the adjacent carbonyl oxygen. After the 1,4-hydrogen migration
leading complex b, a rotation around the central CC bond leads
to the complex c which consists in the most stable protonated
form 1bHþ in interaction with B.

It is known that, in the gas-phase, aminoacids are more stable
in their covalent form H2NCHRCO2H than in their zwitterionic
form H3NþCHRCO2

� (Harrison, 1997). For example, quantum
chemistry calculations indicate that the isolated zwitterionic

SCHEME 22.

SCHEME 23.
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structure of glycine H3NþCH2CO2
� is not a minimum in

the potential energy surface and evolves spontaneously by a
1,4-H shift toward its neutral H2NCH2CO2H form, situated
�70 kJ mol�1 below the switterion (Jenssen & Gordon, 1995;
Nagaoka, Okuyama-Yoshida, & Yamabe, 1998). By contrast, in
aqueous solution, the reverse stability order is observed and the
question of as to whether a comparable situation exists inside
protonated clusters may be asked. Indeed several recent studies
show that the two forms, covalent and zwitterionic, may
intervene in clusters (Julian, Hodyss, & Beauchamp, 2001;
Raspopov & McMahon, 2005; Wu & McMahon, 2005). The
thermochemistry of gas-phase interaction between protonated
glycine and ammonia has been studied both experimentally by
high-pressure mass spectrometry and theoretically (Wu &
McMahon, 2005). The experimental binding energy for associ-
ation between GlyHþ and ammonia is 97 kJ mol�1. Quantum
chemical calculations show that essentially two structures, of
comparable stabilities, are compatible with this clustering energy
(GNcov and GNzw, Fig. 36). The first one is a complex between
covalent glycine and protonated ammonia while the second is a
complex between the zwitterionic glycine with protonated
ammonia. The two hydrogen bonds in this latter structure,

GNzw, appear to be particularly favorable since the acceptor
moiety is, formally, negatively charged. As a consequence, the
bond length between the ammonium hydrogen and carboxylate
oxygen is significantly reduced relative to the analogous bond in
GNcov. Interestingly enough, the 1,4 internal proton transfer
separating GNcov and GNzw is associated with a negligible
critical energy of less than 2 kJ mol�1. No doubt that, after
comparing this critical energy to the binding energy of the two
complexes, a statistical mixture of isomers GNcov and GNzw
will be present under thermal equilibrium conditions.

3. Ring Forming and Ring Opening Induced
by Protonation

a. Cyclization. Formation of a strong intramolecular hydrogen
bond in protonated bifunctional molecules is one of the major
source of cyclization induced by the protonation in the gas-phase
as it has been underlined above and as it will be exemplified in the
forthcoming parts of this review. Cyclization by formation of a
covalent bond by a nucleophilic attack may also accompany the
protonation process.

One example is provided by 2,5-hexanedione which, upon
protonation may give rise to an internal hydrogen bonded
structure aH or to the furanoyl structure aC (Scheme 25).
Quantum chemical calculation conducted at the G2MP2 level
shows that the latter ion is more stable than the former by
10 kJ mol�1 (Akrour et al., 2007). The proton affinity calculated
in the hypothesis of the formation of aC, 892 kJ mol�1, is in
complete agreement with the experimental value obtained from
variable temperature high-pressure mass spectrometry experi-
ments (Mautner, 1984).

b. Ring opening. During protonation of cyclic compounds, the
C–X bond elongation may lead to a ring opening without
separation of two fragments. It has been for example observed
that protonation of lactones occurs preferentially to the carbonyl

SCHEME 24.

FIGURE 36. B3LYP/6-311þG(d,p) optimized geometries of the two

most stable complexes between glycine and ammonium cation. [Color

figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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oxygen but that protonation at the oxygen ring may give rise to an
open form of significant stability (Bouchoux et al., 1995). The
most spectacular case is propiolactone for which the two pro-
tonated forms are of comparable stabilities (a and b Scheme 26).
From a general point of view, lactones exhibit larger basicities
than esters due to a favorable interaction between the incoming
proton and the ether-like oxygen, this is also the case for structure
a. It is also noteworthy that the ring opening is not complete in
structure b since an electrostatic interaction between the
hydroxyl oxygen and the carbon of the acylium-like carbon
stabilizes this conformation.

Similarly, protonation of cyclic anhydrides at one of the
carbonyl oxygen results in the fission of the farthest C–O bond as
exemplified with succinic anhydride in Scheme 27 (Bouchoux
et al., 1998). This is supported by molecular orbital calculations
but also by the experimental determination of a sizeable entropy
gain (up to 30 J mol�1 K�1) upon protonation. This bond

cleavage, attested by charge density calculations, is however
not complete. The conservation of a semi-cyclic arrangement
allows a favorable electrostatic interaction between the positive
charge of the incipient acylium carbon and the carbonyl oxygen
of the newly formed carboxylic acid group. The semi-cyclic form
is stabilized by ca. 50 kJ mol�1 with respect to its open chain
conformer.

Ring opening upon protonation is also predicted for
heterocyclic aromatic molecules such as 1H- or 2H-1,2,3-
triazoles (Kabli et al., 2006) and 1H-tetrazoles (Esseffar et al.,
2002).

4. Internal Nucleophilic Substitution Inside
Protonated Clusters

It is known for a long time that proton bound pairs of alcohols
may eliminate a water molecule (Beauchamp & Caserio, 1972).
Numerous experimental and computational studies have estab-
lished that this elimination reaction is preceded by a nucleophilic
substitution occurring in a rearranged cluster (Bouchoux &
Choret, 1997; Fridgen, Keller, & McMahon, 2001; Fridgen &
McMahon, 2002, 2003). The general reaction routes proposed to
explain the observed results are summarized in Scheme 28. It
involves a Rþ cation transfer (SN2 reaction) between complexes
aC and bC with a possible passage through a proton bound dimer
aH, this latter structure being significantly more stable than aC.

SCHEME 25.

SCHEME 26.

SCHEME 27.

SCHEME 28.
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The barrier for the alkyl cation transfer is sensitive to the size
of the migrating group, it is lowered for the larger alkyl groups
(Fridgen & McMahon, 2003). Moreover linear relationships have
been devised for evaluating the relative energies of intermediate
aC and SN2 transition state as a function of the proton affinities of
the precursor alcohols (Fridgen & McMahon, 2003; Grabowy &
Mayer, 2005).

Nitrile-alcohol protonated clusters exhibit also facile
water loss thus demonstrating a comparable rearrangement
involving isomerization of the most stable approach complex
RCN� � �Hþ� � �O(H)R0 to RCN� � �R0OH2

þ followed by a SN2 step
RCN� � �R0OH2

þ!RCNR0’þ� � �OH2 (Mayer, 1999; Ochran,
Annamali, & Mayer, 2000; Ochran & Mayer, 2001). More
recently, a similar rearrangement has been proposed to explain
the NO2H loss from nitroalkane proton bound pairs (Poon &
Mayer, 2006).

IV. CONCLUSION

This first part of a review on the basicity of polyfunctional
molecules has been centered on the concepts and methods
allowing the understanding of the protonation of mono- and
polyfunctional isolated molecules. A survey of the experimental
and theoretical methods of determination of protonation thermo-
chemistry is proposed and some insight on the structural changes
induced by the protonation of isolated molecules, but also
hydrogen bonded clusters, are given. It has been shown that
experimental methods (equilibrium, kinetic, thermokinetic)
allow generally accurate measurements of gas-phase basicities.
However, each have limitations, in particular the equilibrium
method is not usable for non-volatile compounds while the
kinetic and thermokinetic methods need still improvement to
correctly treat the protonation entropy. Theory may provide
correct proton affinity estimates and more or less accurate
protonation entropy if the size of the molecule is not too large.

Polyfunctional molecules are characterized by the possibil-
ities of interfunctional interactions which, upon protonation, may
be dramatically increased and lead to considerable structural
changes. These modifications have serious effects on the proton
affinity, protonation entropy and consequently gas-phase basicity
of these molecules. The large entropy change frequently
observed when protonating a polyfunctional molecule is perhaps
the most difficult quantity to handle both experimentally and
theoretically. A careful examination of the available data is thus
necessary.
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