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2. Entropy of functions. Let X be a random variable taking on a finite number of
values. What is the (general) inequality relationship of H(X) and H(Y) if

(a) Y =2X2
(b) Y =cosX?
Solution: Let y = g(z). Then
)= Y p)
@:y=g(x)

Consider any set of z’s that map onto a single y. For this set

> p@)logp(x) < Y p(@)logp(y) = p(y) log p(y),

a:y=g(x) @:y=g(z)

since log is a monotone increasing function and p(z) < P y=g(x) p(x) = p(y). Ex-
tending this argument to the entire range of X (and Y'), we obtain

H(X) = —ZP ) log p(x

—Z Z p(z)log p(x)

Y ziy=g(x)
- ZP y)log p(y)

= H(Y,

v

with equality iff g is one-to-one with probability one.

(a) Y = 2X is one-to-one and hence the entropy, which is just a function of the
probabilities (and not the values of a random variable) does not change, i.e.,
H(X)=H(Y).

(b) Y = cos(X) is not necessarily one-to-one. Hence all that we can say is that
H(X) > H(Y), with equality if cosine is one-to-one on the range of X .
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12. Example of joint entropy. Let p(z,y) be given by
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Find

(a) H(X),H(Y).

(b) HX|Y),H(Y | X).

(¢) H(X,Y).

(d) HY)-H(Y | X).

(e) I(X;Y).

(f) Draw a Venn diagram for the quantities in (a) through (e).

Solution: Ezample of joint entropy

I(X;Y)=H(Y)—- H(Y|X) = 0.251 bits.
See Figure 1.

(a) H(X)=2log3+ §log3=0918 bits = H(Y).
(b) HX|Y) = SH(X[Y =0)+ 2H(X|Y = 1) = 0.667 bits = H(Y|X).
(¢) H(X,Y)=3x Llog3= 1585 bits.
(d) H(Y)—H(Y|X) =0.251 bits.
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