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ABSTRACT
Civil Case Judgment Prediction (CCJP) is a fundamental task in
the legal intelligence of the civil law system, which aims to auto-
matically predict the judgment results on each plea of the plaintiff.
Existing studies mainly focus on making judgment predictions only
on a certain civil cause (e.g., the divorce dispute) by utilizing the
fact descriptions and pleas of the plaintiff, which still suffer from
the various causes and complicated legal essential elements in the
real court. Thus, in this paper, we formalize CCJP as a multi-task
learning problem and propose a CCJP method centering on the trial
mode of essential elements, CPEE, which explores the practical ju-
dicial process and analyzes comprehensive legal essential elements
to make judgment predictions. Specifically, we first construct three
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tasks (i.e., the predictions on the civil causes, law articles, and the
final judgment on each plea) necessary for CCJP, that follow the
judgment process and exploit the results of intermediate subtasks
to make judgment predictions. Then we design a logic-enhanced
network to predict the results of three tasks and conduct a compre-
hensive study of civil cases. Finally, owing to the interlinked and
dependent relationships among each task, we adopt the cause pre-
diction result to help predict law articles and incorporate them into
final judgment prediction through a gate mechanism. Furthermore,
since the existing dataset fails to provide sufficient case information,
we construct a real-world CCJP dataset that contains various causes
and comprehensive legal elements. Extensive experimental results
on the dataset validate the effectiveness of our method.
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1 INTRODUCTION
Based on the case narrative, the goal of Civil Case Judgment
Prediction (CCJP) is mainly to make judgment predictions about
whether a certain plea (e.g., the plaintiff demands a refund of wages
by the defendant) in a given case would be supported, partially sup-
ported, or rejected. In countries with civil law systems1, a human
judge focuses on case controversies and ascertains the case facts
through the statements of the plaintiff and the defendant during
the trial. The judge makes final judgments based on the relevant
law articles and all-sided case information, which is a complex set
of procedures full of the logic of judges [2, 41].

In the literature, CCJP has been formalized as a text classification
task for predicting the judgments on the pleas of the plaintiff, and
massive efforts have been made in this area [16, 19, 38, 44]. Among
them, Long et al. [16] proposed a legal reading comprehension
method for divorce cases. Ma et al. [19] showed a framework based
on real court debate data of the private lending dispute. Despite
these efforts in designing progressive frameworks for judgment
predictions, existing studies fail to discover the universality and in-
tegrity of CCJP. In order to break through the bottleneck of existing
methods, we are confronted with two major challenges:

Various civil causes in the law system:Most existing studies
concentrate on a certain type of civil cases like the private lending
dispute [19] or the divorce one [16]. However, in real court scenar-
ios, judges need to handle a wide variety of civil cases (e.g., there
are about 928 prescribed types of civil cases in China2). If we apply
the current models of CCJP (one model for one cause) to the real
court, it means that every time a civil case needs to be handled, the
judges need to find a particular one from various models, which
is cumbersome and unrealistic. Therefore, it is challenging to de-
sign a model that could handle various causes. Furthermore, the
relationships among the civil causes are quite complex. For exam-
ple, in China, the causes are designed into a four-level hierarchical
structure [18], realizing the evolution of the causes from top-level
general to bottom-level specific as shown in Figure 2 (a). Each case
has its particular cause, the corresponding applicable laws and case
circumstances of different causes often vary widely.

Complicated legal elements in civil cases: Recent studies fo-
cus on the case facts to make judgment on each plea of the plaintiff
[16, 32]. However, they ignore the legal essential elements includ-
ing litigant statements and law articles, which are important for
CCJP. On the one hand, it is difficult to determine case controver-
sies of both parties directly based on only facts and ignoring the
statements between the plaintiff and the defendant in real court
scenarios [2]. Therefore, it is significant for CCJP to capture case
controversies from litigant statements. On the other hand, civil
law articles work as references in civil cases and can be applied in
all cases with different judgments [16]. It is hard to follow one-to-
one matching between law articles and cases, and predict directly
among numerous articles [5].
1Civil law courts generally decide cases using codal provisions on a case-by-case basis,
without reference to other (even superior) judicial decisions in the civil law system.
2https://www.court.gov.cn/shenpan-xiangqing-282031.html
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Figure 1: The logic of judges in the actual adjudication
(Three line segments in different colors are considered to be
the judgment process of three tasks).

To tackle the above two challenges, we propose an approach
centering on the trial mode of essential elements for CCJP (i.e.
CPEE) by simulating the real judicial process. As shown in Figure 1,
there are rigorous relationships among judicial processes in actual
adjudication, and the logic for judgment is divided into three steps.
First, the judge determines the cause based on litigant statements.
Next, the relevant law articles can be found and applied based on
the cause, where the cause could help narrow the scope of a legal
search as shown in Figure 2. Finally, the judge makes judgments
on pleas after a series of rigorous deliberations. Inspired by the
above judgment process, we construct three tasks for CCJP (i.e.,
Civil Cause Prediction (CCP), Civil Law Articles Prediction (CLAP),
and Final Judgment Prediction(FJP)) to simulate the logic of judges.

Across the above three tasks, we design a logic-enhanced net-
work to make complete judgment predictions. On the one hand,
we design task-specific decoders in the network for three tasks.
Specifically, in the CCP, we set a local aware global classifier to
handle various civil causes by introducing the hierarchical structure
of cases (i.e., the structure is shown in Figure 2 (a)). In the CLAP,
we explore the hierarchy in civil law articles, where the articles
are structured in two layers including the general and specific arti-
cles [5] as shown in Figure 2 (b). Based on this two-layer structure,
we design two modules with label embedding methods to reduce
the complexity of direct predictions on total articles. Furthermore,
in order to focus more on case controversies between plaintiff and
defendant, we adopt the co-attention mechanism and mutual in-
formation regularizer to capture more relationships and pivotal
information of a case in FJP.

On the other hand, there is a logical advancement among tasks.
The steps in these tasks are interlinked and dependent as illustrated
in Figure 1. Since cases on different causes are governed by the same
general articles but different specific articles as shown in Figure 2
(b), we adopt the predicted cause of CCP to fix the scope of specific
articles, which could reduce the total amount and complexity of
predictions of CLAP. Subsequently, the predicted general and spe-
cific articles are integrated to help FJP through the gate mechanism
to provide legal reference and ensure standardization.

Although some datasets are currently available for civil cases [19,
32], they ignore various causes and comprehensive legal elements.
Therefore, we construct a real-world dataset that contains 158,625
civil cases of sufficient case information (the detailed description
of our dataset is shown in Section 5.1), and extensive experimental
results on the dataset show the effectiveness of our method CPEE.
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(a) The four-layer civil causes. (b) The two-layer civil law articles.

Figure 2: (a) The four-layer hierarchical structure of civil causes. (The numeric range under the cause name represents the
scope of specific articles applicable to each cause). (b) The laws are divided into two layers: general articles (i.e., articles 1
through 129 are applied to all causes) and specific articles (i.e., different causes apply different scopes of specific articles).

2 RELATEDWORK
At present, there was a great deal of research on the prediction of
criminal cases which was called Legal Judgment Prediction(LJP).
From single-task learning [17] to multi-task learning [37, 39], ex-
tensive studies have succeeded in predicting charges [30], articles
[34], and terms of penalty [35]. They have greatly contributed to
improving the accuracy, logicality, and interpretability of judg-
ment predictions on criminal cases [36, 40]. Extensive work has
succeeded for LJP, but few studies focused on modeling complex
civil cases. In this section, we review some excellent studies on
civil case judgment prediction as well as related technologies about
hierarchical text classification and label embedding.

2.1 Civil Case Judgment Prediction
In the civil case judgment prediction, many researchers have grad-
ually explored the structure and nature of civil cases. Long et al.
[16] proposed a reading comprehension network to handle multiple
and complex inputs (i.e., fact description, pleas of the plaintiff, law
articles) of divorce disputes. Zhou et al. [44] modeled the judgment
prediction of e-commerce disputes from buyer-seller interactions
and transaction data online. Gan et al. [8] represented declarative
legal knowledge as a set of first-order logic rules and integrated
them into a network in order to make the model more interpretable
in private lending disputes. Ma et al. [19] took a different approach
to CCJP by simulating the interaction between claims, facts, and
arguments in court debate data of private lending disputes. Since
the above methods were established on the basis of studying one
kind of dispute, Zhao et al. [38] proposed to solve the problem of
different civil causes by introducing an external knowledge base.

Nevertheless, these efforts neglected to handle various causes
and legal essential elements. They all performed independent tasks
to proceed, which lacked the logic and integrity of the real judicial
procedure. We try to make up for that in the paper.

2.2 Hierarchical Text Classification
In Hierarchical Text Classification (HTC), there were flat, local,
and global methods [23]. The flat methods usually treated HTC as
a simple multi-class classification problem, ignored the hierarchical
structure, and only predicted classes at the leaf nodes [7]. The
local approaches could be divided into local per node (i.e., train a
classifier on each class), local per parent (i.e., train a multi-class
classifier on all child nodes of a parent node), and local per level

Table 1: Main mathematical notations.

Symbol Description

S𝑐 =

{
𝑤𝑐1 , . . . , 𝑤

𝑐
𝑙𝑐

}
a word sequence of the plaintiff’s claims

𝑆𝑔 =

{
𝑤
𝑔

1 , . . . , 𝑤
𝑔

𝑙𝑔

}
a word sequence of the defendant’s arguments

𝑆 𝑓 =

{
𝑤
𝑓

1 , . . . , 𝑤
𝑓

𝑙𝑓

}
a word sequence of the fact description

𝑃 = {𝑝1, . . . , 𝑝𝑘 } the 𝑘 pleas of the plaintiff
𝑆𝑝𝑖 =

{
𝑤
𝑝𝑖
1 , . . . , 𝑤

𝑝𝑖
𝑙𝑝𝑖

}
a word sequence of an arbitrary plea

𝑆𝑙 = {𝑆𝑐 , 𝑆𝑔, 𝑃 } a collection of litigant statements
𝑌𝑝𝑖 = {0, 1, 2} the labels of a plea (i.e., reject, partially support,

support)
𝑌𝑐 = {𝑐1, . . . , 𝑐𝐾 } the 𝐾 civil cause labels
𝑆𝑐𝑡=

{
𝑤
𝑐𝑡
1 , . . . , 𝑤

𝑐𝑡
𝑙𝑐𝑡

}
a word sequence of an arbitrary civil cause de-
scription

𝑌𝑎 = {𝑎1, . . . , 𝑎𝑚 } a set of law articles

𝑆𝑎 𝑗 =

{
𝑤
𝑎 𝑗
1 , . . . , 𝑤

𝑎 𝑗

𝑙𝑎𝑗

}
a word sequence of an arbitrary article descrip-
tion

(i.e., train a multi-class classifier for each level) [3, 12, 15]. The
global ones built only one classifier to discriminate all categories
in a hierarchy [14, 27]. Clearly, the above works mainly focused
on either the local regions or the overall structure of the category
hierarchy, so some studies have combined the advantages of local
and global approaches for learning the dependencies among the
different levels in the hierarchy [31]. In addition, some researchers
tried to adopt label embeddings in the HTC [10]. Motivated by these
efforts, we integrated predictions for each level of the hierarchy
with those for the overall by combining local and global approaches.

2.3 Label Embedding
The methods of label embedding have been popular in various do-
mains and tasks that investigated the rich information behind class
labels. In NLP, Tang et al. [25] constructed a heterogeneous text net-
work and jointly embedded words, documents, and labels based on
word-word and word-document co-occurrences as well as labeled
documents. Wang et al. [28] embedded words and labels in the
latent space and designed an attention framework to compute the
compatibility between the labels and texts. A text embedding model
CatE [20] was proposed to learn discriminative text embeddings
for category representative term retrieval given a set of category
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Table 2: Specific inputs for three tasks.

Task 𝑆𝑙 𝑆 𝑓 𝑌𝑐 𝑌𝑎

CCP ✓
CLAP ✓ ✓
FJP ✓ ✓ ✓

names as user guidance. We adopt label embeddings for learning se-
mantics about law articles for obtaining more information between
the case and formulated articles.

3 PROBLEM DEFINITION
To sum up, we formulate CCJP as a multi-task learning problem
that contains three tasks: the predictions on the civil cause, the
relevant law articles, and the final judgment on each plea. The main
mathematical notations about inputs on three tasks are shown in
Table 1. Our goal is to learn a classifier 𝜉 that can predict these
three tasks cooperatively as follows:

{Y𝑐 , Ya, 𝑌𝑃 } ⇐ 𝜉

(
𝑆𝑐 , 𝑆𝑔, 𝑆 𝑓 , 𝑃, Y𝑐 , Ya

)
. (1)

Besides, in the Civil Cause Prediction (CCP), we formulate the
task as a hierarchical text classification problem. Given a collec-
tion of litigant statements 𝑆𝑙 = {𝑆𝑐 , 𝑆𝑔, 𝑃}, the defined hierarchical
possible categories in H hierarchical levels C = (𝐶1,𝐶2, . . . ,𝐶𝐻 ),
where C𝑖 =

{
𝑐1, . . . , 𝑐 |𝑐𝑖 |

}
is the set of possible categories in the

𝑖-th hierarchical level, the |𝑐𝑖 | is the number of categories in the
𝑖-th hierarchical level. The total number of causes is 𝐾3. Our goal
of CCP is to integrate the document texts 𝑆𝑙 and the hierarchical
category structure 𝛾 of causes to learn a classifier that could be
used to predict 𝑌𝑐 for different cases.

4 THE CPEE FRAMEWORK
In this section, we will introduce the technical details of CPEE. As
shown in Figure 3, CPEE mainly contains three parts, i.e., CCP,
CLAP, and FJP. Besides the legal elements inputs and document en-
coder layer, we design a logic-enhanced network across three tasks.
Specifically, we first adopt specific legal elements inputs for each
task. Then, we employ encoders to generate the semantic vectors of
task-specific inputs. Finally, we exploit the logic-enhanced network
that contains task-specific decoders to predict causes, law articles,
and final judgments. In the whole framework, the results of cause
prediction contribute to predicting articles, while law articles help
to make final judgment predictions through the gate mechanism.

4.1 Legal Elements Inputs
In a real court, almost all sentences, facts, and debates are used for
or against both main parties in the case [2], which indicates it is
necessary to take full advantage of the text data in civil judgment
documents4. Therefore, we perform different inputs for three tasks
as shown in Table 2 by availing data adequately to simulate the real
judicial process and analyze the case from multiple perspectives.

3In our work, the 𝐻 is 3, the root node represents the contract dispute. The |𝑐2 | is 6,
the |𝑐3 | is 4, the total number of causes is 10.
4https://wenshu.court.gov.cn

4.2 Document Encoder
We design document encoders to generate the vector representa-
tions of the fact descriptions, litigant statements, cause labels, and
article labels. The common Bi-directional LSTM [9] is adopted as
our encoder. In detail, given a word sequence of fact descriptions
𝑆 𝑓 , we map each word of 𝑆 𝑓 into its word embeddings by adopting
pre-trained word vectors, the word2vec [21], and get the word em-
bedding sequence of fact descriptions 𝐸 𝑓 =

{
𝑒
𝑓

1 , . . . 𝑒
𝑓

𝑙𝑓

}
, 𝑒
𝑓

𝑖
∈ R𝑑𝑤 ,

where 𝑑𝑤 is the dimension of word embedding. Then, we embed
𝐸 𝑓 into continuous hidden states by Bi-LSTM encoder:

𝐻 𝑓 = Bi−𝐿𝑆𝑇𝑀
(
𝐸 𝑓

)
, (2)

where 𝐻 𝑓 =

{
ℎ
𝑓

1 , ℎ
𝑓

2 . . . ℎ
𝑓

𝑙𝑓

}
∈ R𝑙𝑓 ×𝑑𝑠 , 𝑑𝑠 is the double size of

hidden state. Similarly, given the claims 𝑆𝑐 of the plaintiff, the
arguments 𝑆𝑔 of the defendant, and an arbitrary plea 𝑆𝑝𝑖 , we can
obtain their continuous representations 𝐻𝑐 ∈ R𝑙𝑐×𝑑𝑠 , 𝐻𝑔 ∈ R𝑙𝑔×𝑑𝑠 ,
and 𝐻𝑝𝑖 ∈ R𝑙𝑝𝑖 ×𝑑𝑠 . The 𝐻𝑐 , 𝐻𝑔 , and all 𝐻𝑝𝑖 are concated as 𝐻 𝑙 for
the representation of litigant statements.

Moreover, the label descriptions of causes and law articles are
embedded for label embeddings. First, we input the hierarchical
causes structure 𝛾 into a matrix 𝐸𝐶 =

(
𝐸𝐶1 , 𝐸𝐶2 , . . . , 𝐸𝐶𝐻

)
, where

𝐸𝐶𝑖 ∈ R |𝑐𝑖 |×𝑑𝑐 is a randomly initialized matrix that represents
the embedding of the 𝑖-th hierarchical category level with the 𝑑𝑐
dimension. Besides, take the general articles descriptions as an ex-

ample, the label embeddings are 𝐸𝑎𝑔 =

(
𝑒
𝑎𝑔
1 , 𝑒

𝑎𝑔
2 , . . . , 𝑒

𝑎𝑔

|𝑎𝑔 |

)
, where

𝐸𝑎𝑔 ∈ R|𝑎𝑔 |×𝑑𝑠 ,
��𝑎𝑔 �� is the number of general articles. We can also

get the representation of specific articles 𝐸𝑎𝑠 in a similar way.

4.3 Logic-enhanced Network
As mentioned in Section 1, our goal is to build an integrated frame-
work for CCJP on various causes by simulating the logic of judges.
To achieve that, we propose a logic-enhanced network that contains
task-specific decoders for three tasks. Following, we describe these
tasks in order.

4.3.1 Task 1: Civil Cause Prediction (CCP). Actually, the judge
determines the case type according to litigant statements to brief
the case quickly and guide the following trial. The guidance of a
good cause could reduce the scope of legal search, and quickly apply
relevant law articles [22]. Practically, civil causes are defined as a
four-layer hierarchy that represents the evolution from top-level
general to bottom-level specific [18, 22] shown in Figure 2 (a).

To model the hierarchy of causes, we first choose ten of the
most frequent and representative causes shown in Figure 2 (a).
Then, we propose a local aware global classifier to model the
dependencies among different layers by exploiting the hierarchy
gradually. We set a local classifier at each level and integrate them
into the global classifier to obtain the final prediction.

Specifically, in each layer, given the representations of litigant
statements𝐻 𝑙 , the embedding of theℎ-th cause level𝐸𝐶ℎ ∈ R |𝑐ℎ |×𝑑𝑐 ,
we could perform |𝑐ℎ | different causes of attention as:

𝑂ℎ = tanh
(
𝑤𝑙 · 𝐻 𝑙

𝑇
)
, (3)
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𝑊 ℎ
𝑎𝑡𝑡 = softmax

(
𝐸𝐶ℎ ·𝑂ℎ

)
, (4)

where𝑤𝑙 ∈ R𝑑𝑐×𝑑𝑠 is a randomly initialized weight matrix, the soft-
max() ensures all the computed weights sum up to 1 for each cause.
The𝑊 ℎ

𝑖
in𝑊 ℎ

𝑎𝑡𝑡 =

(
𝑊 ℎ

1 ,𝑊
ℎ
2 , . . . ,𝑊

ℎ
|𝑐ℎ |

)
∈ R |𝑐ℎ |×𝑙𝑙 represents the

attention score of the text with the 𝑖-th cause in the ℎ-th level after
normalization. Then we compute |𝑐ℎ | weighted sums to obtain the
text-cause representation 𝑉ℎ𝑎𝑡𝑡 ∈ R |𝑐ℎ |×𝑑𝑠 with each cause in the
ℎ-th level:

𝑉ℎ𝑎𝑡𝑡 =𝑊
ℎ
𝑎𝑡𝑡 · 𝐻 𝑙 , (5)

the text-cause representation𝐴ℎ𝑎𝑡𝑡 ∈ R𝑑𝑠 for whole ℎ-th cause level
can be modeled by averaging 𝑉ℎ𝑎𝑡𝑡 in cause-dims:

𝐴ℎ𝑎𝑡𝑡 = avg
(
𝑉ℎ𝑎𝑡𝑡

)
. (6)

Next, we concat the average text representation 𝐻 𝑙 and the hier-
archical text-cause representation 𝐴ℎ𝑎𝑡𝑡 to get local representation
at ℎ-th level 𝐴ℎ𝑐 ∈ R |𝑐ℎ | :

𝐴ℎ𝑐 = 𝜑

(
𝑤ℎ𝑐 ·

[
𝐻 𝑙 ⊕ 𝐴ℎ𝑎𝑡𝑡

]
+ 𝑏ℎ𝑐

)
, (7)

where𝑤ℎ𝑐 ∈ R |𝑐ℎ |×2𝑑𝑠 is the weighted matrix and 𝑏ℎ𝑐 ∈ R |𝑐ℎ | is the
corresponding bias vector, ⊕ denotes vector concatenation opera-
tion and 𝜑 is a non-linear activation function (e.g. RELU).

In the next layer, in order to introduce the hierarchy informa-
tion of previous level to the global information, we replace 𝐻 𝑙 in
Equation (3), (5), and (7) with 𝐻 𝑙

ℎ
:

𝐻 𝑙
ℎ
=𝑊 ℎ

𝑎𝑡𝑡 ⊗ 𝐻 𝑙 , (8)

where the ⊗ denotes the entry-wise product operation.
After we obtain the local representation 𝐴ℎ𝑐 in each layer, it is

important to generate both the local and global information to pre-
dict the final cause. Thus, we concat all text-cause representations
at each layer 𝐴ℎ𝑐 together as 𝐴𝐻𝑐 ∈ R𝐾 and predict the cause 𝑦𝑐 by:

𝑦𝑐 = softmax
(
𝐴𝐻𝑐

)
. (9)

4.3.2 Task 2: Civil Law Articles Prediction (CLAP). After de-
termining the civil cause, the judge can apply relevant law articles
which provide the legal basis and improve the rigor and fairness
of judgments. In the real civil system, civil law has a two-layer
structure that divides into general articles and specific articles5 [5].
The general stipulates the principles and basic spirit of civil law
which are universal, the specific regulates the concrete situations
of different disputes which are particular [29]. Therefore, cases
on different causes apply to the same general articles but different
specific articles as shown in Figure 2 (b). We could adopt the results
of CCP to help predict specific articles.

Moreover, in our dataset, there are a total of 198 articles and
3 articles per case, which is hard for an algorithm to predict di-
rectly. Therefore, we propose two modules to predict the general
articles and specific articles respectively. In each module, we take
the straightforward approach to alleviate the complexity of civil
law articles by enhancing the interaction between article labels and
case facts through label embedding.

In the module for predicting general articles, we input the fact
descriptions𝐻 𝑓 and the general articles embedding 𝐸𝑎𝑔 ∈ R|𝑎𝑔 |×𝑑𝑠
to compute the interaction matrix 𝐼𝑎𝑔 ∈ R𝑙𝑓 ×|𝑎𝑔 | as follows:

𝐼𝑎𝑔 = 𝐻 𝑓 · 𝐸𝑎𝑔𝑇 . (10)

To calculate the attention scores between the fact and general
articles descriptions, we have:

𝐺𝑎𝑔 = softmax
(
𝐼𝑎𝑔

)
,

𝐴𝑎𝑔 = 𝐼𝑎𝑔
𝑇 ·𝐺𝑎𝑔 ,

(11)

where 𝐴𝑎𝑔 ∈ R|𝑎𝑔 |×|𝑎𝑔 | , then the general articles can be predicted
by sigmoid operation:

𝑦𝑎𝑔 = 𝜎

(
𝑤𝑎𝑔 · 𝐴𝑎𝑔 + 𝑏𝑎𝑔

)
, (12)

where 𝜎 is the sigmoid activation function, 𝑤𝑎𝑔 ∈ R|𝑎𝑔 |×|𝑎𝑔 | is a
randomly initialized weight matrix, and 𝑏𝑎𝑔 ∈ R|𝑎𝑔 | is the corre-
sponding bias vector.

5The law used in the paper is The Contract Law of the People’s Republic of China.
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Different from predicting general articles, since the cases on
different causes apply to different specific articles, it is essential
to predict specific articles with the help of the causes predicted in
Task 1. We define the specific articles on 𝐾 causes as a collection of
𝐸𝑎𝑠 =

{
𝐸
𝑎𝑠
1 , . . . , 𝐸

𝑎𝑠
𝐾

}
, where 𝐸𝑎𝑠

𝑖
∈ R|𝑎𝑠𝑖 |×𝑑𝑠 means the correspond-

ing specific articles on the 𝑖-th cause,
��𝑎𝑠𝑖 �� means the number of

corresponding specific articles. We replace 𝐸𝑎𝑔 with 𝐸𝑎𝑠
𝑖

to predict
the specific articles 𝑦𝑎𝑠 by the above computations.

4.3.3 Task 3: Final Judgment Prediction (FJP). After applying
law articles, the judge makes final judgments on the plaintiff’s
pleas based on litigant statements, confirmed facts, and relevant
law articles, i.e., the comprehensive information from multiple
perspectives. The logical and comprehensive processes motivate
judges to make fairer and more accurate judgments. Thus, we adopt
the co-attention mechanism [33] to capture sufficient information.
Besides, both the claims from the plaintiff and the arguments from
the defendant are expressed from different perspectives, but both
aim at one case. We adopt mutual information regularizer [26, 43]
to capture more case information from both parties.

Specifically, after encoding text representations 𝐻 𝑓 , 𝐻𝑐 , 𝐻𝑔 , and
𝐻𝑃 , we first compute the affinity matrix which contains affinity
scores corresponding to all pairs of the fact and the claims:

𝐿𝑐 𝑓 = H𝑐 · H𝑓 𝑇 , (13)

where 𝐿𝑐 𝑓 ∈ R𝑙𝑐×𝑙𝑓 . Then, the affinity matrix is normalized row-
wise to produce attention weights 𝐴𝑓 across the claims for each
word in the fact, and column-wise to produce the attention weights
𝐴𝑐 across the fact for each word in the claims.

𝐴𝑓 = softmax(𝐿𝑐 𝑓 ) and 𝐴𝑐 = softmax
(
𝐿𝑇
𝑐𝑓

)
, (14)

where𝐴𝑓 ∈ R𝑙𝑐×𝑙𝑓 and𝐴𝑐 ∈ R𝑙𝑓 ×𝑙𝑐 . Next, we compute the attention
contexts of the fact in light of the word of the claims:

𝐶𝑓 = H𝑐𝑇 · A𝑓 , (15)

where 𝐶𝑓 ∈ R𝑑𝑠×𝑙𝑓 , and finally we get the co-dependent represen-
tation of the fact and the claims by:

𝐶𝑐 = A𝑐𝑇 ·
[
𝐻 𝑓 ; C𝑓 𝑇

]
, (16)

where 𝐶𝑐 ∈ R𝑙𝑐×2𝑑𝑠 . Similarly, given the arguments 𝐻𝑔 and an
arbitrary plea 𝐻𝑝𝑖 , the co-attention representation 𝐶𝑔 shows the
interaction between fact and arguments,𝐶𝑝𝑖 denotes the interaction
between fact and the 𝑖-th plea.

Furthermore, the judge needs to synthesize information from
general and specific articles tomake judgments in real court settings.
Therefore, we use a gate mechanism to control the weight between
both and integrate specific and general articles. First, we take the
semantic vector 𝐺𝑎𝑔 of general articles and vector 𝐺𝑎𝑠 of specific
articles as inputs with fact 𝐻 𝑓 to compute the interaction matrix
𝐶𝑎𝑔 ∈ R|𝑎𝑔 |×𝑑𝑠 and 𝐶𝑎𝑠 ∈ R |𝑎𝑠 |×𝑑𝑠 as follows:

𝐶𝑎𝑔 = Gag
𝑇 · H𝑓 and 𝐶𝑎𝑠 = Gas

𝑇 · H𝑓 . (17)

Then, the weights in the gate mechanism are calculated by:

w𝑎 = 𝜎

(
𝑤𝑠 · C𝑎𝑠 +𝑤𝑔 · C𝑎𝑔 + 𝑏𝑎

)
,

C𝑎 = 𝑤𝑎 ·
(
𝑤𝑠 · C𝑎𝑠

)
⊕ (1 −𝑤𝑎) ·

(
𝑤𝑔 · C𝑎𝑔

)
,

(18)

where𝐶𝑎 ∈ R𝑑𝑠×2𝑑𝑠 is the integrated representation of law articles,
𝑤𝑔 ,𝑤𝑠 , and 𝑏𝑎 are trainable parameters.

Besides, as we all know, the higher the mutual information [26],
the higher relationship between the two variables. Since the claims
could be seen as𝐻𝑐 = 𝑤𝐻 𝑓 , which means the claims from the plain-
tiff focus on a part of case facts and there may be some deviation
from fact. We adopt the mutual information regularizer to capture
the part that is consistent with the fact to maximize the case fact
information, capture case controversies, and ignore the part that is
biased. The mutual information I(𝐻𝑐 ;𝐻 𝑓 ) between claims 𝐻𝑐 and
fact 𝐻 𝑓 could be defined as follows:

𝐼 (𝐻𝑐 ;𝐻 𝑓 ) = E𝑝 (𝐻𝑐 ,𝐻 𝑓 )

[
log

𝑝 (𝐻𝑐 , 𝐻 𝑓 )
𝑝 (𝐻𝑐 )𝑝 (𝐻 𝑓 )

]
. (19)

Similarly, we could obtain the common parts between arguments
𝐻𝑔 and fact 𝐻 𝑓 by maximizing the mutual information 𝐼 (𝐻𝑔 ;𝐻 𝑓 ).

4.4 Prediction and Training
With the predictions of CCP and CLAP (i.e., Equation (9) and (12)),
we consider FJP based on multi-perspective representations. We
first apply per-dimension mean-pooling over the concated repre-
sentation 𝐽 . Then, we apply an affine transformation followed by
softmax to obtain the final prediction as:

𝐽 = avg
( [
Cc; Cg; Cpi ; Ca

] )
,

𝑦𝐽 = softmax
(
𝑤 𝑗 · 𝐽 + 𝑏 𝑗

)
,

(20)

here, 𝑤 𝑗 and 𝑏 𝑗 are parameters to learned, and “;” denotes the
concatenate operation. In practice, we employ the cross-entropy
loss function for each task. The mutual information regularization
is taken for FJP and the weighted sum is used as an overall loss:

L = −
3∑
𝑗=1

𝜆 𝑗

|𝑌𝑗 |∑
𝑘=1

𝑦 𝑗,𝑘 log
(
𝑦 𝑗,𝑘

)
− 𝐼 (𝐻𝑐 ;𝐻 𝑓 ) − 𝐼 (𝐻𝑔 ;𝐻 𝑓 ), (21)

where
��𝑌𝑗 �� denotes the number of labels for task j, and 𝜆 𝑗 is the

weight factor which is the hyperparameter for each task.

5 EXPERIMENTS
In this section, in order to demonstrate the effectiveness of our
model, we first compare CPEE with some baselines on FJP, then
we conduct some baselines and variants experiments on CCP and
CLAP. Finally, we assess the contribution of different components
and the performance of CPEE on single causes. Furthermore, we
make some visualization analyses.

5.1 Dataset Description
At present, existing research on CCJP all focuses on one cause
[16, 19, 44] and neglects all-sided case information. In order to
formulate a complete trial mode of CCJP, we collect 158,625 cases
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Table 3: The statistics of dataset.

#Pleas #Supported
pleas

#Partially
supported pleas

#Rejected
pleas

#Law
articles

#Specific
articles

#General
articles

320,003 216,815 37,381 65,807 198 76 122

Avg. #Tokens
in fact

Avg. # Tokens
in claims

Avg. #Tokens
in arguments

Avg. #Tokens
in pleas

Avg.
#Law articles

Avg.
#Specific articles

Avg.
#General articles

156 99 32 49 3 1.7 1.9

Table 4: The experimental results of Final Judgment Prediction (FJP) and Civil Cause Prediction (CCP).

FJP CCP

Methods ACC Mac.P Mac.R Mac.F1 Methods ACC Mac.P Mac.R Mac.F

SVM+word2vec [24] 0.678 0.332 0.327 0.311 HMC [27] 0.536 0.482 0.488 0.484
AutoJudge [16] 0.751 0.417 0.334 0.287 Hdltex [15] 0.474 0.079 0.167 0.107
MSJudge [19] 0.661 0.329 0.399 0.344 HARNN [10] 0.136 0.093 0.160 0.052
CCJudge [38] 0.738 0.369 0.497 0.423 Flat-cause 0.500 0.250 0.333 0.278
BERT-Civil [42] 0.735 0.418 0.341 0.302 Hie+fact 0.667 0.513 0.489 0.487

CPEE 0.836 0.423 0.500 0.458 CPEE (std) 0.706±0.07 0.556±0.07 0.640±0.07 0.589±0.08

containing ten kinds of frequent causes6. Every case includes the
litigant statements, ascertained facts, corresponding cause, law arti-
cles, and final judgment on each plea. Note that the collected cases
based on raw civil legal documents7 include special typographical
signals, making extracting labeled data with regular expressions
easy. Following the hierarchical structures of civil causes and law
articles, we make some data processing. Specifically, we handle the
civil causes as described in Section 3, and divide the law articles
into general articles and specific articles based on the scope of appli-
cation. Besides, we filter out some mislabeled cases from the initial
data. For example, we find some specific articles of lease contract
dispute which should be labeled in 212-236, but are labeled in 237-
250. these financial lease contracts are mislabeled as lease contract
disputes. Due to the division of specific articles, the efficiency and
accuracy of data review have improved greatly. We also remove
personally identifiable information in each case.

After collecting the dataset as shown in Table 3, we randomly
separate the dataset into a training set, a validation set, and a test
set according to a ratio of 8: 1: 1. The distributions of civil causes
and articles are roughly the same in each set. On average, there are
about 2 pleas and 3 law articles per case in our dataset, the detailed
statistics are shown in Table 3. Similar to the discoveries of Zhao
et al. [38] and Wu et al. [32], there exists data imbalance in civil
datasets, the ratio of category labels of our dataset(i.e., support,
partially support, and reject) in FJP is 5.8: 1: 1.7.

5.2 Comparison Methods
To evaluate the performance of our model on CCJP, we adopt some
representative approaches including the traditional method, large-
scale pre-trained method, and other deep learning-based CCJP
models. Among them, as the task inputs, definitions, and goals
of LJP [37, 39] are different from CCJP, we do not implement LJP
models as comparison methods. In the following, we introduce

6The ten causes are all contractual disputes, they are distributed on the third and
fourth layer in Figure 2 (a).
7https://wenshu.court.gov.cn

some baselines on FJP, where the existingmethods that are available
for CCJP are single-task learning to predict the final judgments.
Therefore, we compare CPEE with those CCJP models only on FJP.

• Word2Vec+SVM employs the word2vec [21] to represent
word features and utilizes SVM [24] for text classification.

• AutoJudge [16] formalizes CCJP as a reading comprehen-
sion task on the divorce dispute where the fact, claims, and
relevant articles as inputs. Besides they selected the most
relevant 5 articles according to the fact as inputs. We remove
the part in our experiments.

• MSJudge [19] proposes a multi-task learning framework
by predicting the hand-labeled fact and the final judgments
based on the private lending debate data. Since our data
comes from civil judgment documents, we replace the de-
bate data with our claims and arguments to predict the final
judgments with ground truth facts.

• CCJudge [38] takes advantage of multi-perspective informa-
tion and introduces the legal knowledge base of various civil
causes. For a fair comparison, the predictions are conducted
without legal knowledge in our experiments.

• BERT-Civil [42] is a variant of BERT which is pre-trained
with civil case data. As we all know, BERT [6] is a language
representation built on deep bidirectional transformers. It
outperforms state-of-the-art models on a wide range of NLP
tasks. We use BERT-Civil as our baseline method.

Then, to further validate the performance of CCP and CLAP, we
adopt some baselines and design some variants, including:

• HMC [27] is a global approach that constructs a single deci-
sion tree to classify all categories.

• Hdltex [15] is a local approach that trains one multi-class
classifier for each class level.

• HARNN [10] is a model proposed for hierarchical multi-
label text classification, they focus on modeling the depen-
dencies among class levels and the text-label compatibility.

• Flat-cause is a method of Bi-directional LSTM with mean
pooling, without using the hierarchical structure of causes.
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Figure 4: The experimental results on the variants of CLAP. The T, S, G represent the predictions on total, specific, general
articles, respectively.

• Hie+fact utilizes fact descriptions and hierarchical structure
other than the litigant statements as inputs.

• No-divide directly predicts the total articles without the
division of general articles and specific articles.

• No-divide+label predicts the total articles with label em-
beddings of total articles.

• Divide-label divides the predictions of articles into the pre-
dictions on the general articles and specific articles but with-
out the label embedding.

5.3 Experimental Setup
For methods based on CNN or RNN, we first employ the JieBa word
segmentation tool8 for word segmentation as the legal documents
are written in Chinese with no space. Afterward, we adopt the
word2vec tool [21] to generate word embeddings of embedding
size 300 for each word in a document, which is trained on texts
of documents in the dataset. Meanwhile, the size of embedding
representations for causes is 300. Besides, we set the max sequence
length to 400, and all hidden sizes to 128. For methods based on
BERT, we adopt the pre-trainedmodel of Chinese whichwas trained
by Cui et al. [6] and Zhong et al. [42], the maximum document
length is 512 tokens. For training, the learning rate of the Adam
optimizer [13] is initialized as 10−3. We implement the proposed
model with Tensorflow [1] on a single V100 GPU, and train each
model for 10 epochs with batch size 16. Finally, we employ accuracy
(ACC), macro-precision (Mac.P), macro-recall (Mac.R), and macro-
F1 (Mac.F1) as evaluation metrics to evaluate the final model on
CCP and FJP. Besides, we adopt micro-precision (Mic.P), micro-
recall (Mic.R), and micro-F1 (Mic.F1) in CLAP to evaluate top 3 civil
law articles prediction9.

5.4 Experimental Results
To evaluate the performance of CPEE, we export the experimental
results on three tasks. As CCJP is ultimately concerned with FJP,
here we report the results of FJP first, followed by CCP and CLAP.

5.4.1 Comparison against baselines on FJP. Specifically, we com-
pare CPEE with some baselines, and the results as shown in Table 4.
We could find our proposed CPEE performs the best overall which
demonstrates that CPEE could effectively make predictions on vari-
ous causes and capture the relationships frommultiple perspectives.
Furthermore, from the results, we could get the following observa-
tions. (1) SVM+word2vec does not perform aswell as other baselines
based on deep learning overall, it is possible that the SVM fails to
8https://github.com/fxsjy/jieba
9https://github.com/bigdata-ustc/CPEE
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Figure 5: (a) The experimental results of ablation tests. (b)
CPEE performance on different single causes.

model the deep interactions between multi-perspective data and
labels. (2) MSJudge performs life-cycle admissibility by injecting
court data. The performance comes primarily from the ground truth
fact descriptions with manual fact labels. By failing to provide fact
labels for each cause, MSJudge performs poorly on various-cause
data. (3) AutoJudge mainly makes judgment predictions on the
ascertained facts but ignores the statements from the plaintiff and
defendant, our model beats it which also indicates the comprehen-
sive judicial process helps make judgments on various causes. (4)
CCJudge performs well than other baselines because it also builds
for the predictions on various causes. However, the overall per-
formance is poor for predicting a series of complicated contract
disputes with multiple pleas. At the same time, we guess that the
lack of legal knowledge base in the experiment is also a reason
for the poor effect. (5) We also choose the Chinese BERT trained
by [6] to make experiments, the accuracy of BERT is 0.760 and
the Mac.F1 is 0.288. Compared to the BERT, BERT-Civil performs
better but behaves worse than CPEE. It further demonstrates the
effectiveness of our model. (6) At last, we choose the most intricate
contract disputes, which include a large number of the property,
contractual, personal relations, etc. The case circumstances of leaf
causes belonging to the same parent cause are similar. It is hard to
predict in such complex relationships and confusing cases.

5.4.2 Comparison against variants on CCP and CLAP. In CCP,
we formalize the task as a Hierarchical Text Classification (HTC)
problem by introducing the original structure of causes. In camera-
ready version, we perform 5 experiments and obtain the average
performances and the standard deviations to verify the effectiveness
of CPEE. Contrary to expectations, as shown in Table 4, the HTC
methods based on deep learning perform worst than the traditional
method as HMC based on the decision tree. Hdltex and HARNN do
not learn the characteristics of legal data well compared to HMC,
which is better suited to multi-domain data. To be obvious, the re-
sults are worst when the task becomes a flat classification problem,
which illustrates the importance of introducing the hierarchical
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Figure 6: Examples of attention scores between the fact (hor-
izontal axis) and the litigant statements (vertical axis).

structure. Besides, the performance of Hie+fact is poor, which indi-
cates that multi-perspective information is more conducive for CCP
than fact descriptions. The local aware global classifier of CPEE
performs well on CCP, which not only helps us predict law articles
but also extends to numerous causes ahead.

In CLAP, it is a multi-label classification task, results are shown
in Figure 4. First, No-divide does not perform anything in predicting
a total of 198 law articles, after all, it is difficult to predict articles
directly. Then, we adopt label embeddings for the total predictions
with a little improvement. Next, we divide law articles into specific
articles and general articles, it is clear that both performances of
predictions on specific and general articles are improved a lot in
the variant Divide-label. Finally, CPEE improves a bit with the label
embeddings. Since civil articles do not contain fine-grained ground
truth articles10 but just basic principles, they are for reference in all
judgments. It further demonstrates the CPEE could extract relevant
articles with the help of two modules and CCP.

5.5 Comparative Analysis
Ablation tests. We conduct ablation tests to evaluate the contri-
bution of different components in the FJP. Figure 5 (a) reports the
accuracy and Mac.F1 scores when training on all features except
the particular one. To validate the influence of data information,
we remove the multi-perspective information and fact as “w/o fact”
and “w/o multi-pers”, respectively. Similarly, the importance of
co-attention, mutual information regularizer, and gate mechanisms
are demonstrated shown as “w/o co-att”, “w/o mi”, and “w/o gate”
respectively. Figure 5 (a) clearly tells that all the components con-
tribute positively to the results. Specifically, the co-attention layer
shows a significant influence on judgment predictions to capture
comprehensive information. Besides, multi-perspective data has
contributed a lot to the performance, as the data and mutual in-
formation regularizer complement each other which impacts a lot.
Also, we could find the removal of the gate mechanism results in the
reduction of Mac.F1 scores, which further validates the importance
of incorporating articles into FJP.

Experiments on single causes. Furthermore, we conduct some
experiments on every single cause for verifying the effect of CPEE
as shown in Figure 5 (b). CPEE performs well in some common
causes like the sales contract dispute (Sales) and the house sales con-
tract dispute (House). In the labor contract dispute (Labor), CPEE
has an accuracy rate of 0.980, mainly because the legal relationship
is relatively simple in the dispute involving whether the employer
and the employee have a legal labor contract. However, on some

10Fine-grained articles are in the Juridical Interpretations, giving detailed explanations
according to some circumstances.

of the inferior performing causes like the commercial housing pre-
sale contract dispute (CH P-sales), and commercial housing sales
contract dispute (CH Sales), the legal relationships usually include
not only the establishment of a contract but also the amount of com-
pensation and personal relationships. Besides, the circumstances
of their cases are similar. On the whole, the judgment predictions
on a single cause perform well which illustrates the CPEE could
capture all-sided case information.

Visualization study.We visualize the heat maps of co-attention
results as shown in Figure 6, the attention 𝐴𝑓 score is calculated
in Eq. (14). For example in Figure 6 (a), we take the average of the
𝑙𝑐 × 𝑙𝑓 over the time dimension to obtain attention values for each
word. The visualization demonstrates that the attention mecha-
nism can capture deep relationships between the facts and litigant
statements.

5.6 Ethical Discussion
It is well known that the opacity of artificial intelligence algorithms
has always been one of the controversial points of its applications in
the field of litigation [4]. However, due to the fewer people andmore
cases in the civil field [41], it is necessary to make reasonable use of
artificial intelligence to provide judges with judgment assistance.

We simulated a real trial mode and constructed interdependent
judgment tasks centering on the trial mode of essential elements.
The correlation between the three tasks not only provides judges
with suggestions but also gives them more initiative and room to
think. Besides, in the data preprocessing, we anonymized the data
by removing sensitive information (e.g., name, gender, race, etc.)
[19]. In the future, we need to pay more attention to key legal AI
issues, such as fairness, interpretability, judicial impartiality, and
judicial diversity [11, 32].

6 CONCLUSIONS
In this paper, we proposed a civil case judgment prediction method
centering on the trial mode of essential elements (i.e. CPEE), which
simulated the comprehensive trial mode to tackle the problem of
various causes and complicated legal essential elements. To be spe-
cific, we divided the judicial steps into three tasks which contain
civil cause, civil law articles, and the final judgment predictions.
In the logic-enhanced network, we modeled the hierarchical legal
elements in the first two tasks by building a local aware global clas-
sifier and two modules with label embeddings. Besides, we adopted
co-attention and mutual information regularizer to capture more
relationships from multiple perspectives. Moreover, we constructed
a real-world dataset that contained 158,625 civil cases with various
civil causes and comprehensive legal elements. Extensive experi-
ments on our dataset demonstrated the superiority of CPEE. Finally,
we made ethical discussions of our work since the sensitivity and
particularity of Legal AI.
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