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ABSTRACT
Click-Through Rate (CTR) prediction of intelligent marketing sys-
tems is of great importance, in which feature interaction selection
plays a key role. Most approaches model interactions of features
by the same pre-defined operation under expert guidance, among
which improper interactions may bring unnecessary noise and com-
plicate the training process. To that end, in this paper, we aim to
adaptively evolve the model to select proper operations to interact
on feature pairs under task guidance. Inspired by natural evolu-
tion, we propose a general Cognitive EvoLutionary Search (CELS)
framework, where cognitive ability refers to the malleability of
organisms to orientate to the environment. Specifically, we concep-
tualize interactions as genomes, models as organisms, and tasks as
natural environments. Mirroring how genetic malleability develops
environmental adaptability, we thus diagnose the fitness of models
to simulate the survival rates of organisms for natural selection,
thereby an evolution path can be planned and visualized, offering
an intuitive interpretation of the mechanisms underlying interac-
tion modeling and selection. Based on the CELS framework, we
develop four instantiations including individual-based search and
population-based search. We demonstrate how individual muta-
tion and population crossover enable CELS to evolve into diverse
models suitable for various tasks and data, providing ready-to-use
models. Extensive experiments on real-world datasets demonstrate
that CELS significantly outperforms state-of-the-art approaches.

∗Qi Liu is the corresponding author.
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1 INTRODUCTION
Click-Through Rate (CTR) prediction is of great importance in the
accurate targeting of intelligent marketing systems [12, 26, 37, 46,
62]. It aims to estimate the ratio of clicks to the impression of
a recommended item for a user. Since research has shown that
interactions of feature pairs can provide predictive abilities beyond
what those features can provide individually [55, 62], this brings out
the fundamental research problem of feature interaction selection.

A general feature selection framework consists of four steps [7],
that is: 1) generation strategy; 2) evaluation criteria; 3) stopping
condition; 4) result validation. Based on the framework, many devel-
oped feature selection methods typically fall into three categories:
1) filter; 2) wrapper; 3) embedded. Filter and wrapper methods often
suffer from poor robustness and inefficiency, making them unsuit-
able for large-scale or high-dimensional datasets [59]. In contrast,
embedded methods are gaining popularity due to their reduced
computational requirements and lesser overfitting issues [27]. Cur-
rent embedded methods predominantly employ expert-designed
operations for feature pair interactions, like factorization machines
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(FM) [42] that model interactions via inner product. Shallowmodels,
however, exhibit limited representation capabilities, inspiring the
use of implicit deep learning models such as Neural FM (NFM) [16]
to model higher-order feature interactions. Despite this, such mod-
els capture few low-order interactions [11, 28], a problem addressed
by hybrid structures like Wide&Deep, which combines shallow
and deep components for learning memorization and generaliza-
tion [6, 11]. However, most extant methods model interactions of
features by the same pre-defined operation under expert guidance,
among which improper features and interactions may bring unnec-
essary noise and complicate the training process.

To that end, we expect an ideal feature interaction selection
approach should adaptively evolve the model to select proper oper-
ations to interact on feature pairs under task guidance. One way
to implement such an evolution of a model is evolutionary learn-
ing [59, 66, 68], a nature-inspired meta-heuristic algorithm that
resolves complex search problems in machine learning [52]. It also
refers to evolutionary AutoML, in which different components of
models are automatically determined based on evolution, such as ar-
chitecture and hyperparameters [52]. While earlier evolution-based
feature selectionmethods performed filters andwrappers [59], these
are not practical for massive high-dimensional commercial data. Re-
cent approaches have employed AutoML to search relevant features
or neural architectures for embedded methods [22, 30, 31, 47]. For
instance, AutoFIS [31] optimizes the relevance of features and inter-
actions but models all interactions with the same pre-defined opera-
tion, limiting its adaptability. Although there are neural architecture
search (NAS) approaches like AutoCTR and AutoFeature [22, 47],
they are almost all built on blocks with complex functionality, such
as multilayer perceptrons (MLP) or FM, then rely on an unsatisfi-
able assumption (known as DARTS [33], which expects the search
space to be a continuous, differentiable convex function) to relax the
discrete choice of a block to a continuous softmax over all blocks.

Inspired by the evolution and functioning of natural organisms,
this paper proposes a general Cognitive EvoLutionary Search (CELS)
framework, where cognitive ability refers to the malleability of
organisms to orientate to the environment [13, 17, 21, 44]. Guided
by cognitive science principles, we posit that cognitive functioning,
which encompasses factors like consciousness, awareness, memory,
problem-solving, and analytical capabilities, is a powerful deter-
minant of its adaptability to the environment [4, 25, 49, 53]. As an
example, during early childhood, the human brain is at its most
malleable, allowing it to effectively orient to tasks within its envi-
ronment. This inherent malleability, pivotal for developing various
mental activities, serves as a measure of intelligence [18, 21, 44].

In the context of feature interaction selection, our approach em-
phasizes searching fine-grained basic-level operations rather than
coarse-grained upper-level architectures. Specifically, we regard the
relationship between interactions and tasks as the relationship be-
tween genomes and natural environments. It is easy to understand
that, different traits confer different rates of survival and fitness,
thereby reflecting the selection process of features and interactions.
In a groundbreaking move, we introduce a fitness diagnosis tech-
nique expressly tailored for cognitive evolution approaches. This
technique stands in stark contrast to the traditional fitness evalu-
ation, which predominantly uses numerical values to quantify a
model’s fitness. The newly proposed fitness diagnosis technique

allows us to explore further into the model, illuminating the ca-
pacities of its internal components. This mirrors and impacts the
cognitive abilities of the organism. In doing so, an evolutionary
path can be mapped out and visualized, thereby enhancing the
interpretability of how the model selects operations to interact on
feature pairs that suit the task better. Based on the CELS framework,
we develop four instantiations including individual-based search:
(1,1)-CELS, (1+1)-CELS, and population-based search: (n,1)-CELS,
(n+1)-CELS. We summarize the four instantiations in the following:

• (1,1)-CELS:We liken features to nucleotides and operations
to linkages. To explore the fittest operation that generates
a task-friendly interaction of each feature pair, we broaden
our search space with various operation types, much like
binding rules for nucleotides. An initial model is created
with operations randomly assigned to feature pairs. We dis-
criminate the relevance of features and interactions by the
online learning optimizer. Mutation, as the source of genetic
variations, probabilistically occurs when the relevance of an
interaction drops to a threshold, altering the operation of
the interaction. Thus, the parent model is replaced by the
mutated offspring model for the next generation.

• (1+1)-CELS: In contrast to (1,1)-CELS, where the parent
model is deterministically replaced by the offspring, (1+1)-
CELS contests the offspring model with the parent. Only if
the offspring’s fitness is at least as good as the parent’s, it
succeeds the parent. Otherwise, the offspring is discarded.
The 1/5 successful rule is introduced to adapt the search
region, that is, if previous iterations struggled to improve the
model, the current model might be nearing a local optimum,
indicating a need to lower mutation probability to exploit
the promising region near the optimum.

• (n,1)-CELS: Instead of a single parent, the use of popula-
tion reduces the risk of settling in local optima. To achieve
population-based search, (n,1)-CELS initializes 𝑛 random
models. Then, the crossover mechanism is applied to gener-
ate offspring from parent models, and mutation is applied
to maintain diversity. In (n,1)-CELS, the worst fit parent is
discarded and the offspring joins the new parent pool.

• (n+1)-CELS: We merge the strategies of (1+1)-CELS and
(n,1)-CELS in (n+1)-CELS, where the new parents are se-
lected from the parents and the offspring. Only if the off-
spring’s fitness matches or surpasses the worst parent, it
joins the next generation’s parents. The 1/5 success rule is
also applied to adapt the search regions for the population.

Following CELS evolution, we propose a model functioning stage
that leverages selected features and interactions to further capture
non-linear interactions, akin to gene decoding. In this stage, we use
a Wide&Deep structure, with the deep segment using vectorized
interactions fed into an MLP, and the wide segment containing a
linear model of features, keeping their relevance as attention units.

2 RELATEDWORK
2.1 Feature Interaction Selection
Since research has shown that interactions of feature pairs can
provide predictive abilities beyond what those features can pro-
vide individually [34, 55, 59, 62], feature interaction selection based
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on embedded methods attracts much participation from CTR pre-
diction [10, 32, 58, 67]. Earlier, scholars designed operations for
modeling interactions explicitly. Factorization machines (FM) [42]
projected features into low-dimensional vectors and modeled in-
teractions via inner product. Field-aware FM (FFM) [19] allowed
features to have multiple latent vectors interacting with different
fields. However, these models had limited representation capabil-
ities, prompting implicit deep learning models like Attention FM
(AFM) [56] and Neural FM (NFM)[16], which stacked deep neu-
ral networks atop FM outputs to model higher-order interactions.
FNN uses FM to pre-train low-order interactions and then feeds
embeddings into an MLP [65]. IPNN (also known as PNN) also uses
the interaction results of the FM layer but does not rely on pre-
training [40, 41]. Nevertheless, these models lacked interpretability.
Lian et al. [28] argued that implicit models focus more on high-
order cross features but overlook low-order cross features. Hence,
recent advancements propose the Wide&Deep hybrid network
structure for learning memorization and generalization [6, 11, 54].
Wide&Deep framework attracts industry partners from the begin-
ning. As for the first Wide&Deep model proposed by Google, it com-
bines a linear model and an MLP [6]. Later on, DeepFM uses an FM
layer to replace the shallow part [11]. Similarly, Deep&Cross [54]
and xDeepFM [28] take the outer product of features at the bit-
and vector-wise level respectively. Though achieving some success,
most of them follow a manner, which models interactions of fea-
tures by the same pre-defined operation under expert guidance and
equally enumerates all features and interactions, therein suffering
from two main problems. First, they cannot ensure the learning
abilities of models because their architectures are poorly adaptable
to tasks and data. Second, useless features and interactions can
bring unnecessary noise and complicate the training process.

2.2 Evolutionary Learning
Evolutionary learning refers to a class of nature-inspired meta-
heuristic algorithms that solve complicated search problems in ma-
chine learning [1, 20, 60, 68]. Evolutionary learning also refers to
evolutionary AutoML [52]. The general evolution-based feature se-
lection framework consists of five steps [52], including 1) encoding;
2) initialization; 3) search strategy; 4) feature set modeling; 5) model
fitness evaluation. Extant researches suggest that evolution-based
feature selection can only be applied to filters andwrappers, because
of the limitation of model fitness evaluation [52, 59]. Specifically,
wrapper methods use the performance of the learning algorithm
as its evaluation criterion, while filter methods use the intrinsic
characteristics of the data [52, 59]. On the other hand, embedded
approaches simultaneously select features and learn a classifier,
therefore conventional algorithms cannot evaluate the fitness of
the model [52, 59]. Only genetic programming (GP) and learning
classifier systems (LCSs) are able to perform embedded feature se-
lection, but they are not practical [7, 14, 24, 29, 39, 52, 59]. To solve
the limitation, we propose a fitness diagnosis technique that can
reveal the abilities of inside components of the model during train-
ing. Recent approaches have employed AutoML to search neural
architectures for CTR prediction [22, 30, 47]. However, they are
almost all built on blocks with complex functionality, then rely
on an unsatisfiable assumption to relax the categorical choice of a
block to a continuous softmax over all blocks. Usually, their block

is an architecture-level algorithm, hence large population size and
massive generations are usually required to address the huge search
space issue. In contrast, our work searches fine-grained basic-level
operations, and it uses discrete selection rather than the relaxation
trick in DARTS [33]. As far as we know, CELS is the first to utilize
a meta-heuristic mutation mechanism for operation search.

2.3 Cognitive Ability
Inspired by cognitive science principles, cognitive functioning such
as consciousness, awareness, memory, problem-solving, and ana-
lytical skills are pivotal in adaptability [25, 36, 49, 53]. These enable
organisms to perceive, remember, and react appropriately to envi-
ronmental shifts. From a cognitive neuroscience perspective, the
ability to develop such cognitive functions is defined as malleability,
which orients organisms to environment [9, 13, 17, 21]. Conversely,
some studies view adaptive behavior and functioning as a form of
cognition [21, 44]. Recent developments in cognitive AI advocate
for the quantification and simulation of organismic cognitive abili-
ties [8, 53]. In our work, CELS infuses these cognitive abilities into
the model, thereby allowing it to be further diagnosed and evolved.

3 PRELIMINARIES
3.1 Problem Statement
We define a general form of feature interaction selection problem. If
the dataset consists of 𝑁 instances (𝑓𝑓𝑓 , 𝑦), where 𝑓𝑓𝑓 = [𝑓1, . . . , 𝑓𝑚] in-
dicates instance features including𝑚 fields, and 𝑦 ∈ {1, 0} indicates
a user’s click behavior, the feature interaction selection problem
can be defined as how to precisely give the predictive result through
the learned model 𝑦 : M(𝑓𝑓𝑓 ,𝑔𝑔𝑔(𝑓𝑓𝑓 )) ↦→ [0, 1], where𝑔𝑔𝑔 denotes the set
of operations to interact on feature pairs, and 𝑔𝑔𝑔(𝑓𝑓𝑓 ) denotes the set
of interactions. Usually, the prediction model M suffers a Logloss
(cross-entropy loss) function [51], given as:

L(M) = − 1
|𝐵 |

∑
t∈𝐵

𝑦t log(𝑦t) + (1 − 𝑦t) log(1 − 𝑦t), (1)

where 𝐵 denotes the set of instance indices in a mini-batch, 𝑦 de-
notes the predictive result given through the learned model.

3.2 Operations
As the fundamental components in feature interaction selection,
operations are regarded as functions where two individual features
are converted into an interaction. For the sake of simplicity, we
adopt four representative operations as candidate operations to
present instantiations of CELS, i.e., 𝑔𝑔𝑔 = {⊕, ⊗,⊞,⊠}, which are
highly used in previous work [22, 30, 47]. As shown in Figure 1, the
following operations are available for selection:

• Element-wise sum (⊕): It takes two input vectors of dimen-
sion |𝑓 | and outputs a vector of dimension |𝑓 | that contains
their element-wise sum. It has no parameters.

• Element-wise product (⊗): It takes two input vectors of
dimension |𝑓 | and outputs a vector of dimension |𝑓 | that
contains their element-wise product. It has no parameters.

• Concatenation & feed-forward layer (⊠): It takes two in-
put vectors of dimension |𝑓 |, concatenates them, and passes
them through a feed-forward layer with ReLU activation
functions to reduce the dimension of the output vector to |𝑓 |.
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Figure 1: Candidate operations to interact on feature pairs.

• Element-wise product & feed-forward layer (⊞): It takes
two input vectors of dimension |𝑓 |, passes their element-wise
product through a feed-forward layer with ReLU activation
functions to output a vector of dimension |𝑓 |.

The complexities of ⊕ and ⊗ are both𝑂 ( |𝑓 |). Also, the complex-
ities of ⊠ and ⊞ are both 𝑂 ( |𝑓 |). In practice, we simultaneously
optimize operations ⊠, ⊞ with feature embedding 𝑓𝑓𝑓 . Thus, for an
interaction of a feature pair, the complexity is 𝑂 ( |𝑓 |).

4 COGNITIVE EVOLUTIONARY SEARCH
In this section, we will initially introduce the general framework
of Cognitive EvoLutionary Search (CELS). Then, we will present
four instantiations, including individual-based search: (1,1)-CELS,
(1+1)-CELS, and population-based search: (n,1)-CELS, (n+1)-CELS.
After that, the model functioning stage will be proposed. Finally,
we will provide a summary and remark for CELS.

4.1 General Framework of CELS
We consider a feature interaction selection process as an evolu-
tionary search process, which can be viewed as a natural organism
striving to evolve better traits for higher rates of fitness. The traits of
an organism can be inherited via genomes. We regard the relation-
ship between features and operations as the relationship between
nucleotides and linkages. Following various linkages of nucleotides,
we extend the operation set with four types of operations as the
search space, i.e., 𝑔𝑔𝑔 = {⊕, ⊗,⊞,⊠}. If 𝑔𝑘 is a candidate operation
from the operation set𝑔𝑔𝑔, an interaction 𝑔𝑘 (𝑓𝑖 , 𝑓𝑗 ) is modeled by the
operation 𝑔𝑘 applied to a feature pair (𝑓𝑖 , 𝑓𝑗 ).

For an organism, if the genomic regions decode a phenotype
that benefits survival, it will have better fitness; if the phenotype
decoded by the genomic regions does not benefit survival, it will
have worse fitness. The evolutionary strategy should favor the
preservation of beneficial genetic information, which motivates us
to measure the importance of features and interactions through
relevance parameters. Therefore, our intuitive goal is to discrimi-
nate the relevance of features and interactions, so as to enhance the
relevant features and interactions, meanwhile, weaken irrelevant
features or change some interactions contributing little.

We let 𝛼𝛼𝛼 = {𝛼𝑖 |1 ⩽ 𝑖 ⩽ 𝑚} and 𝛽𝛽𝛽 = {𝛽𝑖, 𝑗 |1 ⩽ 𝑖 < 𝑗 ⩽ 𝑚}
respectively denote the relevance parameters of features 𝑓𝑓𝑓 and
interactions 𝑔(𝑓 )𝑔(𝑓 )𝑔(𝑓 ). The predictive response of the current learning
model can be given as follows:𝑦 = M

(
𝛼𝛼𝛼 · 𝑓𝑓𝑓 , 𝛽𝛽𝛽 ·𝑔𝑔𝑔(𝑓𝑓𝑓 )

)
= M

( ∑𝑚
𝑖=1 𝛼𝑖 ·

𝑓𝑖 ,
∑
1⩽𝑖< 𝑗⩽𝑚 𝛽𝑖, 𝑗 · 𝑔(𝑓𝑖 , 𝑓𝑗 )

)
, where the 𝛼𝑖 is the relevance of the

feature 𝑓𝑖 , and 𝛽𝑖, 𝑗 is the relevance of the interaction 𝑔(𝑓𝑖 , 𝑓𝑗 ).
Traditional fitness evaluation techniques of evolutionary learn-

ing primarily utilize the predictive response as a fitness measure
for the current model, which then guides the stochastic mutation

Figure 2: An illustration of the mutation mechanism.

process to generate offspring models. We argue that this type of
fitness measure only provides an overview of the model’s overall
status, thus the mutation guided by it lacks clear directionality. By
contrast, we prefer to diagnose the learning abilities of inside com-
ponents of the model, thereby enabling the mutation of specific, less
effective components. The mutation mechanism is demonstrated
in Figure 2. When the relevance of interactions is low (indicated by
a lighter color), these are targeted for mutation, meaning that the
operations of the interactions change into the other operations.

We use the online learning optimizer to discriminate the rel-
evance of features and interactions. Specifically, we propose to
optimize 𝛼𝛼𝛼 , 𝛽𝛽𝛽 simultaneously with feature embeddings, where fea-
ture embeddings are learned by Adam optimizer [23], while𝛼𝛼𝛼 , 𝛽𝛽𝛽 are
learned by regularized dual averaging (RDA) optimizer [5, 57]. The
reason why we can guarantee sparse solutions of 𝛼𝛼𝛼 , 𝛽𝛽𝛽 is because
of the truncation mechanism of the RDA optimizer. When the ab-
solute value of the cumulative gradient average value in a certain
dimension is less than a threshold, the weight of that dimension
will be set to 0, resulting in the sparsity of the relevance [31, 57].
We update 𝛼𝛼𝛼 , 𝛽𝛽𝛽 at each gradient step 𝑡 with data 𝐵𝑡 as:

𝛼𝛼𝛼𝑡+1, 𝛽𝛽𝛽𝑡+1 = Sℎ (𝑡,𝛾 )
{
(𝛼𝛼𝛼0, 𝛽𝛽𝛽0) − 𝛾

𝑡∑
𝑖=0

∇L(𝛼𝛼𝛼𝑖 , 𝛽𝛽𝛽𝑖 ;𝐵𝑖 )
}
, (2)

where Sℎ : 𝑣 ↦→ sign(𝑣) · max{|𝑣 | − ℎ, 0} is the soft-thresholding
operator, 𝛼𝛼𝛼0, 𝛽𝛽𝛽0 are initializers chosen at random, 𝛾 is the learn-
ing rate, ℎ(𝑡, 𝛾) = 𝑐𝛾1/2 (𝑡𝛾)𝜇 is the tuning function, 𝑐 and 𝜇 are
adjustable hyperparameters as a trade-off between accuracy and
sparsity. To avoid the expensive inner optimization of the gradient
of feature embeddings and relevance 𝛼𝛼𝛼 , 𝛽𝛽𝛽 , the parameters are up-
dated together using one-level optimization with gradient descent
on the training set by descending on 𝑓𝑓𝑓 , 𝛼𝛼𝛼 and 𝛽𝛽𝛽 based on:

∇𝑓𝑓𝑓 L(𝑓𝑓𝑓 𝑡−1,𝛼𝛼𝛼𝑡−1, 𝛽𝛽𝛽𝑡−1) and ∇𝛼,𝛽𝛼,𝛽𝛼,𝛽L(𝑓𝑓𝑓 𝑡−1,𝛼𝛼𝛼𝑡−1, 𝛽𝛽𝛽𝑡−1). (3)

In this setting, 𝑓𝑓𝑓 ,𝛼𝛼𝛼 and 𝛽𝛽𝛽 can explore their search space freely until
convergence.

To summarize, CELS iteratively diagnoses the relevance of fea-
tures and interactions of the current model (i.e., the parent) and
then mutates the operations of the irrelevant interactions into the
other operations to generate the new model (i.e., the offspring). The
search terminates when a predefined halting condition is satisfied.

We place CELS within the extensive realm of evolutionary com-
putation. Traditional evolutionary algorithms typically treat indi-
viduals as atomic solutions, using a numerical response for fitness
evaluation and subsequently discarding less competitive individu-
als. However, this approach tends to neglect the intrinsic abilities of
the models. On the contrary, CELS introduces a novel perspective
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Algorithm 1 Cognitive Evolutionary Search: (1+1)-CELS
Input: Training dataset of 𝑁 instances (𝑓𝑓𝑓 , 𝑦), operation set 𝑔𝑔𝑔.
1: Randomly create a model M with initialized relevance 𝛼𝛼𝛼, 𝛽𝛽𝛽 .
2: Generate a offspring model M ′ by applying mutation to M.
3: while 𝑡 < 𝑇𝑚𝑎𝑥 do
4: Update M ′ by descending 𝑓𝑓𝑓 , 𝛼𝛼𝛼 ′ and 𝛽𝛽𝛽 ′. ⊲ Eq. (3)
5: if mod(𝑡, 𝜏) = 0 then
6: if L(M ′) ≤ L(M) then
7: Update the parent model M with M ′.
8: end if
9: Generate a offspring M ′ by applying mutation to M.
10: end if
11: if mod(𝑡, 𝑒𝑝 ∗ 𝜏) = 0 then
12: Update the mutation probability 𝜎 according to the 1/5

successful rule. ⊲ Eq. (6)
13: end if
14: end while
15: return the model M.

from cognitive evolution. CELS integrates the concept of cognitive
ability, particularly neuro malleability or genetic malleability to
develop environmental adaptability. Consequently, CELS moves be-
yond evaluating an individual based on surface-level "appearances"
and opts to closely diagnose the model at the genetic level. Our
approach allows for the assessment of a model’s intrinsic abilities
and facilitates mutation mechanism as targeted.

4.2 (1,1)-CELS
In this subsection, a simple instantiation of CELS for individual-
based search is presented. In (1,1)-CELS, an initial model M is
created where operations are randomly assigned to feature pairs.
We simultaneously optimize relevance parameters𝛼𝛼𝛼 , 𝛽𝛽𝛽 with feature
embeddings 𝑓𝑓𝑓 . Mutation, as the source of genetic variations, proba-
bilistically occurs in modelM when the relevance of an interaction
drops to a threshold, which can be formalized as follows:

For an interaction 𝑔𝑘 (𝑓𝑖 , 𝑓𝑗 ), when 𝛽𝑖, 𝑗 drops to a threshold 𝜆 for
every 𝜏 steps, the mutation is applied with probability 𝜎 , which
means that, to regenerate a new interaction, the operation 𝑔𝑘 of the
interaction 𝑔𝑘 (𝑓𝑖 , 𝑓𝑗 ) mutates into another operation 𝑔𝑙 , given as:

𝑔𝑘 =

{
𝑔𝑙 with probability 𝜎, if 𝛽𝑖, 𝑗 < 𝜆,

𝑔𝑘 , otherwise.
(4)

where 𝑔𝑙 is randomly selected from the operation set as 𝑔𝑙 = {𝑔 | 𝑔 ∈
𝑔𝑔𝑔,𝑔 ≠ 𝑔𝑘 }. After themutation, the new interaction𝑔𝑙 (𝑓𝑖 , 𝑓𝑗 ) replaces
the irrelevant interaction 𝑔𝑘 (𝑓𝑖 , 𝑓𝑗 ) and its corresponding relevance
𝛽𝑖, 𝑗 is reinitialized as 𝛽 ′

𝑖, 𝑗
. In this way,M is replaced, its offspring

M ′ containing new interactions with relevance 𝛽𝛽𝛽 ′ and features
with relevance 𝛼𝛼𝛼 ′ (inherited from 𝛼𝛼𝛼) participates in the next 𝜏 steps.

4.3 (1+1)-CELS
Compared to (1,1)-CELSwhere the parent model is deterministically
replaced by the offspring model, (1+1)-CELS generates the offspring
model and optimizes it then competes it with the parent model. The
following meta-heuristic rule is adopted in (1+1)-CELS to select the

Figure 3: An illustration of the crossover mechanism.

parent of the next generation:{
discard M, if L(M ′) ≤ L(M),
discard M ′, otherwise.

(5)

In this way, only if the offspring’s fitness is at least as good as
the parent model, it becomes the parent of the next generation.
Otherwise, the offspring is discarded.

In general, the value of mutation probability 𝜎 can be adapted
during the search and may also vary over interactions. For the sake
of simplicity, we are initialized with the same value of 𝜎 for all
interactions and then adapt 𝜎 for every 𝑒𝑝 ∗ 𝜏 steps according to
the 1/5 successful rule [3, 63], given as:

𝜎 =


𝜎/𝑟 if 𝑐/𝑒𝑝 > 0.2,
𝜎 ∗ 𝑟 if 𝑐/𝑒𝑝 < 0.2,
𝜎 if 𝑐/𝑒𝑝 = 0.2.

(6)

where 𝑟 is a hyperparameter that is suggested to be set beneath 1,
and 𝑐 is the times that a replacement happens (i.e.,M ′ is preserved)
during the past 𝑒𝑝∗𝜏 steps. Eq. (6) is designed based on the following
intuition. A large 𝑐 implies that the search process frequently found
better models in the past iterations, and the current model might be
far away from the optimum. Thus, the mutation probability should
be increased (by 1/𝑟 times) to help the search process explore the
global promising region. On the other hand, if the search process
frequently failed to achieve a better model in the past iterations, the
current model might be close to a local optimum, so the mutation
probability should be reduced (by 𝑟 times) to help the search process
exploit the promising region near the local optimum. Algorithm 1
outlines the pseudo-code of the (1+1)-CELS. By contrast, (1,1)-CELS
skips the model competition at line 6, as well as the adaption of the
mutation probability at lines 11-13.

4.4 (n,1)-CELS
The use of population (rather than generating the offspring model
from a single parent) has been proven to make search processes less
prone to settle in local optima [15, 38, 50]. To achieve a population-
based searchwith the population size of𝑛 (𝑛 > 1) , (n,1)-CELS initial-
izes𝑛 randommodels as a population:P = {M1, · · · ,M𝜈 , · · · ,M𝑛}.
For a model M𝜈 , we use 𝛼𝛼𝛼M𝜈 and 𝛽𝛽𝛽M𝜈 to respectively denote the
relevance of features and interactions. The models in the popula-
tion may have various operations for interacting on a feature pair
(𝑓𝑖 , 𝑓𝑗 ), i.e., 𝑔P𝑖, 𝑗 = {𝑔M1

𝑖, 𝑗
, · · · , 𝑔M𝜈

𝑖, 𝑗
, · · · , 𝑔M𝑛

𝑖, 𝑗
}.

To iteratively generate an offspring model from the population,
we propose a crossover mechanism applied to multiple parent mod-
els. We choose to select the fittest operation (of which interaction
has the largest relevance) from the population to interact on the
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Algorithm 2 Cognitive Evolutionary Search: (n+1)-CELS
Input: Training dataset of 𝑁 instances (𝑓𝑓𝑓 , 𝑦), operation set 𝑔𝑔𝑔.
1: Randomly create a population P of 𝑛 models, of which any

M𝜈 ∈ P has initialized its relevance 𝛼𝛼𝛼M𝜈 and 𝛽𝛽𝛽M𝜈 .
2: Generate a offspring model M ′ by applying crossover to P.
3: Update M ′ by applying mutation to M ′.
4: while 𝑡 < 𝑇𝑚𝑎𝑥 do
5: Update M ′ by descending 𝑓𝑓𝑓 , 𝛼𝛼𝛼 ′ and 𝛽𝛽𝛽 ′. ⊲ Eq. (3)
6: if mod(𝑡, 𝜏) = 0 then
7: Select the worst parent M = argmaxM𝜈 ∈P L(M𝜈 ).
8: if L(M ′) ≤ L(M) then
9: Update the population P by replacing M with M ′.
10: end if
11: Generate a offspring M ′ by applying crossover to P.
12: Update M ′ by applying mutation to M ′.
13: end if
14: if mod(𝑡, 𝑒𝑝 ∗ 𝜏) = 0 then
15: Update the mutation probability 𝜎 according to the 1/5

successful rule. ⊲ Eq. (6)
16: end if
17: end while
18: return the best model in P : M = argminM𝜈 ∈P L(M𝜈 ).

feature pair for the offspring model, given as:

𝑔M
′

𝑖, 𝑗 = arg max
𝑔
M𝜈
𝑖,𝑗

∈𝑔P
𝑖,𝑗

𝛽
M𝜈

𝑖, 𝑗
. (7)

We illustrate the crossover mechanism of two parents in Figure 3. If
the relevance of interactions of a parent is small (shown as lighter
color), the operations should be selected from the other parents
whose relevance of the interactions is large.Meanwhile, interactions
of the offspring inherit their relevance from respective parents.

After the crossover, the mutation mechanism is applied to the
current modelM ′ to maintain the diversity of the population. Then,
we optimizeM ′ and let it replace the worst parent in the population,
which can be seleted by M = argmaxM𝜈 ∈P L(M𝜈 ).

4.5 (n+1)-CELS
Compared to (n,1)-CELS, (n+1)-CELS generates the offspring via
crossover and mutation, then only if the offspring’s fitness is at
least as good as the worst parent, it replaces the worst parent in
the population. Otherwise, the offspring is discarded. We also use
the 1/5 successful rule to adapt the mutation probability 𝜎 for the
population. Algorithm 2 outlines the pseudo-code of the (n+1)-
CELS. By contrast, (n,1)-CELS skips the model competition at line 8,
as well as the adaption of the mutation probability at lines 14-16.

4.6 Model Functioning
Through recurrent processes of replication and transcription, ge-
netic information is decoded to create corresponding protein se-
quences. This procedure proposes a spectrum of potential functions
for an organism. In an attempt to mimic this natural process, we
retrain the model. Relevant features and interactions are selected
according to their relevance fitness parameters 𝛼𝛼𝛼 , 𝛽𝛽𝛽 . If 𝛼𝑖 = 0 or
𝛽𝑖, 𝑗 = 0, the corresponding features or interactions are fixed to

be discarded permanently. To further capture non-linear interac-
tions with selected relevant features and interactions, in the model
functioning stage, we use a Wide&Deep structure, with the deep
segment using vectorized interactions fed into an MLP, and the
wide segment containing a linear model of features:

�̂� = Sigmoid
(
𝑤𝑤𝑤𝑤𝑖𝑑𝑒 [𝛼1 · 𝑓1, . . . , 𝛼𝑚 · 𝑓𝑚 ] +MLP

( [
𝛽1,2 · 𝑔 (𝑓1, 𝑓2),

. . . , 𝛽𝑚−1,𝑚 · 𝑔 (𝑓𝑚−1, 𝑓𝑚)
] )

+ 𝑏
)
,

(8)

where𝑤𝑤𝑤𝑤𝑖𝑑𝑒 is the weight vector of the linear model, and 𝑏 is the
bias. The relevance 𝛼𝛼𝛼 , 𝛽𝛽𝛽 are fixed and serve as attention units.

4.7 Summary and Remark
We instantiate CELS with a series of meta-heuristics, which deeply
explore the role of cognitive evolution in feature interaction selec-
tion, but the instantiation of CELS is not limited to our proposals.
According to the canonical nomenclature of evolution strategies
[2, 14], practitioners can easily generalize CELS to derivatives as
(n,𝜅)-CELS and (n+𝜅)-CELS. Besides, the complexities of the mecha-
nisms of CELS such as mutation and crossover are linear in practice.

5 EXPERIMENTAL EVALUATION
We conduct extensive experiments on three publicly available bench-
marked datasets to investigate:

• RQ1. How does the effectiveness of the four implementa-
tions of CELS compare to other baseline models?

• RQ2. What are the training costs of running CELS? Is it
practical from an efficiency standpoint?

• RQ3. How does the model evolve to select appropriate op-
erations under task guidance?

5.1 Datasets
We use three publicly available advertising datasets for CTR predic-
tion in the experiments, i.e., Criteo1, Avazu2, Huawei3. The statistics
are reported in Table 2. We describe the three advertising datasets
and the pre-processing steps below.

• Criteo, a renowned CTR prediction benchmark dataset by
Criteo AI Lab, encompasses billions of data points, with a
small subset released during the 2013 Criteo Display Adver-
tising Challenge.We use data from "day 6-12" for training and
evaluation, transforming 13 numerical fields into one-hot
features via bucketing, with infrequent features (appearing
less than 20 times) labeled as a dummy "other" feature.

• Avazu, released in the 2014 Avazu Click-Through Rate Pre-
diction contest. This dataset contains user mobile behaviors,
including ad clicks. It comprises 23 feature fields spanning
from user/device features to ad attributes. We select a 10-day
data subset for training and evaluation.

• Huawei, released in the 2020 Huawei DIGIX Advertisement
CTR Prediction, consists of seven consecutive days of adver-
tising behavior data. It encompasses 35 feature fields, ranging
from user/device features to ad attributes.

1https://www.kaggle.com/c/criteo-display-ad-challenge/data
2https://www.kaggle.com/c/avazu-ctr-prediction/data
3https://www.kaggle.com/louischen7/2020-digix-advertisement-ctr-prediction
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Table 1: Performance comparison. Impr is the relative AUC improvement. ★ and ♢ represent significance level 𝑝-value < 10−3
and 𝑝-value < 0.05 of comparing CELS with the best baseline (indicated by underlined numbers).

Model Name
Criteo Avazu Huawei

AUC(%) Logloss Impr(%) AUC(%) Logloss Impr(%) AUC Logloss Impr(%)

LR [43] 77.84 0.4692 4.28 76.27 0.3896 4.90 0.7658 0.1322 4.06
FM [42] 79.40 0.4583 2.23 78.95 0.3746 1.34 0.7860 0.1281 1.39
AFM [56] 79.85 0.4520 1.65 78.67 0.3759 1.70 0.7925 0.1259 0.56
FFM [19] 80.70 0.4449 0.58 79.04 0.3738 1.23 0.7945 0.1245 0.30
Wide&Deep [6] 79.84 0.4523 1.67 79.28 0.3723 0.92 0.7916 0.1258 0.67
Deep&Cross [54] 79.87 0.4522 1.63 79.35 0.3719 0.83 0.7947 0.1242 0.28
NFM [16] 80.42 0.4469 0.93 79.13 0.3730 1.11 0.7910 0.1256 0.75
DeepFM [11] 80.36 0.4481 1.01 79.39 0.3715 0.78 0.7917 0.1247 0.66
IPNN [40] 80.92 0.4420 0.31 79.70 0.3698 0.39 0.7939 0.1240 0.38
OPNN [40] 81.02 0.4417 0.19 79.43 0.3715 0.73 0.7937 0.1242 0.40
xDeepFM [28] 80.94 0.4421 0.28 79.63 0.3707 0.48 0.7950 0.1239 0.24
AutoInt [48] 80.82 0.4433 0.43 79.29 0.3725 0.91 0.7909 0.1262 0.76
AutoGroup [30] 80.89 0.4426 0.35 79.82 0.3691 0.24 0.7949 0.1244 0.25
AutoFIS-FM [31] 80.62 0.4452 0.68 79.45 0.3712 0.70 0.7887 0.1268 1.04
AutoFIS-IPNN [31] 80.94 0.4422 0.28 79.78 0.3695 0.29 0.7945 0.1245 0.30

(1,1)-CELS 81.11 0.4406 0.07 79.87 0.3685 0.18 0.7951 0.1239 0.23
(1+1)-CELS 81.12 0.4405 0.06 79.90 0.3686 0.14 0.7962 0.1237 0.09
(n,1)-CELS 81.14 0.4403 0.04 79.95 0.3681 0.08 0.7962 0.1236 0.09
(n+1)-CELS 81.17★ 0.4400★ - 80.01★ 0.3678★ - 0.7969♢ 0.1229♢ -

Table 2: The statistics of three real-world datasets.

Dataset #Instances #Categories #Fields Positive ratio

Criteo 45,840,617 34,290,882 39 0.34
Avazu 40,428,967 9,449,445 23 0.20
Huawei 41,907,133 1,096,074 35 0.04

5.2 Experimental Settings
5.2.1 Metrics. Two widely used metrics, AUC (Area Under Curve)
and Logloss (cross-entropy loss) are selected for evaluation.
5.2.2 Baselines. The baseline models we employ for comparison
are the standard and contemporary state-of-the-art models, which
include: LR [43], FM [42], AFM [56], FFM [19], Wide&Deep [6],
Deep&Cross [54], NFM [16], DeepFM [11], IPNN and OPNN [40],
xDeepFM [28], AutoInt [48], AutoGroup [30], AutoFIS-FM and
AutoFIS-IPNN [31]. We calculate the 𝑝-values for CELS and the best
baseline by repeating the experiments five times by changing the
random seeds. The two-tailed pairwise t-test is performed to detect
the significant difference. We use ★ and ♢ to represent significance
level 𝑝-value < 10−3 and 𝑝-value < 0.05.
5.2.3 Hyperparameter Settings. Optimal hyperparameters of each
model are identified through grid search, and sensitivity analyses
for key hyperparameters of CELS are provided in the Appendix.
5.2.4 Implementation Details. To implement CELS4, we use RDA [5,
57] as the online optimizer to discriminate the relevance of features
and interactions, with the learning rate 𝛾 = 10−3, adjustable hy-
perparameters 𝑐 = 0.5, 𝜇 = 0.8. We set the mutation mechanism as
the mutation threshold 𝜆 = 0.2, the mutation probability 𝜎 = 0.5,
and the mutation step size 𝜏 = 10. For (1+1)-CELS and (n+1)-CELS,

4We have released the source code of CELS at https://github.com/RunlongYu/CELS.

Table 3: Training cost of CELS (GPU hours).

Dataset (1,1)-CELS (1+1)-CELS (n,1)-CELS (n+1)-CELS

Criteo ∼0.54 ∼0.54 ∼0.82 ∼0.82
Avazu ∼0.72 ∼0.72 ∼1.00 ∼1.00
Huawei ∼0.49 ∼0.50 ∼0.60 ∼0.60

we set the 1/5 successful rule as the adaptation hyperparameter
𝑟 = 0.99, the adaptation step size 𝑒𝑝 = 10. For (n,1)-CELS and (n+1)-
CELS, we set the population size as 𝑛 = 4. In the model functioning
stage, we set the depth of MLP as 2 with 400 neurons per layer.

5.3 Performance Comparison
Table 1 reports the performance of CELS averaged over five repeti-
tions and compared baselines on three datasets. Impr is the relative
AUC improvement. In practice, an improvement of 0.001-level in
AUC or Logloss is usually regarded as being significant, because
it will lead to a large increase in the company’s revenue due to
a large user base, which has been pointed out in many existing
articles [35, 45, 61, 64]. From the experimental results, we have the
following key observations:

Firstly, most neural network models surpass shallow models
such as LR and FM. This suggests that MLPs are capable of learning
non-linear interactions and providing representation capabilities.
Additionally, OPNN, AutoGroup, and xDeepFM, representatives of
interactions modeled by element-wise outer products, inner prod-
ucts, and compressed interaction networks, respectively, are the
best performing baseline models on Criteo, Avazu, and Huawei.
This aligns with our assertion that we cannot definitively say which
pre-designed operations are superior, given their limited adaptabil-
ity to tasks and datasets.
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Figure 4: Visualization of the evolution path traced by gene maps of (1,1)-CELS algorithm on Criteo dataset.

Figure 5: Visualization of the evolution path traced by gene maps of (1+1)-CELS algorithm on Criteo dataset.

Secondly, instantiations of CELS show substantial improvement
over baselines in terms of AUC and Logloss on all three datasets.
This gain in performance can be attributed to adaptively model-
ing interactions by evolving to find suitable operations. Instead of
equally enumerating all features and interactions, instantiations of
CELS can diagnose the relevance of features and interactions, so as
to enhance relevant features and relevant interactions, and weaken
irrelevant features or mutate interactions contributing little.

Third, from the performance comparison of instantiations of
CELS, we can observe that (1+1)-CELS outperforms (1,1)-CELL, and
(n+1)-CELS outperforms (n,1)-CELS. These indicate that competi-
tion among the offspring model and parent models is effective, and
the 1/5 successful rule can adapt the mutation probability to con-
verge the search region. Meanwhile, the superior performance of
(n,1)-CELS over (1,1)-CELL and the superior performance of (n+1)-
CELS over (1+1)-CELS indicate that, the use of population can make
search processes more diverse, so as to be not easily affected by the
initial models and less prone to settle in local optima.

Beyond accuracy, we also consider the training cost of four CELS
instantiations as shown in Table 3. All experiments are conducted
on a Linux server with a single NVIDIA Tesla A100 GPU. The train-
ing cost aligns with our analysis, with the entire training process
for each dataset taking less than an hour. This represents a signifi-
cant improvement in efficiency compared to previous automated
machine learning approaches that often required multiple GPUs
running for days [47]. The training cost on the Avazu dataset is
slightly longer, mainly due to the higher set dimension of embed-
dings compared to the other datasets.

5.4 Visualization of Evolution Path
To clarify how the model evolves to select suitable operations under
task guidance, we visualize the evolution path of CELS on the Criteo

dataset, which comprises 13 integer feature fields "𝐼1 ∼ 𝐼13" and
26 categorical feature fields "𝐶1 ∼ 𝐶26". If we use the following
encoding ⊕ = 0, ⊗ = 1,⊞ = 2,⊠ = 3, the diagnosed fitness of models
can be represented as a matrix. Additionally, we assign distinct
colors to operations to construct a gene map of the model, where
each gene indicates an interaction, i.e., red "0", green "1", yellow
"2", blue "3". For example, green "1" in the block "𝐼1 ×𝐶12" means
that element-wise product ⊗ is diagnosed as the fittest operation
for feature 𝐼1 to interact with feature𝐶12. To express the relevance
of interactions, we emphasize certain genes based on the relevance
parameters. Darker colors denote interactions that are diagnosed as
more relevant ones, while lighter colors denote less relevant ones.

The evolution paths of individual-based search, i.e., (1,1)-CELS
and (1+1)-CELS, traced by gene maps are respectively visualized
in Figure 4 and Figure 5. The evolution paths of population-based
search, i.e., (n,1)-CELS and (n+1)-CELS, traced by gene maps are
respectively visualized in Figure 6 and Figure 7. For each evolution
path, we zoom in on the gene maps of some local genomes and illus-
trate their nucleotides and linkages (i.e., features and operations),
therein the less relevant interactions are shown as the lighter color.

For individual-based search, we can observe that, in Figure 4
and Figure 5, operations were randomly assigned to model all inter-
actions at the beginning, and interactions shared equal relevance.
Later, the gene map evolved rapidly in the early iterations, some
interactions were discovered as relevant interactions (the color be-
comes darker), while most of the others became less important (the
color becomes lighter), and some mutated into new interactions.
The relevance parameters of some interactions were reduced and
truncated to 0. We discarded these irrelevant interactions, so their
genes became white "−1" (we use ⊘ to encode these linkages in
the illustration). Finally, the search process tends to converge, and
model’s internal operations barely change. Comparing (1,1)-CELS
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Figure 6: Visualization of the evolution path traced by gene maps of (n,1)-CELS algorithm on Criteo dataset.

Figure 7: Visualization of the evolution path traced by gene maps of (n+1)-CELS algorithm on Criteo dataset.

and (1+1)-CELS, the convergence speed of (1+1)-CELS is faster than
that of (1,1)-CELS, which benefits from the competition between
the parent model and the offspring model. Owing to the competi-
tion and the 1/5 successful rule, the mutation probability can be
adapted to converge the search region.

The biggest defect of individual-based search is that it is highly
affected by initialization. Although the model tends to be adaptable
to tasks and data through mutation and evolution, the final model
still has many similarities with the initial model. This is largely
due to the fact that the search space is high-dimensional and the
individual-based search has insufficient exploration power and is
prone to fall into local optima. Population-based search overcomes
this defect with more parents and the crossover mechanism.

We can observe that, in Figure 5 and Figure 6, operations were
randomly assigned to four initial models at the beginning. After-
ward, the crossover mechanism was applied to four parents, re-
sulting in a new model, which is mutated to generate offspring.
After massive crossover and mutation, the final models evolved
by population-based search show few similarities with any initial
models. This is further consistent with our proposal that the use of
population can facilitate the genotypic diversity of models, which
makes the search process less prone to settle in local optima and
better explore the global regions.

Meanwhile, excessive exploration can cause the search process
not to converge. We can observe that the convergence speed of
(n,1)-CELS is rather slow. By comparison, the convergence speed
of (n+1)-CELS is faster owing to the competition among parents
and offspring and the 1/5 successful rule. Therefore, we believe
(n+1)-CELS achieves an ideal balance between exploration and
exploitation in model evolution.

6 CONCLUSION AND FUTUREWORK
This paper presents a nature-inspired evolutionary learning ap-
proach to select feature interactions for CTR prediction, namely
Cognitive EvoLutionary Search (CELS). CELS is a fresh approach to
intelligent marketing and feature interaction selection, as it can
adaptively evolve the model to select proper operations to interact
on feature pairs under task guidance, thereby enhancing predic-
tion performance. When viewed from the model’s cognitive ability
standpoint, CELS brings the model’s genetic malleability, endowing
it with the adaptability to varying environments. From an evolu-
tionary computation perspective, the fitness diagnosis technique is
instrumental in assessing a model’s intrinsic abilities and driving
a targeted mutation mechanism. This enables the visualization of
an evolution path. Based on the CELS framework, we develop four
instantiations including individual-based search and population-
based search.We conducted extensive experiments on three publicly
available advertising datasets. Experimental results have proved
that CELS can significantly outperform state-of-the-art approaches.

The CELS framework of utilizing individual mutation and popu-
lation crossover is new thinking that helps us build models under
task guidance and is not limited to instantiations in this paper. In
future work, we will pay more attention to the internal order of
model evolution and establish a theoretical framework for its evo-
lution behavior. Furthermore, we encourage more task-oriented
instantiations to be proposed based on our work.
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Figure 9:Mutation threshold of population search onCriteo.
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A HYPERPARAMETER STUDIES
Empirically, the mutation threshold is perceived as the hyper-
parameter with the most significant influence on CELS as it di-
rectly impacts the conditions for triggering mutation. Moreover,
for population-based searches, the population size is a paramount
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Figure 10:Mutation threshold of individual search onAvazu.
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Figure 11:Mutation threshold of population search on Avazu.
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Figure 12: Population size 𝑛 of population search on Criteo.
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Figure 13: Population size 𝑛 of population search on Avazu.

hyperparameter. To this end, we investigate the impact of hyper-
parameters of CELS, including the mutation threshold 𝜆 and the
population size 𝑛. Figures 8 to 13 illustrate the experimental results
on Criteo and Avazu datasets in terms of AUC and Logloss.

For the mutation threshold 𝜆, as demonstrated in Figures 8 to 11,
instantiations of CELS perform optimally with a smaller mutation
threshold. Various instantiations exhibit similar patterns as the
mutation threshold increases, namely a marked decline in model
performance. This downturn is attributed to an overly random
mutation caused by a large mutation threshold. When the mutation
threshold is set to 0.5, it is almost equal to our initialized relevance
parameters. Over-random mutation can obscure the evolutionary
direction, resulting in generally subpar model performance.

For the population size 𝑛, as shown in Figures 12 to 13, the per-
formance of (n,1)-CELS and (n+1)-CELS remains largely unaltered
as the population size 𝑛 elevates from 2 to 10. We postulate that
when a large number of parents exist, each offspring undergoing
the crossover mechanism derives from multiple parents, hence in-
heriting relevant interactions. However, this would weaken the
relative relevance of interactions of an individual model, i.e., the
offspring. In other words, it is hard to discriminate the relevance
of interactions of this offspring, so the mutation of it is ineffective.
This can also be ascribed to the pitfalls of excessive exploration.
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