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Abstract—Caching content in routers is the most significant
feature of Named Data Networking (NDN) and therefore the
cache performance is increasingly being concerned for NDN
deployment. The default cache policy of NDN is Leave Copy
Everywhere (LCE) that leaves the copies in each node the data
packet passed, and most of the copies will not be requested again,
which leads to the waste of cache resources. The Betweenness
Strategy caches data in the node with the maximal betweenness
value, which causes a high replacement rate. Considering the
betweenness of nodes and the popularity of content, as well
as the filter effect of cache, we propose Betweenness and Edge
Popularity strategy (BEP) which caches the most popular content
in the most important nodes. We also conduct comprehensive
simulations based on ndnSIM. By evaluating BEP and other
cache replication strategies on a virtual topology, it is indicated
that BEP can achieve higher performance in terms of the cache
hit ratio, server load and average delay.

Index Terms—Named Data Networking, Caching, Node cen-
trality, Popularity, Cache decision, Network edge, Cache replica-
tion strategy

I. INTRODUCTION

Cisco VNI predicted that Global IP traffic will increase
nearly threefold over the next 5 years, and video traffic will
occupy an increasing proportion [1]. As an example of ICN
[2], Named-Data Networking(NDN) [3] caches the content
in in-network routers, which decreases the average delay,
reduces the server load, and minishes the bandwidth usage.
Namely, NDN exchanges precious time and bandwidth with
progressively cheaper storage space.

The default cache policy of NDN, LCE [4](Leave Copy
Everywhere), caches content on all passing nodes. This policy
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generates a large number of redundant copies of content, and
most of the copies will be replaced before the second request
arrives, which leads to the waste of resources. The Betw
strategy [5], proposed by W. Chai et al., caches content on the
node with the maximal betweenness value. But Betw neglects
the high replacement rate in the important node, which causes
popular content to be evicted prematurely [6].

Most researches on NDN network caching only take into
accounting the characteristics of the content or topology and
lack of the combination of the both [5]–[16], which causes
the problem of cache redundancy and inefficiency. Though
the CPRL strategy [17] considers the both, it ignores the filter
effect on the request of the edge node [18]. If a strategy
combines with the features of content and topology, it can
cache the content more rationally. Based on this, we propose
a new cache policy, Betweenness and Edge Popularity(BEP),
with the consideration of the betweenness of nodes and the
popularity of content, as well as the filter effect of cache. This
policy caches the most popular content on the most important
nodes, which makes the full use of scarce cache resources
and avoids a large amount of cache redundancy. BEP also
solves the problem of the high replacement rate and improves
the performance of the entire cache system. In this paper, we
use betweenness to measure the importance of the node and
betweenness will be introduced in section 2.

The rest of the paper is organized as follows. In section
2 we introduce and analyze the related work of NDN cache.
In section 3 we describe the algorithm of the BEP strategy
and give a specific example. In section 4 we conduct simula-
tions to make comparisons among different cache replication
strategies and evaluate the effectiveness of the BEP strategy.
We conclude in section 5.
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II. RELATED WORK

As an important feature and key technology of NDN, cache
is one of the research hotspots of NDN networks. Aiming at
the shortcomings of the NDN caching strategy, many caching
strategies [5]–[17] have been proposed.

The NDN cache is mainly divided into a cache placement
strategy and a cache replacement strategy. The former is a
strategy for deciding which node or nodes the content is
placed on, and the latter is a strategy for retiring which
content if there is an another cache request after a node
is full. This paper focuses on cache placement strategy. In
recent researches of cache placement strategy, researchers
are more inclined to use the information of node or nodes
for collaborative caching which is divided into explicit col-
laboration and implicit collaboration. Explicit collaborative
cache placement strategies, such as [7]–[9], etc., reduce the
content redundancy, ensure the diversity and improve the
benefits. However, explicit collaboration requires additional
resources of information interaction and computing. Different
from explicit collaboration, implicit collaboration does not
need to obtain the state information of nodes in the network
in advance. The main implicit collaborative cache placement
strategies are Betw [5], MCD [11](Move Copy Down), LCD
[12](Leave Copy Down), ProbCache [11], etc..

The default cache placement strategy for NDN is LCE [4],
which caches content on all nodes that the packet traversed.
The LCE algorithm is simple and efficient, but it will cause
a lot of content redundancy [7].Most of the cached content
will be evicted before the secondary request, thus becoming
an invalid cache.

The LCD strategy [12] caches the content on the next hop
of the hit node each time, that is, once for each hit and the
content moves one hop to the user. This strategy implicitly
uses the content request frequency to move content with a
high request frequency to a node close to the user, and solves
the problem of high redundancy of LCE. Because of its slower
moving speed, however, content is likely to be replaced during
the move and the user has to regain the content from the
upstream node. The MCD strategy [11] is basically the same
as the LCD, except that the MCD strategy will delete the copy
from the upstream node after the content moves downstream.
MCD is less redundant than LCD [11]. But once the content
is replaced, the user will have to re-acquire it from the source
server in MCD condition.

The probabilistic caching [13], considered as a simple
and efficient strategy, caches the content with probability p
when the content passes through each node, which solves
the problem of high redundancy of LCE to a certain degree.
Nevertheless, probabilistic caching is based on a random and
uncertain mechanism, which means that it is difficult to find
a certain way to optimize to achieve a further improvement.
In addition, the limit of the implement conditions is also a
bottleneck [13].

The CLCE [10](Conditional Leave a Copy Everywhere)
strategy ensures that the content is cached in the node where

the content is locally and recently popular. This strategy caches
the content quickly in the entire network, but the node caching
the content is not always the core one of the network and the
main network flow does not always pass this node. Hence, the
CLCE does not guarantee the high hit ratio in entire network.

The ProbCache strategy [14] proposed by Psaras et al.
comprehensively considers the available cache size of the
node and the distance between the content and user. First,
the closer to the user node, the greater the probability that
the content will be cached. Second, the nodes with sufficient
cache capacity have a higher probability to cache the content.
However, the ProbCache strategy may cause cache competition
among the edge nodes, resulting in a higher replacement rate
and thus, a lower hit ratio.

The Betw strategy [5] proposed by Chai et al. utilizes
the concept of Betweenness [19] in a complex network.
Betweenness is a measure of the importance degree of the
node and the definition, respectively, is given by:

CB(v) =
∑

s6=v 6=t∈V

σs,t(v)

σs,t
(1)

Where V is the set of all nodes in the network topology,
CB(v) is the betweenness of node v, s and t are the other
two nodes different from v, σs,t is the number of all shortest
paths from node s to t, σs,t(v) is the number of the shortest
paths from node s to t and passing node v. From the definition
it can be noticed that the greater the betweenness, the more
paths through the node, and the node will become a hub node
in the network. The Betw strategy caches content on the nodes
with the greatest betweenness of nodes that the interest packets
passed through. Apart from reducing redundancy, Betw allows
more other nodes to obtain content quickly using the feature
of high betweenness of the caching nodes. The main defect
of this strategy is that it does not take into account the high
replacement rate brought by this solution [6]. If all content is
placed on the node with the highest betweenness, the problem
of the high rate of the cache replacement will result from
the limitation of the cache capacity of the node. The popular
content is replaced and the unpopular content occupies the
cache.

Yu et al. proposed a kind of hierarchical caching strategy,
CPRL [17], which classified the cache and content according
to the number of requests and hops to selectively cache the
content. This strategy does not consider the filtering effect
on the request of the edge node [18], resulting in inaccuracy
classification. Reference [15] considers node popularity and
cache replacement rate simultaneously, however, only using
the number of the requests as the evaluation criteria of the
node’s importance will cause the cache to be concentrated
around the source node. From the perspective of cache ben-
efit, reference [16] caches high-benefit content with a high
probability in a random way. This strategy is an improvement
of probabilistic caching [13] and ProbCache [14], but it cannot
solve the problem of the cache competition among the edge
nodes.



Most of researches on NDN network caching take into
account the characteristics of the content or topology, and
ignore the filtering effect of the cache. If a strategy can
combine with the features of the content and topology, more
information will be used to place the network content more
rationally, thereby improving the cache hit ratio, reducing the
server load and ultimately enhancing the user experience.

III. BEP CACHING PLACEMENT STRATEGY

In order to improve the ratio of cache hit, reduce the
server load and decrease the average delay, we propose
a BEP(Betweenness and Edge Popularity) cache replication
strategy based on the dynamics and popularity of the content,
as well as the importance of the nodes in the topology.
Periodically, the popularity of each content is counted at the
edge of the network, and the cache location of the content is
determined by the ranking of popularity and the importance
of the nodes along the path. The core algorithm of BEP is
to cache the most popular content on the most critical nodes
and non-popular content is placed on the secondary nodes,
which solves the problem of high replacement rates resulting
from the Betw that all content is placed on the core nodes.
BEP makes more efficient use of scarce cache resources to
achieve better cache effects in typical topologies of the local
ISP networks. The specific algorithm is described as follows:

A. Statistics of edge dynamic popularity

Che et al. proposed in [20] that a cache node acts as a
low-pass filter in the tree topology for the LRU(Least Recent
Used) strategy. The node caches high-frequency content and
low-frequency content will be forwarded through this node.
Therefore, the count of the requests for the upstream nodes
cannot truly reflect the request frequency of all content in the
tree topology. The calculation of the content popularity with
this frequency cannot be representative and generally correct.

Since the typical topology of the operator in the edge net-
work is a tree topology, we count and calculate the popularity
of the content in the edge nodes, that is , the leaf nodes.

The popularity of the content is based on the number of
user requests for the content. The algorithm counts the number
of requests for each content in each leaf node in cycles
and calculates the corresponding popularity. The formula for
calculating the popularity of content C in node n in the ith
clock cycle is as follow:

Popularityc,n(i) = α×Popularityc,n(i−1)+(1−α)×Nc,n(i)
(2)

Where α is an attenuation factor, 0 < α < 1, indicating
the proportion of the content popularity before the current
cycle. N(c, n)(i) represents the total number of times the
content C has been requested in the ith clock cycle of the
node n. Popularityc,n(0) is set to 1 at the initiation of the
popularity statistics. The farther away from the current cycle,
the smaller the proportion in the popularity calculating. This
method is an implementation of the iterative algorithm, which
can dynamically adapt to changes in the popularity of the

content and better reflect the recent popular content. It is an
accurate judgment basis for the cache object.

To achieve statistics and calculations of dynamic popularity,
we attach a popularity table to the NDN network node, as
shown in Table I. The popularity table is shared across all
edge nodes. Assuming that the value of α is 0.75, the historical
popularity of the content and the number of times the content
is requested in the current cycle are known. The current
popularity of the content can be calculated by formula (2).

TABLE I
POPULARITY TABLE OF EDGE NODES

Request
Content Historical times in Current

popularity current popularity
cycle

/video/1.mpg 25.24 30 26.43

/video/2.mpg 16.32 20 17.24

/video/3.mpg 14.23 10 13.17

/video/4.mpg 9.16 0 6.87

... ... ... ...

B. BEP caching algorithm

In the network topology, different nodes have different
degrees of importance. There are more connections with others
for the important nodes. Thus we believe that these nodes are
more crucial in the topology and more network requests will
pass through them. If the most popular content is placed on
the most important nodes, a significant portion of requests will
be responded in important nodes and no more forwarding will
occur, which can improve the overall network hit ratio and
reduce the server load.

Guan et al. [21] proposed that the betweenness centrality
has the better performance than other centrality in the CCN
network. Therefore, we choose the betweenness centrality as a
metric of the importance of the node. The BEP strategy can be
summarized briefly as follows: The popularity of the content is
calculated at the edge node, and then the target betweenness is
figured out at the responding node according to the ranking of
the popularity of the content and the size of the cache. In the
return path of the data packet, the node to cache the content
is selected according to the target betweenness.

The interest packet generated by users is forwarded to the
server on the basis of the corresponding forwarding policy
(Algorithm 1). At the first hop, namely, the edge node, the
BEP strategy obtains the popularity ranking of the content
according to the content popularity table and attaches it to
the interest packet. In the forwarding process of the interest
packet, BEP records the betweenness of all nodes along the
forwarding path in the form of the betweenness array which
is attached to the interest packet. When the cache is hit or
the interest packet reaches the server, the responding node
computes Rbetweenness according to the following formula:



Rbetweenness =

⌊
Rankc

CacheSize

⌋
(3)

Where Rbetweenness is the ranking of the betweenness of
the selected node in the betweenness of all nodes along the
forwarding path, Rankc is the ranking of the popularity of the
content C, and CacheSize is the size of the node. Then the
corresponding betweenness is selected from the betweenness
array according to Rbetweenness and attached to the returned
data packet.

For example, assume that Rbetweenness is 2 (Rankc is 2
and CacheSize is 1) and the betweenness array is [0.7, 0.3,
0.4, 0.1]. The final betweenness we get is 0.4, because the
element 0.4 is the second largest element in the betweenness
array.

In the return process (Algorithm 2), the betweenness in the
data packet is compared with that of the nodes along the back-
forwarding path. When the two is equal, the data is cached in
the current node.

It should be noted that if the calculation result of Formula 3
is larger than the length of the betweenness array, the data will
be forwarded directly to the user without comparison. In other
words, this content will not be cached in the cache network.

Algorithm 1 BEP: node v receives an interest packet
initialize (rank = 0, betw = 0)

1: if data in cache then
2: get rank r of the content from the popularity table;
3: compute Rbetweenness;
4: get the betweenness array betws[] from the interest

packet;
5: figure out a specific value betw according to r and

betws[];
6: attach betw to the data packet;
7: send the data packet;
8: else if node v is server and provide data then
9: get rank r of the content from the popularity table;

10: compute Rbetweenness;
11: get the betweenness array betws[] from the interest

packet;
12: figure out a specific value betw according to r and

betws[];
13: attach betw to the data packet;
14: send the data packet;
15: else
16: if node v is an edge node then
17: count and compute the popularity rank r of the

content;
18: attach r to the interest packet;
19: end if
20: get node v’ betweenness betw;
21: attach betw to the interest packet;
22: forward the interest packet to the next hop;
23: end if

Algorithm 2 BEP: node v receives a data packet
initialize (betw = 0, betwv = 0)

1: get the betweenness betw from the data packet;
2: get node v’ betweenness betwv;
3: if betw equals betwv then
4: cache the content of the data packet;
5: end if
6: forward the data packet to the next hop;

Because the betweenness is only related to the topological
structure, all the betweenness used in this paper is calculated
beforehand and stored in each node. The following is a specific
example to introduce the BEP strategy.

As shown in Fig. 1, there are three user nodes and one
server node. Assume that the cache size of the intermediate
five network nodes is 1. With formula (1) we can figure out
the value of the betweenness of each node. The numbers
below the nodes in Fig. 1 represent the respective value of the
betweenness. At the initial moment, the cache of the nodes
v1∼v5 is empty. If user A requests the content of the name
’/video/1.mpg’ at this time, the edge node v3 obtains the
popularity rank of the content, 1, by inquiring in the popularity
table after receiving the interest package. Hence v3 sets the
Rankc of the interest packet to 1 and appends the value of
the betweenness, 0.25, of itself to the betweenness array of
the interest packet. Then the interest packet is forwarded to
the node v2. After receiving the interest packet, the node v2
appends its own betweenness value of 0.71 to the betweenness
array. Finally, the interest packet reaches the server S, and S
obtains the Rankc value and betweenness array [0.61, 0.71,
0.25]. Then we can figure out that Rbetweenness = 1 by using
CacheSize = 1 and formula (3), so the maximum value in
the betweenness array, 0.71, is attached to the returned data
packet. In the return process, the betweenness value in data
packet is compared with that of each node along the path,
and when the betweenness value is equal to 0.71, the data is
cached in the current node. In this case, the content is cached
in the node v2. If user A requests the content of the name
’/video/2.mpg’, then Rbetweenness = 2, and the returned data
packet will carry the second largest betweenness value 0.61,
so the node v1 will cache this content.

Fig. 1. Topology of the specific example.



IV. PERFORMANCE EVALUATION

A. Experimental setup

We now evaluate our replacement strategy through sim-
ulations on ndnSIM [22]–[24]. Experimental environment:
MacOS High Sierra 10.13 operating system, 4G memory,
Intel Core i5 16GHz CPU and 2.4 version ndnSIM. The
topology of simulation adopts a tree structure with 7 layers.
The child nodes are generated from the root node randomly
and each node has 0 to 5 child nodes. Finally, 628 nodes
are generated, including one source server node and 377 user
nodes. There are N = 2000 different contents in the network
and each content is 1024KB. Content popularity follows a
Zipf-Mandelbrot distribution [25] with a parameter ranging
from 0.5 to 1.5, and requests from user nodes follow a Poison
distribution with the rate λ which equals 10 req/s in our
experiment. The cache size of each node is the same and is
C. The value range of C is 10-100, which controls the ratio
between the cache size of the CS table and the total content
from 0.005 to 0.05 and ensures that the cache capacity of
the node is much smaller than total content to meet the real
situation of the network. When counting the edge popularity
in the BEP algorithm , the attenuation factor is 0.75, the
statistical calculation period is 1 second, and the simulation
duration is 50 seconds. We choose the first 5 seconds as the
system initial warm-up phase and the data generated in the
last 45 seconds as the experimental data. We also realize 5
cache placement algorithms commonly used in NDN as the
control groups which are LCE, LCD, Betw, Probability, and
ProbCache, where Probability has a cache probability of 0.5.

B. Evaluation metrics

We introduce the following metrics as comparative evalua-
tion criterion in our experiment:

1) Hit ratio phit: Assume that the number of hits of interest
packages outside the server node is hit, the number of total
interest packages is total. Thus we have

phit =
hit

total
(4)

The hit ratio intuitively reflects the performance of the cache
system. A high hit ratio means that a larger proportion of
requests are responded before the requests arrive at the server
node. This is one of the important functions of the cache.

2) Server load: The server load is the number of interest
packets that the server need to process per second. The larger
the value, the busier the server. The server load reflects the
pressure on the server. Network delay and packet loss will be
caused by the high server load and the insufficient processing
ability of the server. Therefore, it is also necessary to reduce
the server load as much as possible.

3) Average delay: The average delay reflects the average
duration from the user sending a request to the user receiving
a response, in milliseconds. The larger the value, the worse
the user experience. One significant purpose of the cache is
to enhance the user experience. Therefore, the request delay
is an important indicator of the cache system.

C. Analysis of results

We compare the above three performance indicators by
changing the cache size of the node and Zipf parameters.

1) Hit ratio: Fig. 2 is a plot of the entire cache hit ratio as
a function of cache size under six different caching strategies,
with a Zipf parameter of 0.7. From the figure, we notice that
the BEP strategy is much better than default LCE of NDN.
The total hit ratio of BEP is 55.25% higher than that of LCE
when the cache size ratio is 0.025. We also notice that LCD
has a higher cache hit ratio than that of the Betw with the small
size of the node and has a lower cache hit ratio than that of
Betw with the large size of the node. This is because Betw’s
cache resources are strained when the cache is small, and the
disadvantage of its high replacement rate becomes particularly
prominent. Therefore, Betw performs poorly. With the increase
of the node cache size, a single node can cache more content,
which relieves the problem of Betw’s high replacement rate.
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Fig. 2. Hit ratio vs cache size ratio, fix Zipf parameter to 0.7.

As shown in Fig. 3, we fix the cache size ratio to 0.025 and
change the Zipf parameter. It’s noticed that the BEP strategy
is still the best of the six strategies. As the Zipf parameter
grows, the users’ requests are more focused on less content,
so when the Zipf parameter reaches 1.5, most of the popular
requests can be cached. The hit ratio of the six strategies are
all round 90%, while BEP is as high as 92.14%.

2) Server load: Fig. 4 shows the change of the server load
when the Zipf parameter is 0.7 and the cache size of the node
increases. In the comparison between LCD and Betw, LCD is
still better when the cache size is smaller and Betw is better
when the cache size is larger. When the cache size ratio is
0.025, the server load of BEP is 17.30% lower than that of
LCE, 10.27% lower than that of Betw, and 9.44% lower than
that of LCD.

Fig. 5 shows the change of the server load when the cache
size ratio is 0.025 and the Zipf parameter increases. When
the Zipf parameter is large enough, the server load can reach
a fairly low level. When the Zipf parameter is 1.5, the BEP
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Fig. 4. Server load vs cache size ratio, fix Zipf parameter to 0.7.

server load is only 287.5 req/s, and the server load of the
other five strategies is also within 420 req/s. Overall, the BEP
strategy is still optimal.

3) Average delay: Fig. 6 shows the change of the average
delay when the Zipf parameter is 0.7 and the cache size of the
node increases. Fig. 7 shows the change of the average delay
when the cache size ratio is 0.025 and the Zipf parameter
increases. From these two figures, we notice that the BEP
strategy outperforms the other five strategies. When the Zipf
parameter is 0.7 and the node cache size is 0.025, the average
delay of BEP is 13.24% lower than that of LCE, 6.70% lower
than that of Betw and 4.43% lower than that of LCD.

As shown in Fig. 7, when the Zipf parameter is greater
than 1.1, the BEP strategy is almost the same as the Betw
strategy in terms of average delay. This is because, when the
Zipf parameter is larger, more requests are concentrated on
less content. BEP places the most popular content on the most
important nodes, and Betw places all the content on the most

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

Zipf Parameter

0

500

1000

1500

2000

2500

3000

3500

S
e
rv

e
r 

L
o
a
d
(r

e
q
/s

)

BEP

Betw

LCD

LCE

Probability

Probcache
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Fig. 6. Average delay vs cache size ratio, fix Zipf parameter to 0.7.

important nodes. When the Zipf parameter is large enough,
almost all users’ requests are concentrated on the popular
content, so BEP and Betw are almost similar in performance.

V. CONCLUSION

Based on the analysis of the main problems of some popular
NDN caching strategies, we propose the BEP strategy, which
integrates the centrality of the node, the popularity of the
content and the filtering effect of the cache on the requests.
By combining content information and topology information,
the BEP strategy overcomes the problem that the hit ratio is
not high enough due to the high replacement rate in the Betw
strategy. Moreover, the BEP strategy avoids the redundancy
and inefficiency of the default policy LCE. Simulation experi-
ments show that, first, BEP is superior to other strategies under
various indexes. Second, the performance of BEP and Betw
are almost similar when the Zipf parameter is large enough.
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On the basis of this paper, we will provide a local ISP
or CP-friendly caching strategy by using more information
of the network which contains caching placement strategies
and routing mechanisms to reduce caching costs and increase
caching benefits on the next step.
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