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a b s t r a c t

Geometric feature detection on surfaces is a crucial task for the characterization and understanding
of geometry shapes. In this paper, we present a robust and reliable approach for accurately capturing
local surface variations at different feature sizes within point clouds. To this end, we define a bilateral
weighted centroid projection-based metric to quantify surface deviations. Based on the metric, we
propose a structure-to-detail feature perception algorithm to accurately locate geometric features of
varying sizes. Additionally, we use tensor analysis to extract boundary features. We evaluate our
method on various object- and scene-level point clouds, demonstrating its superiority and versatility
over existing techniques. Computational results show that our method is capable of identifying a
wide range of geometric characteristics within point clouds, including complicated structures, rich
textures, fine details, shallow curves, and geometric boundaries. We also validate the effectiveness of
our approach on several downstream applications, including segmentation, surface reconstruction, and
feature line extraction.

© 2023 Elsevier Ltd. All rights reserved.
1. Introduction

With the increasing availability of 3D scanning technology,
uch as LiDAR and consumer-level depth sensors, point clouds
ave become a common representation for 3D data in a wide
ange of applications [1], including computer graphics [2,3], com-
uter vision [4,5], autonomous driving [6], robotics [7], and 3D
apping [8,9], just name a few. However, processing and analyz-

ng point clouds can be challenging due to their large size and
nordered nature. A critical problem in point cloud processing
s detecting geometric features, which are essential for under-
tanding shape geometry and have a wide range of downstream
pplications, such as line and contour extraction [10,11], segmen-
ation [12], reconstruction [13,14]. Although there are existing
ethods for feature detection, they often have limitations in

erms of accuracy, robustness, and efficiency.
When processing a point cloud, humans tend to focus their

ttention on regions with noticeable geometric variations, such
s sharp edges or curves, which are commonly referred to as
eometric features. This is because the human perceptual sys-
em can abstract the surface shape using the features identi-
ied [15], allowing for a higher-level understanding of the entire

∗ Corresponding author.
E-mail address: renjiec@ustc.edu.cn (R. Chen).
ttps://doi.org/10.1016/j.cad.2023.103592
010-4485/© 2023 Elsevier Ltd. All rights reserved.
surface [16]. For example, feature detection can be used to extract
the boundaries of objects or parts in a point cloud, allowing for
more accurate segmentation and reconstruction of the surface. As
such, point cloud feature detection has become an essential and
increasingly important task in various communities, including
computer graphics and computer vision.

Over the past decade, point cloud feature detection has been
extensively studied, and many methods have been proposed to
detect geometric features on sampled surfaces. Although a con-
siderable amount of progress has been made, it remains difficult
to single out one method that can reliably and accurately identify
all types of geometric features, especially in the presence of noise,
complex structures, or fine details. For example, the method of
Park et al. [17] works well on CAD models, but struggles to extract
small-scale details and mid-scale features on non-CAD surfaces
and is sensitive to noise. Chen et al. [18] proposed a multi-scale
feature detection method that can robustly extract and refine
features on CAD and manufactured surfaces in the presence of
noise, but often fails to identify fine-scale and transition fea-
tures on certain complex non-CAD objects. Nie [19] proposed a
method that produces satisfactory results on both CAD and non-
CAD surfaces, but tends to induce false features when dealing
with noisy surfaces, especially in the case of large noise. The
method of Liu et al. [20] relies on high-quality normals, making

their results sensitive to the user-specified size of the geometric
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eighborhood. These limitations highlight the need for a new
ethod that can accurately identify a wide range of geometric
haracteristics, including those that are challenging to detect with
xisting methods.
To address the aforementioned limitations of existing methods

or point cloud feature detection, we propose a new and robust
ethod that can locate various types of geometric features ac-
urately and reliably. Our method is based on a novel saliency
etric, which is formulated to be robust to noise and indepen-
ent of region size, allowing for accurate measurement of the
egree of surface variations within a given region. To efficiently
dentify features, we present a structure-to-detail feature per-
eption algorithm that iteratively splits the given neighborhood
egion into multiple subregions, selects the subregion with the
argest variation based on the proposed saliency metric, and
hecks the stopping criteria before further splitting the subregion
f necessary. We also present a tensor analysis to extract bound-
ry points. Our iterative approach can accurately locate features
f varying sizes and complexities on point clouds, making it more
ersatile and effective than existing methods. We demonstrate
he effectiveness of the proposed method on both synthetic and
canned data, showing that it outperforms existing methods in
erms of accuracy and robustness. Finally, we demonstrate the
ffectiveness of our method on several downstream applications,
ncluding segmentation, surface reconstruction, and feature line
xtraction.
Our main contributions can be summarized as follows:

• We propose a structure-to-detail feature perception algo-
rithm that employs a neighborhood splitting and selection
strategy to accurately locate geometric features of varying
sizes.
• We design a geometric saliency metric, in terms of centroid

projection weighted by both point and normal deviations
within a given neighborhood. This metric is robust against
noise and flexible to the neighborhood size.
• We introduce a simple and effective tensor analysis to ex-

tract boundary features completely.

. Related work

Identifying features on point clouds is a traditional yet es-
ential problem that has been extensively studied. Due to the
bundance of literature, reviewing all existing feature detection
ethods is beyond the scope of this paper. We focus on three cat-
gories: geometry-, statistic-, and learning-based methods. Our
eature detection method belongs to the first category, on which
e will concentrate, although we will also mention other relevant
pproaches.
Geometry-based methods. Many remarkable feature detec-

ion methods have been proposed for polygonal meshes. Hilde-
randt et al. [21] used discrete differential operators on piecewise
inear meshes to speed up the computation of high-order surface
erivatives and filter them to improve the quality of extracted
eature lines. Ohtake et al. [22] effectively extracted ridge-valley
ines on meshes by combining multi-level implicit surface fitting
nd finite difference approximations. Clarenz et al. [23] proposed
o use moment analysis of local surface patch neighborhood
o extract feature regions. Liu et al. [24,25] introduced a to-
al variation-based metric to detect geometric discontinuities on
eshes during the denoising process.
Identifying features on point clouds is challenging due to the

ack of connectivity and their unorganized nature. Pauly et al. [26]
roposed a feature classification framework that can perform
iscrete surface analysis at multiple scales using a multiscale
lassification operator. Using the covariance matrices of Voronoi

ells to estimate curvature and feature information on sampled s

2

surfaces, Mérigot et al. [27] defined a Voronoi covariance mea-
sure (VCM). Kalogerakis et al. [28] presented a novel method
for estimating curvatures from point clouds and extracting lines
of principal curvatures, which combines local surface variation
measurements and curvature analysis to achieve robust and ac-
curate results. Park et al. [29] proposed a multi-scale tensor
voting method to identify sharp features on sampled surfaces.
Liu et al. [1] detected features on point clouds using a bi-tensor
voting scheme that combines normal- and point-tensor voting
and is robust against noise. Some researchers directly applied
point coordinates and normals to identify features. For example,
Demarsin et al. [30] segmented the input point cloud into differ-
ent regions based on the angle difference between the normals
of these regions and extracted candidate features between them
as feature points. Bazezian et al. [31] analyzed the eigenvalues of
the covariance matrix and then applied clustering for fast feature
detection. Béarzi et al. [32] explored a local frequency framework
that can amplify the details of shapes by regional frequency
analysis for identifying features. Guo et al. [33] used the local
binary pattern (LBP) to exclude non-feature points from potential
feature points. Chen et al. [18] presented a joint metric (PFR-LSV)
based on the optimal fitting plane to exclude potential non-
feature points while retaining correct features. Nie [19] proposed
a local surface variation measurement, called the smooth shrink
index (SSI), to combine with the Laplace smoothing and thinning
technology to extract feature points accurately. Liu et al.
[20] introduced a neighbor reweighted local centroid (NRLC)
computational approach to detect geometric features on point
clouds.

Statistic-based methods. Researchers have also attempted
o describe geometric features from the statistical perspective
34–37]. Rusu et al. [34] proposed constructing 16D feature his-
ograms with three descriptors to identify features by using the
roperty that the feature histograms are unaffected by the loca-
ion, orientation, and density of the point cloud. Guo et al. [35]
resented RoPS, a local feature descriptor based on rotational
rojection statistics, to describe the local surface shape. This local
escriptor is designed by rotating and projecting the neighbor
oints onto 2D planes and then calculating the low-order mo-
ents and entropy of the 2D distribution matrix on these planes.
ang et al. [36] developed the local feature statistics histogram
LFSH) to characterize matching feature points for point cloud
egistration. Zhang et al. [37] applied the region-growing method
ased on the Poisson distribution to extract features adaptively.
lthough the statistics-based approaches can produce remarkable
esults on sharply curved surfaces, these approaches may miss
ertain features when the sampled surfaces are corrupted by
oise or contain rich geometric features.
Learning-based methods. Recently, several learning-based

ethods [38–42] have attracted increasing attention, which have
he advantage of being parameter adjust-free. EC-Net proposed
y Yu et al. [38] is the first work that identifies sharp edges
n noisy point clouds with the neural network. PIE-Net, pre-
ented by Wang et al. [39], is designed for estimating parametric
eature curves in an end-to-end manner, which is particularly
ffective in detecting features on CAD and man-made surfaces.
imeur et al. [40] proposed a lightweight neural network named
CEDNet, which can produce satisfactory feature detection re-
ults on more general surfaces, including scene data. Matveev
t al. [41] proposed DEF for predicting sharp geometric features
n CAD surfaces. Zhao et al. [42] proposed a deep learning ap-
roach that can learn to detect sharp feature points on raw point
louds with good noise resilience. The success of these learning-
ased methods crucially relies on a large amount of annotated
ata. However, manually labeling features on sampled surfaces is
abor-intensive, especially for non-CAD surfaces and large-scale

cenes.
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Fig. 1. Structure-to-detail feature detection results using varying neighborhood
sizes. (a) Raw input (colormap based on the normals of input). (b), (c), and
(d) show the detected structural, mesoscale, and detailed features using large-
, mid-, and small-scale neighborhoods, respectively. (e) shows the union of
those detected features from (b), (c), and (d). The feature points are plotted
in blue, while the non-feature points are plotted in gray. (For interpretation of
the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 2. Combining the neighborhood splitting and selection, we can progressively
locate geometric features varying from large scale to small scale.

3. Method

We define features as surface characteristics, including com-
plex structures, rich textures, fine details, shallow curves, and
geometric boundaries. Features on sampled surfaces are usually
of various scales, necessitating varying neighborhood sizes when
detecting features ranging from large to small. Given a point
cloud, we can directly extract its large-scale structures using
the initial neighborhood, as shown in Fig. 1(b). However, using
the original (large-scale) neighborhood, we cannot accurately
identify mesoscale and small-scale features. To address this limi-
tation, we propose splitting the initial neighborhood into multiple
sub-neighborhoods and selecting the sub-neighborhood with the
highest local surface variation, as depicted in Fig. 1(c). To further
detect finer details, we continue to split the sub-neighborhood
into more refined ones and then search for the one with the
highest local variation, as illustrated in Fig. 1(d). As Fig. 1 shows,
the size of the neighborhood has a significant impact on feature
detection, ranging from structural to detailed features. Therefore,
to detect structure-to-detail features as accurately as possible, we
iteratively perform neighborhood splitting and selection.

3.1. Structure-to-detail feature perception

Let P = {pi}Mi=1 be an unstructured point cloud sampled from
2-manifold in R3, where M is the number of samples. Let F
e the feature point set of the point cloud, and V be a potential
eature point set initialized as V = P. Given a point pi ∈ P,
e define its multiscale neighborhood as Ωz(pi). When z = 0,

we get the original neighborhood of pi as Ω0(pi) = {pj| ∥pj −

i∥ < r}, where r is the neighborhood radius. When z increases

3

z ≥ 1), Ωz(pi) represents the refined sub-neighborhood of pi,
hich allows locating the local shape variation more accurately.
o identify structure-to-detail features on the point cloud, we
teratively perform the following steps:

(1) For each point pi ∈ V, we calculate its variation metric value
δi by (1) using the current neighborhood Ωz(pi). Then, we
put these variation values into the set ϕ and sort them in
descending order.

(2) We move the points with larger variation values (the top
β of the points in the set ϕ) into the current feature point
set PF and move the points with smaller variation values
(the bottom γ in ϕ) into the current non-feature point set
PnonF , and then identify the remaining points as the up-
dated potential feature point set V. β and γ are percentage
coefficients.

(3) For each point pi ∈ V, we split its current neighborhood
Ωz(pi) into multiple sub-neighborhoods using the neighbor-
hood splitting operation, which will be elaborated on in the
following. Then, we choose the sub-neighborhood with the
largest variation (δmax) as the refined neighborhood Ωz+1(pi)
of pi. See Fig. 2 for a 2D illustration of our neighborhood
splitting and selection strategy.

Algorithm 1 outlines the above procedure. Based on neighbor-
hood splitting and selection, this algorithm iteratively performs
the above three steps. When either the proportion of the iden-
tified feature points exceeds the percentage coefficient α, or
the maximum iteration number is reached, the algorithm termi-
nates and returns the feature point set F. In most cases, three
neighborhood updates are enough to produce satisfactory feature
detection results. Thus, we set the maximum iteration number as
3 to balance computational complexity and feature identification
accuracy. Fig. 1 shows an example.

Algorithm 1: Structure-to-detail feature detection
Input: point cloud P
Output: feature point set F
initialization: F = PF = PnonF = ϕ = φ,V = P, z = 0;
while (|F| < α |P| or z < 3) do

(1) Calculate variation metric values for potential
feature points
for each pi ∈ V do

Compute δi using (1);
ϕ = ϕ ∪ {δi};

end
Sort ϕ in descending order;
(2) Update the potential feature point, feature point, and
non-feature point set based on the variation values

PF ← extract the top β points from ϕ;
PnonF ← extract the bottom γ points from ϕ;
V = V \ (PF ∪ PnonF ), F = F ∪ PF ;
PF ← φ, PnonF ← φ, ϕ← φ;
(3) Neighborhood splitting and selection for poten-
tial feature points
for each pi ∈ V do

Ωz+1(pi)← splitting Ωz(pi) and then selection;
end

nd
eturn F.

Neighborhood splitting operation. Given the current neigh-
borhood Ωz(pi), we would like to refine it to match the shape
of the curved region. Hence we design a splitting operation that
repeatedly divides the current neighborhood into a series of sub-
neighborhoods. Specifically, given a point p , we first compute the
i
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Fig. 3. The construction of multiscale neighborhoods Ω0(pi), Ω1(pi), and Ω2(pi)
or a given point pi . The partitioning plane Λ(pi,pj,ci) is constructed from pi , a
eighbor point pj of pi , and the centroid of Ωz (pi), which is used to refine the
urrent neighborhood.

entroid ci of the current neighborhood as ci = 1
|Ωz (pi)|

∑
j∈Ωz (pi)

pj.
Then for each neighbor point pj, we can construct a plane Λ(pi,pj,ci)
that divides Ωz(pi) into two sub-neighborhoods. By repeatedly
performing the splitting operation on the current neighborhood
Ωz(pi), we can obtain 2K sub-neighborhoods with K = |Ωz(pi)|.
Then, for the next round of splitting, we can select the sub-
neighborhood with the largest δ as Ωz+1(pi). The aforementioned
descriptions are illustrated in Fig. 3.

3.2. Weighted Centroid Projection Metric

In order to robustly and flexibly quantify the geometric saliency
of a given point pi with different neighborhood sizes, we define
the weighted centroid projection distance

δi = ki · Di, (1)

where ki is a bilateral weight that measures the overall flat-
ness within a larger neighborhood around pi, and the term Di
quantifies the geometric variation of a given neighborhood of pi.

Centroid projection term. To measure the local curved vari-
ation of pi within the current neighborhood Ωz(pi), we propose
the centroid projection term as

Di = |(ci − pi)Tni|, (2)

where ni is the normal of pi estimated using local PCA, and ci is
the centroid of Ωz(pi). This term is formulated as the projection
of −→pici onto normal ni; see Fig. 4 for an illustration. The centroid
projection distance increases as the local shape of the current
neighborhood becomes more curved, and vice versa; see Figs. 4(a)
and 4(b). With term (2), we can effectively identify feature points
at varying scales of Ωz(pi). However, when the sampled surface is
corrupted by noise, many noise points may be falsely identified as
features if term (2) alone is used to detect features; see Fig. 5(b).
The reason is that the projection of −→pici becomes significantly
longer due to noise interference, causing pi to be incorrectly
identified as a feature point even though pi actually lies in a flat
region, as Fig. 4(c) illustrates.

It is known that discretizing the Laplace–Beltrami operator on
triangular meshes via the cotangent formula yields the discrete
mean curvature normal. On point clouds, we note that our lo-
cal term Di shares some similarities with the Laplace–Beltrami
operator and that the local term is related to the mean curvature.

Bilateral weights. However, relying solely on mean curvature
as a local metric can result in noisy points being misidentified as
features. To counteract the impact of noise in feature detection,
we propose a bilateral weight that incorporates the centroid
projection term (2) in order to contrast feature points and noisy
points, thereby making it easier to identify feature points cor-
rectly. This nonlocal weighting scheme is a novelty of our metric
 n

4

Fig. 4. Illustration of the centroid projection distance of −→pici onto ni in (a) a flat
region, (b) a curved region, and (c) a flat region corrupted by noise.

Fig. 5. Feature identification on noisy input using the centroid projection term
(2). From left to right: noisy input, identification results without and with the
bilateral weight (3), respectively. The combination of the projection term (2)
and the weight (3) allows us to identify multiscale features while keeping noise
points excluded.

and sets it apart from traditional curvature-based methods. This
weight is determined by two factors

ki = κn
i · κ

p
i . (3)

Weight (3) consists of two parts: κn
i is a monotonically in-

creasing exponential function w.r.t. the overall normal difference
within the neighborhood Ω0(pi), and κ

p
i is the same function

w.r.t. the overall distance difference. Specifically, we have κn
i as

κn
i = eρi/µn , ρi =

√ 1⏐⏐Ω0(pi)
⏐⏐ ∑

j∈Ω0(pi)

(θij − θ̄i)2, (4)

here ρi is the standard deviation of the normal within Ω0(pi), µn

s a scaling factor, θij = arccos
(

ni
||ni||
·

nj
||nj||

)
is the angle difference

between normal ni and nj, and θ̄i denotes the mean angle θ̄i =
1

|Ω0(pi)|

∑
j∈Ω0(pi)

θij. Meanwhile, we have κ
p
i as

κ
p
i = eπi/µp , πi =

√ 1⏐⏐Ω0(pi)
⏐⏐ ∑

j∈Ω0(pi)

(dij − d̄i)2, (5)

where πi is the standard deviation of the distances within Ω0(pi),
µp is a scaling factor, dij is the distance from the neighbor point
pj to the least-squares fitting plane ηi, which is the plane with
the minimum sum of squared distances to the neighbors of pi.
¯i is the mean distance d̄i = 1

|Ω0(pi)|

∑
j∈Ω0(pi)

dij. By multiplying

term κn
i by κ

p
i , we can lessen the effect of incorrectly estimated

ormals on the bilateral weight (3) and make the computation
ore stable. Fig. 6 shows an example.
The bilateral weight (3) allows us to measure the overall flat-

ess within a larger neighborhood (Ω0(p )) around p . It is worth
i i
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Fig. 6. (a) Noisy input. (b) Feature identified with ki = κn
i . (c) Feature identified

ith ki = κn
i · κ

p
i .

Fig. 7. Eigenvalues of the voting tensor for different points. p1 and p2 are
oundary points with the eigenvalue distribution ti,1 > ti,2 ≫ ti,3 ≈ 0. p3 is
he point lying on the plane with t3,1 ≈ t3,2 ≫ t3,3 . p4 is the feature point on
he sharp edge with t4,1 > t4,2 > t4,3 .

oting that using a larger neighborhood can effectively reduce
he impact of local noise on the overall measurement result.
eight (3) reduces the projection distance (2) for non-feature
oints while increasing it for true feature points, which makes it
rucial for excluding non-feature points (e.g., noise points) in the
dentification result. Figs. 5(b) and 5(c) show its effect. As we can
ee, without this weight, many noise points are falsely identified
s features. In contrast, the result with this weight is superior.

.3. Detection of boundary features

In the previous subsections, we have identified geometric fea-
ures on the sampled surface except for boundary feature points.
ere, we apply a simple but effective tensor analysis to extract
oundary features.
Given a point pi, its voting tensor is constructed as the

eighted sum of the coordinates covariance matrices of the
eighboring points,

i =

∑
j∈N(pi)

w(pi, pj)(pj − p̄i)⊗ (pj − p̄i)∑
j∈N(pi)

w(pi, pj)
, (6)

here the weight w(pi, pj) = e−∥pi−pj∥
2
/r2b is a Gaussian function

hat decreases as the distance between the two points increases,
(pi) = {pj | ∥pj − pi∥ < rb} is the neighboring point set, and
¯ i =

1
|N(pi)|

∑
j∈N(pi)

pj. The neighborhood radius is set as rb = 2r to
ensure the following tensor analysis is reliable. Symbol⊗ denotes
the outer product (pj − p̄i)(pj − p̄i)T . As tensor (6) is symmetric
and positive semidefinite, it can be diagonalized with eigenvalue
decomposition,

Ti =
3∑

ti,mei,m ⊗ ei,m, (7)

m=1

5

Fig. 8. Boundary detection results on a scanned surface. From left to right: raw
surface, boundary detection results without and with Ri,2 , respectively. With the
addition of Ri,2 , non-boundary points can be excluded effectively.

Table 1
Values of Ri,1 , Ri,2 , and Bi for points marked in Fig. 7.

Ri,1 Ri,2 Bi

p1 0.860861 0.986071 0.848870
p2 0.407457 0.996803 0.406154
p3 0.032039 0.998865 0.032003
p4 0.375448 0.239553 0.089940

where ti,m and ei,m are the corresponding eigenvalues and eigen-
vectors with the eigenvalues assumed to be sorted in decreasing
order ti,1 ≥ ti,2 ≥ ti,3 ≥ 0.

In order to correctly extract boundary points, we analyze the
relationship between the eigenvalues of the voting tensor (6) and
propose the boundary detection operator on pi as

Bi = Ri,1 · Ri,2 =
ti,1 − ti,2

ti,1 + ti,2 + ti,3
·
ti,2 − 2ti,3

ti,2
. (8)

Term Ri,1 refers to a linear shape factor [11,43], which can be used
to detect boundary points with the neighborhood forming a linear
shape and exclude the non-boundary points lying on smoothly
curved regions.

Table 1 lists the values of Ri,1 for the examples in Fig. 7. As we
can see, p1 is a boundary point with surrounding points lying on
a line in the direction of the eigenvector t1,1, and its Ri,1 value
s closer to 1. In contrast, p4 is a plane point with Ri,1 value
loser to 0. However, using only factor Ri,1, we cannot distinguish
he boundary point p2 that lacks partial neighborhood from the
eature point p4 lying on the sharp edge; see Ri,1 values of p2 and
4 in Table 1.
Through carefully examining the eigenvalue distribution of

oundary points, we formulate a rule for the boundary points:
i,2 ≫ ti,3 ≈ 0. Based on this rule, we introduce Ri,2 in (8), which
llows us to clearly distinguish boundary and non-boundary
oints, since boundary points have much larger Bi values than
on-boundary points, as the Bi column in Table 1 shows. Fig. 8
hows the extracted boundary features from a scanned surface.
he result obtained using only Ri,1 is a little messy as some edge
oints other than boundary points are detected; see Fig. 8(b).
ith the addition of Ri,2, the boundary and non-boundary points

an be clearly distinguished; see Fig. 8(c). Thus, we can classify
oundary points as Fb = {pi ∈ P | Bi > ϵb}, where ϵb is a threshold
n the range of [0.3, 0.6].

. Experiments and discussions

In this section, we present experimental results on a variety of
oint clouds visually and numerically, including CAD, non-CAD,
aw scanning surfaces, and scene data. The tested surfaces are
orrupted by either synthetic or raw noise. The synthetic noise
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Fig. 9. Feature detection results for varying r . We keep the same number of
eature points in each result. From left to right: clean input, and results with
ncreasing r .

Fig. 10. Feature detection results for varying µn . From left to right: noisy input
(1% noise), and results with increasing µn .

is generated by a zero-mean Gaussian function with the stan-
dard deviation proportional to the diagonal of the axis-aligned
bounding box of the ground truth. We compare our feature de-
tection method with the state-of-the-arts, including tensor voting
(TV) [29], smooth shrink index (SSI) [19], edge-aware point set
consolidation network (EC-Net) [38], neighbor reweighted local
centroid (NRLC) [20], and local surface variation and plane fitting
residual (PFR-LSV). For PFR-LSV and EC-Net, we run the codes
provided by the authors. For TV, SSI, and NRLC, we implemented
them in C++ based on the description in the published articles.

4.1. Parameter setting

Our feature detection method has a few parameters that
should be tuned in order to produce satisfactory results. In the
following, we will discuss the parameter roles of our method.

Parameter r is the radius of neighborhood Ω0(pi), which af-
fects the accuracy of feature extraction. As Fig. 9 demonstrates,
the detected shallow edges gradually disappear as r increases.
Furthermore, Figs. 9(b) and 9(c) show that satisfactory results can
be produced for r in the range [5r̄, 10r̄], where r̄ = 1

|P|
∑

pi∈P
minpj∈P\{pi}

pi − pj
) is the average distance between each point

and its nearest neighbor. This demonstrates that our method is
insensitive to the perturbation of r .

Parameter µn is a scaling factor for controlling bilateral weight
(3) to exclude non-feature points (e.g., noise points) in detection
results. For any sampled surface, there exists a range of µn that
can yield satisfactory results ([0.07, 0.25] in this example); see
Figs. 10(c) and 10(d). Too small µ leads to excessively large
n

6

weight (3), causing many features to be missed; see Fig. 10(b).
In contrast, too large µn causes underweighting, resulting in
misidentified noise points; see Fig. 10(e). Similar to µn, µp also
influences weight (3) for excluding non-feature points. µp plays
an important role when the estimated normals are inaccurate,
and its value is suggested to be in the range of [0.2r̄, 0.8r̄].

Parameters α, β , and γ are percentage coefficients used in
Algorithm 1 for feature extraction. α determines the specific
percentile extracted as features during iteration. A small α pro-
duces extraction results containing more large-scale structures
and fewer small-scale details, while a large α tends to extract
more fine details. However, when the surface is severely cor-
rupted by noise, large α may cause noise points to be misidenti-
fied as features. β is the extracting percentage coefficient in each
iteration. We found that it tends to produce appealing results in
most cases by setting β =

|P|
2|ϕ|α in the first iteration and β =

|P|
4|ϕ|α in the following iterations. γ is the excluding percentage
coefficient in each iteration, whose value is suggested to be in
the range of [0.15, 0.25]. Too large γ may cause some detailed
features to be classified as non-feature points, while too small γ

will increase the algorithm runtime.

4.2. Qualitative comparison

Feature detection on CAD surfaces. In Fig. 11, we compare
the feature detection results for a noisy CAD surface containing
sharp and shallow features. Because both features and noise are
high-frequency signals, TV, SSI, and NRLC are unable to distin-
guish them properly, causing many noise points being misidenti-
fied as features and extracted incorrectly; see Figs. 11(b), 11(c),
and 11(e). In contrast, EC-Net, PFR-LSV, and our method are
more robust against noise perturbation. PFR-LSV uses non-local
surface variance to reduce noise impact, allowing it to identify
most features even in noisy environments. However, the non-
local property of PFR-LSV may blur shallow features, causing
them to be misidentified as non-feature points; see Fig. 11(f). Al-
though EC-Net produces more delicate feature extraction results,
it ignores many important geometric features (e.g., corners) and
causes discontinuity in sharp edges; see Fig. 11(d). As Fig. 11(g)
shows, our method produces visually the best result with the
most geometric features being extracted effectively.

Fig. 12 shows a comparison on a CAD surface contaminated by
considerable noise. Once again, TV, SSI, and NRLC produce results
with excessive noise points. The result of EC-Net exhibits feature
discontinuities and residual noise. As shown in Fig. 12(e), PFR-LSV
appears to miss some key features on sharp edges and corners,
and mistakes many non-feature points on smooth regions. Our
method outperforms the compared methods in extracting sharp
edges and corners completely while preventing the introduction
of artifacts, as shown in Fig. 12(g).

Fig. 13 illustrates the results on Kinect scanned data. TV and
SSI extract false features in bumpy regions, whereas EC-Net pro-
duces a degraded result with feature discontinuities. Although
PFR-LSV can effectively identify features while excluding noise
Fig. 11. Comparison of feature detection results on Fandisk (0.3% noise). Our method is able to detect shallow edges while reducing noise interference.
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Fig. 12. Comparison of feature detection results on Joint (1.5% noise). Our method is able to completely detect features on the surface corrupted by considerable
noise.
Fig. 13. Comparison of feature detection results on data acquired by Kinect. Our method is able to detect boundary points and avoid redundant extraction results.
Fig. 14. Comparison of feature detection results on Bunny-Hi (clean). Our method extracts more faithful features with the least noticeable artifacts.
points, it is prone to detecting redundant points around underly-
ing sharp edges, as seen in Fig. 13(f). Except for our method and
NRLC, the others fail to extract boundary features. However, the
result of NLRC is slightly messy with bumps, and the extracted
boundaries of holes are incomplete, as shown in Fig. 13(e). In
contrast, our method produces a result that is free of visible
artifacts and contains all the features on the underlying surface.

Feature detection on non-CAD surfaces. Fig. 14 shows the
esults of feature detection on a non-CAD surface with rich ge-
metric details. While TV, SSI, and NRLC can detect different
evels of features, they misidentify many non-feature points on
moothly curved regions to varying degrees. EC-Net and PFR-LSV
gnore small-scale features and fine details, which is particularly
evere for EC-Net, as shown in Fig. 14(d). In contrast, our method
roduces a visually superior result with more faithful features,
emonstrating its effectiveness in detecting features on non-CAD
urfaces.
Fig. 15 compares the results of feature detection on a noisy

urface with multi-scale features. As expected, TV, SSI, and NRLC
7

fail to distinguish between noise and feature points. EC-Net and
PFR-LSV can detect large-scale structures but ignore small-scale
textures, as shown in Figs. 15(d) and 15(f). In contrast, our
method yields visually superior results containing more textures
than other methods, as demonstrated in the close-up views in
Fig. 15(g).

Feature detection on scene data. To demonstrate the versa-
tility of our method, we test it on scene data. As Fig. 16 shows,
the competing methods exhibit the aforementioned issues that
degrade the quality of feature extraction results. In contrast, our
method produces a more appealing result with faithful structures
and details, while having few artifacts, as seen in the close-up
view in Fig. 16(g).

4.3. Quantitative evaluation

For the quantitative evaluation, we compare our method to
TV, SSI, NRLC, and PFR-LSV, and present the results in Table 2.
Due to the lack of ground truth, we manually label features of
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Fig. 15. Comparison of feature detection results on Merlion (0.6% noise). Our method successfully detects large-scale structures and small-scale textures simultaneously
on this noisy input.
Fig. 16. Comparison of feature detection results on Building. Our method successfully extracts structural, detailed, and boundary features simultaneously in this input
cene, demonstrating its ability to detect features of varying types and sizes with high accuracy.
w
W
m

R
d
S

he surfaces in Figs. 11, 12, 13, and 16 for numerical compar-
sons. We first employ different state-of-the-art feature detection
pproaches (e.g., NRLC, PFR-LSV, etc.) to identify feature points
n the input surface, which can construct different feature sets.
hen, we combine all the feature sets to construct a new feature
et and eliminate those same feature points in this feature set. Fi-
ally, we manually refine the feature set by removing redundant
eature points and adding missing feature points. We use four
etrics to evaluate the performance of the methods: precision

Pre), recall rate (Rec), intersection over union score (IoU), and
1-score (F1). Pre, Rec , and IoU are defined as Pre = TP

TP+FP ,
ec = TP

TP+FN , and IoU = TP
TP+FP+FN , respectively. TP (True Pos-

itives), FP (False Positives), and FN (False Negatives) represent
the number of correctly detected points, incorrectly detected
points, and falsely rejected points, respectively. Pre indicates the
proportion of correctly detected features in all detected points.
Rec measures the completeness of correctly detected features.
IoU represents the similarity between the extraction result and
8

ground truth. The F1-score is defined as F1 = 2 × Pre×Rec
Pre+Rec ,

hich denotes the trade-off between precision and recall rate.
e refer the interested reader to [40,44] for more details on these
etrics.
As Table 2 shows, our method achieves the best results in the

ec , IoU , and F1 metrics, demonstrating its superior accuracy in
etecting geometric features compared to the existing methods.
pecifically, the higher Rec and IoU scores indicate better com-

pleteness of our results. Although our Pre scores on Fandisk and
Building are not the best, our method achieves the highest F1
scores in all tested situations, showing our results are closer to
the ground truth and outperform the others.

We also record the running time of all the tested methods in
Table 3. As we can see, TV is the fastest method, while EC-Net is
the slowest one. Due to the structure-to-detail feature perception
mechanism, our method is more time-consuming than TV, SSI,
and NRLC in most cases, which is the expense for better results
in terms of visual quality and error metrics.
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Table 2
Quantitative comparison of our method with state-of-the-arts for results in
Figs. 11, 12, 13, and 16 (Pre: precision; Rec: recall rate; IoU: intersection over
nion score; F1: F1-score; ↑: the higher score, the better).
Surfaces (M) Methods Metrics

Pre ↑ Rec ↑ IoU ↑ F1 ↑

Fandisk (200.0K)

TV 0.6882 0.6876 0.5243 0.6879
SSI 0.7125 0.7083 0.5509 0.7104
EC-Net 0.6757 0.7010 0.5245 0.6881
NRLC 0.7199 0.6846 0.5406 0.7018
PFR-LSV 0.6316 0.6802 0.4870 0.6550
Ours 0.6872 0.7485 0.5583 0.7166

Joint (67.0K)

TV 0.4992 0.5358 0.3485 0.5169
SSI 0.5853 0.6305 0.4358 0.6070
EC-Net 0.6592 0.7339 0.5320 0.6945
NRLC 0.6253 0.6736 0.4799 0.6485
PFR-LSV 0.6509 0.6809 0.4825 0.6509
Ours 0.7092 0.7637 0.5816 0.7354

Pyramid (42.9K)

TV 0.8528 0.5442 0.4975 0.6644
SSI 0.8155 0.7067 0.6093 0.7572
EC-Net 0.6258 0.6743 0.4805 0.6491
NRLC 0.8795 0.8983 0.7999 0.8888
PFR-LSV 0.5201 0.6510 0.4067 0.5782
Ours 0.9150 0.9225 0.8496 0.9187

Building (335.2K)

TV 0.9609 0.5169 0.5063 0.6722
SSI 0.7878 0.5167 0.4536 0.6241
EC-Net 0.7212 0.5027 0.4209 0.5925
NRLC 0.7554 0.4888 0.4220 0.5936
PFR-LSV 0.8012 0.5111 0.4536 0.6241
Ours 0.9212 0.6127 0.5822 0.7359

Table 3
Running time of each tested method for the results in Figs. 11, 12, 13, 14, 15,
and 16.
Surfaces (M) Time (in seconds)

TV SSI EC-Net NRLC PFR-LSV Ours

Fandisk (200.0K) 2.96 4.17 51.70 4.30 9.37 8.43
Joint (67.0K) 1.41 2.73 17.38 2.83 7.09 4.17
Pyramid (42.9K) 0.92 1.31 9.66 1.40 3.11 2.87
Bunny-Hi (100.0K) 0.81 1.14 25.21 1.21 3.52 2.75
Merlion (189.0.0K) 4.59 7.12 42.78 7.69 14.23 13.85
Building (335.2K) 4.34 9.20 79.39 9.94 18.76 16.67

4.4. Comparison with SGLBP and PCEDNet

To further demonstrate the effectiveness of our method, we
ompare it to two state-of-the-art methods including the
ubgraph-based local binary patterns (SGLBP) [33] and PCED-
et [40]. As depicted in Fig. 17, our method produces a visually
uperior result for the CAD surface corrupted by noise. SGLBP
hows poor reliability as it incorrectly identifies some points on
lanar regions as features. Similarly, PCEDNet has also misidenti-
ied features in the presence of noise. For non-CAD surfaces with
ich features, both SGLBP and PCEDNet are capable of detecting
eatures to some extent. However, our method outperforms them
y accurately identifying a broader range of details. In the case
f the outdoor scene, our method and PCEDNet demonstrate the
apability to detect small-scale features on the roof. Compared
o PCEDNet, our method provides more complete and regular
eature identification results. As we can see in Table 4, except
or the recall rate, our method exhibits superior performance
ompared to the competing methods (SGLBP and PCEDNet) in
erms of Pre, IoU , and F1. Table 4 also records the running
time for the three methods. We can see that PCEDNet is the
fastest method, while SGLBP is the slowest. Overall, our method
produces results with much better visual quality and numerical
metrics in most cases.
9

Fig. 17. Comparison with SGLBP and PCEDNet on Bearing (1% noise), Hand,
and Bildstein. The zoomed-in views highlight that our method provides more
complete small-scale and structure features.

Fig. 18. Robustness tests on noisy and non-uniform sampling point cloud inputs
(2.5% noise).

4.5. Robustness tests

We conduct robustness tests to evaluate the performance of
our method under challenging conditions.

Large noise & irregular sampling. Figs. 18(a) and 18(b) show
hat our method can accurately identify salient features even in
he presence of high noise. Irregular sampling is a common issue
n point clouds. We demonstrate the robustness of our method
gainst non-uniform sampling in Figs. 18(c) and 18(d). As shown
n the figures, our method is capable of producing high-quality
etection results despite the varying density distributions of the
ested surface.

Complex scenes. To further validate the versatility of our
ethod, we test it on outdoor, indoor, and desktop scenes. In
ig. 19, we demonstrate the effectiveness of our method on
n outdoor LiDAR scan. Our method successfully extracts scene
tructures and boundary points while excluding most false fea-
ures introduced by the scanning process. We also apply our
ethod to an indoor scene acquired by RGB-D sensors, as shown

n Fig. 20. Despite having a few artifacts, our method yields a
isually convincing result containing most of the structural edges
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Fig. 19. Result for a LiDAR scan of a building. From left to right, the images
display a photograph of the building, the raw scan, and the extraction result.
Our method successfully identifies the scene structures and boundary points
while excluding most false features introduced by the scanning process.

Fig. 20. Result for an indoor scene. The left image displays the low-quality input,
hile the right image shows the extraction result, which contains a few false

eatures.

Table 4
Quantitative comparison of our method with state-of-the-art methods (SGLBP
and PCEDNet) on results in Fig. 17 (Pre: precision; Rec: recall rate; IoU:
intersection over union score; F1: F1-score; ↑: the higher score, the better).
Surfaces (M) Methods Metrics Time

Pre ↑ Rec ↑ IoU ↑ F1 ↑

Bearing (121.0K)
SGLBP 0.3641 0.4166 0.2411 0.3886 58.72
PCEDNet 0.5519 0.8662 0.5086 0.6742 6.51
Ours 0.7201 0.7085 0.5555 0.7143 11.52

Bildstein (212.0K)
SGLBP 0.2560 0.0524 0.0454 0.0869 310.94
PCEDNet 0.7034 0.4067 0.3471 0.5154 7.23
Ours 0.7792 0.8065 0.6565 0.7926 9.10

and some fine details. In Fig. 21, we present our result for a
desktop scene. Our method not only clearly extracts the boundary
features but also detects salient features (desktop structures) and
shallow features (thin books), demonstrating the capability of our
approach in detecting features of varying sizes and types.

Generalization.We employ different datasets and repositories
o verify our method and demonstrate its generality. Fig. 22
hows our results of feature detection for CAD shapes on the ABC
ataset [45]. Fig. 23 illustrates our results for non-CAD shapes
n Stanford scanning repository and AIM@SHAPE repository. We
lso verify our method on datasets of outdoor and indoor scenes
Semantic3D and S3DIS), as demonstrated in Figs. 24 and 25. We
elieve that the results on the tested datasets have fully demon-
trated that our proposed method has great generalization ability
or detecting rich geometric features on object-level shapes and
arge-scale scenes.

.6. Impact of normal estimation

In our method, the raw normals are estimated over the point
loud simply based on Principal Component Analysis (PCA), fol-
owed by normal orientation propagation using the minimal
panning tree scheme (MST) proposed by Hoppe et al. [46].
PCA-based normal estimation is known to be sensitive to the

resence of large noise. To examine the impact of the input
ormals against noise, we compare our feature detection results
roduced with different raw normals as inputs. As illustrated in
ig. 26, using better raw normals estimated by bilateral normal
10
Fig. 21. Result for a desktop scene derived from 60 photos. The left image
displays the photographs of the desktop, while the top-right image shows the
input point cloud. The bottom-right image shows the extraction result, which
clearly highlights the boundary features as well as the salient and shallow
structures of the desktop.

smoothing [47] as input, we can obtain more accurate feature
extraction results. Due to the difficulty in estimating reliable
normals from noisy point clouds, we use normals estimated by
PCA to keep the input simple and more general, despite that this
may degrade the performance of our method in the presence of
high noise.

The normal orientation also plays an important role in our
method. The oriented normals clearly indicate whether the nor-
mals of the underlying surface are facing outward or inward,
providing a globally consistent orientation that helps depict the
geometric structure of the surface. When the estimated normals
have globally inconsistent orientations, it may result in a number
of misidentified features; see Fig. 27 for an example.

4.7. Limitations

Our method exhibits superiority in feature detection com-
pared to the state-of-the-art. However, it has some limitations.
Like most traditional methods, our method contains a few pa-
rameters that need to be tuned in order to produce satisfactory
results. Furthermore, due to the heuristic nature of our structure-
to-detail perception algorithm, it is challenging to perform theo-
retical analysis on the algorithm. Besides, our method is unable
to produce good results when the input surfaces are corrupted by
heavy noise.

5. Applications

Segmentation is a widely used technique in various applica-
ions, such as object recognition [48], scene understanding [49],
nd 3D reconstruction [50]. Our proposed feature detection
ethod can be used to extract geometric features from point
louds, which can then be used to partition the point cloud into
ultiple regions based on region growing [51]. Fig. 28 demon-
trates the effectiveness of our method for point cloud segmen-
ation on both an object-level surface and a scene-level surface.
he former is a CAD model with complex geometry, while the
atter is a point cloud of an indoor environment. Using our
ethod, we are able to simultaneously detect sharp and shallow

eatures, enabling us to accurately segment the CAD surface
nto multiple regions, as shown in the top of Fig. 28. For the
ndoor environment, our method partitions the point cloud into
ifferent regions corresponding to the different objects in the
cene, such as walls, floors, doors, windows, and furniture, as
llustrated in the bottom of Fig. 28. These segmentation results
emonstrate the effectiveness of our feature detection method in
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Fig. 22. Results of feature detection on ABC dataset for CAD shapes.

Fig. 23. Results of feature detection on the Stanford 3D Scanning Repository and the AIM@SHAPE Repository for non-CAD shapes.

Fig. 24. Results of feature detection on the Semantic3D dataset of outdoor scenes.

11



Z. Liu, X. Xin, Z. Xu et al. Computer-Aided Design 164 (2023) 103592

a
u
r

i
f

c
c
i
t

Fig. 25. Results of feature detection on the S3DIS dataset of indoor scenes.
Fig. 26. (a) Noisy input (1.5% noise). (b) and (c) are feature detection results us-
ing raw normals estimated by PCA and bilateral normal smoothing accordingly.
The zoomed-in views show that using better raw normals as input, our method
can produce more accurate identification features.

Fig. 27. (a) Input. (b) and (c) show feature detection results using unoriented
nd oriented normals as inputs accordingly. The zoomed-in views highlight that
sing unoriented normals as input, it may lead to misidentified features in
egions with inconsistent normals.

dentifying and partitioning point clouds into meaningful regions
or downstream analysis and applications.

Surface reconstruction. Our feature detection results, which
orrespond to intersections of various smoothly curved regions,
an represent the geometric structures of underlying surfaces
ntuitively. We use our feature detection results as the input to
he iterative Poisson surface reconstruction (iPSR) method [13].
12
Fig. 28. Segmentation results of our method. From left to right: input data,
feature detection results, and segmentation results based on the extraction
features.

When the input feature points cannot fully describe the underly-
ing surface structure, the reconstructed mesh obtained from iPSR
is incomplete and has missing parts, as the zoomed-in views of
Figs. 29(b) and 29(c) show. In contrast, Fig. 29(d) shows that we
can reconstruct high-quality watertight surfaces from sparse but
structurally complete points.

Feature line extraction. Features detected by our method can
be used to generate accurate feature lines, which can sketch
the intended shape with several curves. Extracting lines from
point clouds is important in a variety of applications, such as
reconstruction [52], registration [53], and object detection [54].
Fig. 30 shows that we can obtain feature lines through three
steps. We begin by applying our method to the input surface to
detect feature points, which are then refined and downsampled
using the approach in [19]. Finally, following [26], we connect the
resampled feature points into lines using the minimum spanning
tree.
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Fig. 29. Surface reconstruction based on our feature detection results. Top row:
the input and the detected features with varying values of α, which is the
percentage of feature points in the point cloud. Bottom row: the corresponding
reconstruction results.

Fig. 30. Feature line extraction based on our feature detection results. (a) Input
surfaces. (b) Feature detection results of (a). (c) Refined feature points from (b).
(d) Connecting the refined feature points into feature lines.

6. Conclusion

We presented a novel approach for feature detection on point
louds. Our approach is based on a new saliency metric that
akes into account both position and orientation variations within
local neighborhood. With bilateral centroid projection-based
eighting, the saliency metric can effectively characterize local

eatures. Using this metric, we propose a novel structure-to-detail
eature perception algorithm that accurately locates geometric
eatures of varying sizes by employing a neighborhood splitting
nd selection strategy. We believe our method makes a significant
ontribution to the field of point cloud processing, by provid-
ng a reliable and accurate way to detect geometric features on
wide range of surfaces, including those with noise, complex
eometries, rich textures, shallow curves, and boundaries. We
emonstrated the effectiveness and superiority of our feature
etection method through several downstream applications, in-
luding segmentation, surface reconstruction, and feature line
xtraction.
Our feature detection approach has the potential for further

xtensions. First, pattern similarity features on underlying sur-
aces may exist, which can provide valuable insights into the
ntrinsic properties of the surface. This type of geometric char-
cteristic needs to be identified globally, which is worth further

nvestigation. Second, for large-scale scene data, our method can

13
be computationally intensive. However, since our feature de-
tection is independently executed on each point, it is therefore
possible to accelerate the process using CPU or GPU paralleliza-
tion. Finally, we look forward to applying our feature detection
method to applications in various fields, such as autonomous
driving, robotics, and urban architecture modeling.

Data availability

Data will be made available on request.
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