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C H E M I C A L  P H Y S I C S

Unprecedented accuracy in molecular line-intensity 
ratios from frequency-based measurements
Jin-Ke Li1,2†, Jin Wang1†, Rui-Heng Yin3, Qi Huang3, Yan Tan1,3*, Chang-Le Hu1,3, Yu R. Sun4,  
Oleg L. Polyansky5, Nikolai F. Zobov5, Evgenii I. Lebedev3, Rainer Stosch6, Jonathan Tennyson5*, 
Gang Li6, Shui-Ming Hu1,2,3*

Accurate determination of molecular transition intensities is vital to quantum chemistry and metrology, yet even 
simple diatomic molecules have historically been limited to 0.1% accuracy. Here, we show that frequency-domain 
measurements of relative intensity ratios outperform absolute methods, achieving 0.003% accuracy using dual-
wavelength cavity mode dispersion spectroscopy. Enabled by high-precision frequency metrology, this approach 
reveals systematic discrepancies with state-of-the-art ab initio calculations, exposing subtle electron correlation 
effects in the dipole moment curve. Applied to line-intensity ratio thermometry (LRT), our technique determines 
gas temperatures with 0.5 millikelvin statistical uncertainty, exceeding previous LRT precision by two orders of 
magnitude. These results redefine the limits of optical gas metrology and enable International System of Units–
traceable measurements for applications from combustion diagnostics to isotopic analysis. Discrepancies of up to 
0.02% in transition probability ratios challenge theorists to refine models, establishing intensity ratios as a para-
digm in precision molecular physics.

INTRODUCTION
Accurate knowledge of molecular transition intensities is essential for 
a wide range of applications, from remote sensing of planetary atmo-
spheres (1–3) to precision tests of quantum chemistry calculations (4). 
However, as an intensity-dependent quantity, the precise determina-
tion of transition strengths—both experimentally and theoretically—
remains a formidable challenge. Experimentally, high-precision 
measurements require rigorous control over thermodynamic condi-
tions (temperature and pressure) and various instrumental factors, 
such as path length, pressure, and detector response (5). The line pro-
file model that interprets the complicated collision-induced effect also 
presents a major difficulty (6) in retrieving line-intensity values from 
the observed spectra. Theoretically, the challenge lies in achieving suf-
ficient accuracy in both the molecular wave functions and the dipole 
moment surfaces governing the transitions. Ab  initio theory has 
proved to be highly accurate in predicting vibration-rotation transition 
intensities for simple diatomic molecules such as carbon monoxide 
(7–9) and molecular hydrogen (10, 11). The unprecedented accuracy 
of these calculations has recently been demonstrated by comparing the 
predicted theoretical absolute intensities to measurements made in 
different laboratories (12–15), showing discrepancies below 0.1%.

However, the relative intensities of transitions, rather than their ab-
solute values, are of greater importance in many applications. Exam-
ples include isotope ratio measurements in geochemistry (16), 
temperature diagnostics in combustion physics (17), and fundamental 

symmetries tests in molecular spectra (18). Relative intensity ratios 
benefit from the cancellation of common-mode systematic drifts, of-
fering a pathway toward higher experimental precision. Theoretically, 
semi-empirical models can also exploit this cancellation to reduce un-
certainties. Yet, despite these advantages, neither experiments nor 
theory have achieved relative intensity accuracies below the 0.01% 
threshold—a limitation that currently hinders key applications in pre-
cision spectroscopy and metrology.

Line-intensity ratio thermometry (LRT) (19–22) is an important 
application of relative intensity measurements by determining the 
gas temperature from the spectra of two optical transitions of the 
same molecule. Among the various techniques for thermodynamic 
temperature measurement (23), LRT provides direct traceability to 
the Boltzmann constant kB, linking it to the definition of kelvin under 
the International System of Units (SI) (24). LRT inherently mitigates 
many systematic errors by measuring the ratio of two transitions, of-
fering a substantial advantage over Doppler broadening thermome-
try (DBT) (25, 26) in terms of accuracy and reproducibility. Despite 
its advantages, LRT has two key limitations as a primary thermome-
try method: High-precision [parts per million (ppm)–level] experi-
mental measurements remain challenging, and its accuracy heavily 
relies on theoretical models of transition intensity ratios, where de-
viations can introduce systematic biases (22).

This work addresses both experimental and theoretical challenges 
by demonstrating LRT at the ppm level. Through frequency-based 
spectroscopy and refined semi-empirical modeling, we identify 
systematic deviations from prior state-of-the-art ab initio calcula-
tions (7). We demonstrate convergence between theory and ex-
periment at the 3 × 10−5 level for vibration-rotation line-strength 
ratios—a 30-fold improvement over existing 0.1% absolute inten-
sity benchmarks (7, 12, 13, 27, 28). This unprecedented agreement 
highlights the synergistic progress in both theoretical and experi-
mental approaches. These advances not only enhance SI-traceable 
gas metrology (29, 30) but also pinpoint specific areas for refine-
ment in ab initio calculations, paving the way for next-generation 
primary thermometry standards.
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RESULTS
Dual-wavelength cavity mode dispersion spectroscopy (DW-CMDS) 
was used to determine the intensity ratio of two individual 12C16O 
lines. The CMDS method exploits the dispersion profile of a high-
finesse optical cavity by measuring the frequency shifts in the cavity 
modes induced by molecular absorption, where both spectral axes 
correspond to precisely measurable frequencies, significantly reduc-
ing systematic errors such as detector nonlinearities (31, 32). The 
setup, an upgrade from our previous implementations (13, 15, 33), 
used two lasers simultaneously locked to the cavity. The principle of 
the method and the experimental configuration are shown in Fig. 1, 
and additional experimental details are provided in the Supplemen-
tary Materials.

Figure 2A shows CMDS spectra of the R(5) and P(5) lines re-
corded with a sample pressure of 3.29 Pa. The spectra were fitted 
with the speed-dependent Voigt profile, and the center frequencies 
and integrated areas of both lines were derived from the fitting. 
More details of the fitting procedure are presented in the Supple-
mentary Materials. The line-intensity ratio S1 ∕S2 at the experimen-
tal temperature was obtained from the observed spectra. Figure 2B 
shows the areas of R(5) and P(5) lines obtained from the spectra 
recorded in 7 hours. We can see drifts of the areas of both lines, but 
the drift disappears in the line-intensity ratios, as illustrated by the 
Allan deviation plot given in Fig. 2C. Figure 2D presents the inten-
sity ratios of the R(5) and P(5) lines measured at different sample 
pressures and temperatures. At each pressure, the results were aver-
aged over 600 scans recorded within 2 hours. As shown in Fig. 2, no 
difference could be evidenced in the results, indicating excellent 
consistency across the experimental conditions.

In total, we measured 24 pairs of CO transitions using the DW-
CMDS method under pressures in the range of 3 to 648 Pa. The 
typical fractional uncertainty of the experimental ratios is 3 × 10−5, 
primarily attributed to statistical uncertainty. A list of the results is 
given in the Supplementary Materials. We verified the consistency 
and reproducibility of our measurements using a “circulating ratios” 

test. We measured the following line-intensity ratios in separated 
measurements: R(1)/R(3), R(3)/R(5), R(5)/R(10), and R(1)/R(10). 
The first three are 0.535362(15), 0.769045(18), and 1.080442(17), 
which can be used to derive the line-intensity ratio of R(1)/R(10) as: 
SR(1)

SR(10)
=

SR(1)

SR(3)
×

SR(3)

SR(5)
×

SR(5)

SR(10)
= 0.444837(18) , which agrees excellently 

with the directly measured experimental value of 0.444846(10).

DISCUSSION
Comparison with calculations
The intensity of a rovibrational transition at temperature T, which 
can be experimentally determined as the integrated absorbance di-
vided by the molecular number density, is given by (34, 35)

where h is the Planck constant, c is the speed of light, kB is the 
Boltzmann constant, na is the isotopolog abundance, g′ is the statis-
tical weight of the upper state, A is the Einstein-A coefficient, Q(T) 
is the partition function (36), ṽ is the transition frequency in wave 
number, and E is the lower-state energy. For vibration-rotation tran-
sitions of the 12C16O molecule, we have g � = 2J � + 1 , where J ′  is the 
rotational quantum number of the upper state.

Therefore, the experimentally measured line-intensity ratio of two 
lines relates to the ratio of their Einstein-A coefficients. For two near-
infrared transitions ( hcν̃≫ kBT ) of a molecule, the line-intensity ra-
tio can be further simplified as (see the Supplementary Materials)

For the CO molecule, the lower-state energies and transition fre-
quencies have been determined with very high accuracy (37). If the 
temperature is known, the experimentally measured line-intensity 
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Fig. 1. Schematic diagram of DW-CMDS. Two rotation-vibration transitions measured simultaneously by dual-wavelength cavity-enhanced dispersion spectroscopy. 
Two lasers were coupled into a high-finesse cavity, scanning around two different molecular transitions. Cavity modes around each molecular transition are shifted from 
their original equally spaced positions (dark yellow curves). Dispersion spectra of both transitions were obtained by measuring the frequency shift (Δv) of each mode.
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ratio can be used to derive the ratio of the Einstein-A coefficients, or 
conversely, to determine the temperature if the Einstein-A ratios 
have been well characterized for two transitions originating from 
different lower states. Note that the ratio of R(J)/P(J) from the same 
rotation state should be independent on temperature according 
to Eq. 2.

Using the experimental line-intensity ratios obtained in this 
work, we derived an empirical model of the Einstein-A ratios of 
transitions through a fitting (see the Supplementary Materials)

where the quantum number m is characterized as J + 1 for an R(J) tran-
sition and –J for a P(J) transition, with J ′ representing the rotational 
quantum number in the upper state. The coefficients C1 = 169.0628 , 
C2 = 30, 966 , and C3 = 16, 883, 000 were obtained through fitting, and 
C0 is a fixed constant unaffected by m. This empirical formulation ac-
curately predicts ratios of the Einstein-A coefficients, achieving a frac-
tional deviation of 2.6  ×  10−5, which aligns with the experimental 
uncertainties.  Figure  3 illustrates the deviations of the experimental 
results from the empirical model, with detailed numerical data avail-
able in the Supplementary Materials.

As part of this work, the University College London team per-
formed revised ab initio calculations (hereafter UCL2025), showing 
notable improvements over their previous work (UCL2022) (7). 
While UCL2022 agreed with absolute line intensities at the 0.1% level 
(7, 12), UCL2025 shows better agreement with line-intensity ratios 
observed in this work. Figure 3B reveals systematic discrepancies of 

approximately 0.2% between UCL2022 (pink line) and our empirical 
model (dashed line), particularly for P-branch lines. UCL2025 (cyan 
line) reduces these deviations to <0.02%, representing a more than 
10-fold improvement. The temperature-independent R(J)/P(J) pairs 
(Fig. 3C) provide stringent tests of the calculations. UCL2025 agrees 
with the empirical model within the experimental uncertainty, while 
UCL2022 shows larger discrepancies (displayed at 1/10 scale in Fig. 3C 
for clarity). Similarly, R(J)/R(J + N) ratios (N = 1, 2, Fig. 3D) demon-
strate UCL2025’s better consistency with empirical and experimental 
results across all rotational lines. Details of the calculations are pro-
vided in the Supplementary Materials.

The CCQM-P229 models (12) (represented by green and orange 
curves in  Fig.  3B) exhibit systematic deviations of approximately 
0.1% from our experimental results, regardless of the “dip correc-
tion” implementation. Notably, these deviation patterns display dif-
ferent characteristics compared to the UCL2022 predictions. Our 
comprehensive comparison with the previous state-of-the-art ab in-
itio approach (7) and experimental benchmarks (12) on absolute 
line intensities reveals consistent discrepancies surpassing the 0.2% 
significance level.

This study represents, to our knowledge, the most precise experi-
mental determination of molecular line-intensity ratios achieved to date, 
reaching an unprecedented accuracy at the 10−5 level. The persistent de-
viations observed among various theoretical approaches—including 
both ab initio calculations and empirical models—underscore 
critical challenges in current computational methodologies. These 
findings provide valuable benchmarks for improving first-principles 
calculations, particularly in treating the dipole moment curve (DMC) 
and quantum effects usually neglected in standard ab initio procedures. 

A = C0

ν̃3 ∣m ∣

2J � + 1

(

1+
m

C1

+
m2

C2

+
m3

C3

)2

(3)

Fig. 2. Line-intensity ratio of two CO transitions measured by DW-CMDS. (A) Dispersion spectrum of the R(5) (gray) and P(5) (blue) lines and the fitting residuals. A 
single scan measured under 3.29 Pa. Speed-dependent Voigt (SDV) profile was used in fitting. (B) Integrated absorption areas of R(5) (black dots) and P(5) (blue dots) de-
rived from the fitting. Their ratios are shown in red dots. (C) Allan deviations of I

R(5) , IP(5) , and I
R(5) ∕ IP(5) , normalized to the mean values and shown in %. (D) Line-intensity 

ratios of R(5)/P(5) obtained at different gas pressures and temperatures.
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A particular challenge on the theory side is to determine why the 
UCL2022 model works better than the UCL2025 model presented here 
for absolute intensities, while the UCL2025 model is superior for the 
intensity ratios. Undoubtedly, these differences are caused by the can-
cellation of errors. The two models use the same nuclear motion wave 
functions, usually thought of as accounting for small changes due to 
rotational state, but differ in the level of theory used to compute the 
ab initio DMC. It is necessary to explore further both the level of theory 
[complete active space (CAS), basis set convergence, and relativistic 
and quantum electrodynamic corrections] and possible corrections to 
the Born-Oppenheimer approximation. The unprecedented accuracy 
of the current experiments is posing questions for theory, which re-
quires further investigation.

Line-intensity ratio thermometry
As a demonstration, we conducted LRT measurements at two dis-
tinct temperatures using two different line pairs. According to Eq. 2, 
the temperature sensitivity in LRT measurements relies on the dif-
ference between the lower-level energies of the transition pair

where η is the coefficient factor. The LRT sensitivity can be consider-
ably improved by selecting transitions with a larger η. For the 
R(1)/R(17) line pair, the lower-state energies are 3.8450 cm−1 and 
587.7209 cm−1, yielding ηR(1),R(17) ≃ 2.8 . For the R(0)/R(20) pair, the 
lower-state energies are 0 and 806.3828 cm−1, resulting in a higher 
enhancement factor of ηR(0),R(20) ≃ 3.9 . An additional consideration 
in selecting transitions for LRT is that the intensities of the two lines 
should be comparable. This ensures that a reasonable gas pressure 
can be used to achieve a good signal-to-noise ratio for both transi-
tions. For the R(1)/R(17) pair, the line-intensity ratio is approxi-
mately 1.55 around 298 K, while for the R(0)/R(20) pair, the 
ratio is 1.86.

Using Eq. 2 and empirical Einstein-A ratios (see Eq. 3 and the Sup-
plementary Materials), we converted the measured line-intensity ra-
tios into temperature values. For the R(1)/R(17) pair measured at 
298.43 K and 16.2 Pa (Fig. 4A), the 5-hour averaged LRT result was 
298.4315(11) K, deviating by 1.3 mK from the temperature of the sen-
sor reading [298.4328(10) K]. An Allan deviation analysis (Fig. 4C) 
shows a relative uncertainty of 4 × 10−4 Hz−1∕2 , improving to 6 × 10−6 
(6 ppm) after 1 hour of averaging. The R(0)/R(20) pair measured at 
298.93 K and 33.3 Pa (Fig. 4B) exhibited a slightly better performance, 
with an Allan deviation of 3 × 10−4 Hz−1∕2 , attributed to its higher 

d
(

I1∕I2
)

I1 ∕ I2
= −

E2 − E1
kBT

⋅

dT

T
= −η

dT

T
(4)

Fig. 3. Line intensities in the (3-0) vibrational band of 12C16O at 296 K. Red dots with error bars represent experimental results from this work. (A) and (B) show inten-
sity ratios against the R(15) line. The quantum number m is defined as –J for P branch lines and J + 1 for R branch lines, where J is the rotational quantum number. (B) shows 
the deviations against the empirical model (Eq. 3) values (re). The cyan and pink curves represent the UCL2025 and UCL2022 ab initio calculated results, respectively. Or-
ange and green lines represent the uncorrected CCQM-P229 reference values and those with dip correction, respectively (12). (C) Intensity ratios of the R(J)/P(J) line pairs, 
compared to the empirical model ratios (re). Cyan and pink lines represent the UCL2025 and UCL2022 results, respectively. The UCL2022 deviations are displayed at 1/10 
scale, exceeding 0.2% for J > 20. (D) Intensity ratios of R(J)/R(J + 1) (dashed lines) and R(J)/R(J + 2) (dotted lines), compared to the empirical model ratios (re). Cyan and pink 
colors represent UCL2025 and UCL2022. Gray belts indicate the 1σ uncertainty of the empirical ratios.
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enhancement factor η. The empirical Einstein-A coefficient ratio intro-
duces a systematic uncertainty of 26 ppm, contributing 6.7 ppm to the 
LRT temperature uncertainty. In the 10-hour measurement with the 
R(0)/R(20) pair, the LRT-derived temperature was 298.9330 K with a 
statistical (type A) uncertainty of 0.5 mK and a systematic (type B) 
uncertainty of 2.0 mK. This agrees well with the temperature of the 
sensor reading of 298.9358(10) K, which has an additional 5 mK cali-
bration uncertainty.

Figure 5 summarizes molecular spectroscopy–based thermome-
try results to date, alongside Boltzmann constant (kB) determina-
tions (uncertainty: 0.6 to 7 ppm) (23, 38–45). The DBT method was 
pioneered by Daussy et al. (25) from Université Paris 13, followed by 
the Caserta group (26, 46, 47). Various transitions were used, in-
cluding NH3 in the mid-infrared (25, 48), CO2 (26), H2O (49), and 
C2H2 (29, 47, 50, 51) lines in the near-infrared, and also atomic 
Rb transitions (52, 53). The best DBT result (14 ppm uncertainty, 
33 ppm deviation) was achieved with CO2 at 1578 nm (54). For LRT, 
key contributions include Shimizu et al. (Tsukuba) (19), Gotti et al. 
(Caserta) (20), and Lisak et al. (Toruń) (55). This work sets a bench-
mark: 1.7-ppm statistical uncertainty and 6.7-ppm systematic un-
certainty, with <10-ppm deviation from platinum thermometer 
references. This represents the highest accuracy in optical thermom-
etry to date.

Perspectives
DW-CMDS is a versatile methodology applicable to a broad spec-
trum of molecular species. By integrating phase-stabilized laser 
technology, all frequency-based measurements, and multiline fitting 

Fig. 4. Line-intensity ratio thermometry (LRT) demonstrated with line pairs of CO at different temperatures. (A) LRT temperature (TLRT) using the R(1)/R(17) line pair. 
Black circles indicate results with a temporal resolution of 10 s per scan, and the red line shows the 10-scan averaged results. The blue line indicates the temperature (T) 
calibrated from the readings of platinum sensors. (B) LRT temperature using the R(0)/R(20) line pair. (C) Deviation between the temperatures obtained by LRT (TLRT) and 
temperature of sensors (T). Pink and orange belts represent the drift and calibration errors of the platinum thermal sensors, respectively. (D) Allan deviation of T

LRT
∕T − 1.

Fig. 5. Thermometry based on optical spectroscopy. Doppler-broadening ther-
mometry (DBT): Daussy‘07 (25), Casa‘08 (26), Yamada‘09 (50), Lemarchand‘10 (48), 
Truong‘11 (52), Moretti‘13 (49), Hashemi‘14 (51), Cheng‘15 (29), Truong‘15 (53), 
Gotti‘18 (54), Castrillo‘19 (47), and Galzerano‘20 (56). Line-intensity ratio thermom-
etry (LRT): Shimizu‘18 (19), Gotti‘20 (20), Lisak‘25 (55), and this work. For compari-
son, the results included in the determination of the Boltzmann constant (23) are 
also shown here, including three methods: acoustic gas thermometry (AGT) (38–
43), dielectric-constant gas thermometry (DCGT) (44), and Johnson noise ther-
mometry (JNT) (45).
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algorithms, this approach achieves metrological traceability in rela-
tive line-intensity ratio determinations with unprecedented sub-
0.01% uncertainty—surpassing the precision limits of conventional 
optical methods. The exceptional accuracy of these measurements 
uncovers systematic inconsistencies with current ab  initio predic-
tions, exposing previously unrecognized limitations in our under-
standing of dipole moment surfaces and electron correlation 
effects—findings that will likely catalyze theoretical developments in 
quantum chemistry and molecular physics.

From a metrological perspective, the methodology’s unique abil-
ity to analyze gas mixtures under extreme conditions overcomes 
persistent challenges in high-temperature metrology, where tradi-
tional methods suffer from thermal interference effects and imprac-
tical purity requirements. DW-CMDS introduces a transformative 
capability for direct, calibration-free determination of isotopolog 
abundance ratios with inherent SI traceability. This breakthrough 
has immediate implications for critical applications including atmo-
spheric monitoring (particularly greenhouse gas quantification), 
nuclear safeguards, and next-generation reference material develop-
ment. By providing a rigorous link between spectroscopic data and 
gravimetric standards, the technique offers National Metrology In-
stitutes a pathway to establish more robust calibration and measure-
ment capabilities while reducing dependence on physical reference 
materials susceptible to degradation.

The exceptional precision of DW-CMDS enables reliable in situ 
characterization of chemical composition and thermodynamic pa-
rameters in challenging environments such as combustion zones or 
plasma discharges. Moreover, its noninvasive nature and minimal 
sample preparation requirements align with current demands for 
high-throughput spectroscopic diagnostics in both fundamental re-
search and industrial process monitoring.

MATERIALS AND METHODS
The experimental measurements were performed using DW-
CMDS, a frequency-based technique that exploits the dispersion 
profile of a high-finesse optical cavity. Two external-cavity diode 
lasers were simultaneously locked to the cavity using the Pound-
Drever-Hall technique, enabling precise measurement of frequency 
shifts induced by molecular absorption. The setup incorporated 
acousto-optic and electro-optic modulators to scan and resolve 
cavity modes, with frequencies referenced to a global positioning 
system (GPS)-calibrated rubidium clock. Spectra were recorded 
for 24 pairs of CO transitions at pressures ranging from 3 to 648 Pa 
and temperatures stabilized to ±1 mK. Line profiles were fitted 
with a speed-dependent Voigt model to extract integrated inten-
sities, achieving a typical fractional uncertainty of 3 × 10−5 for 
intensity ratios. More experimental details are given in the Sup-
plementary Materials.

To interpret the measurements, we developed an empirical model 
incorporating third-order Herman-Wallis factors, which reproduced 
experimental intensity ratios within 2.6 × 10−5 fractional deviation. 
Ab initio calculations were performed using the Duo program, solv-
ing the rovibrational Schrödinger equation with a refined DMC 
computed at the MRCI+Q/aug-cc-pCV6Z level. A 6220 CAS was 
selected, reducing discrepancies with experimental line-intensity ra-
tios to the level of 0.02%. More details of the theoretical calculations 
are provided in the Supplementary Materials.

Supplementary Materials
This PDF file includes:
Experimental Line-Intensity Ratios
Empirical Model
AB Initio Calculations
Figs. S1 to S5
Tables S1 and S2
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