New CW-CRDS measurements and global modeling of $^{12}\text{C}^{16}\text{O}_2$ absolute line intensities in the 1.6 µm region
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A B S T R A C T

Line intensities of $^{12}\text{C}^{16}\text{O}_2$ transitions have been measured by CW-Cavity Ring Down Spectroscopy in four wavenumber intervals near 1.6 µm. Intensity values of 952 transitions ranging from $1.10 \times 10^{-28}$ to $9.49 \times 10^{-25}$ cm/molecule were retrieved with an average accuracy of 4%. These transitions belong to a total of 30 bands corresponding to the $\Delta P = 9$ series of transitions. The achieved sensitivity (noise equivalent absorption $\alpha_{\text{min}} \sim 3 \times 10^{-15}$ cm$^{-1}$) allows lowering by more than two orders of magnitude the lower intensity values measured in the region. Comparison with the values included in the JPL database [R.A. Toth, L.R. Brown, C.E. Miller, V. Malathi Devi, D.C. Benner, J. Quant. Spectrosc. Radiat. Transf. 109 (2008) 906–921] shows residuals exceeding one order of magnitude for weak lines. The measured intensities together with a selection of experimental intensities available in the literature were used to extend and refine the set of effective dipole moment parameters for the $\Delta P = 9$ series of transitions of the principal isotopologue of carbon dioxide. The refined parameters allow reproducing, within the experimental uncertainties, the whole set of intensity measurements which extends over nearly six orders of magnitude ($1.10 \times 10^{-28}$ to $6.12 \times 10^{-23}$ cm/molecule). Combining the CW-CRDS line positions with the calculated line intensities, a line list has been generated for the whole 5851–7045 cm$^{-1}$ region and is provided as Supplementary Material. The obtained effective dipole moment parameters have also been used to generate the $\Delta P = 9$ series of transitions included in the new version of the CDSD database. The comparison of the CDSD line intensities with the values provided by the HITRAN-2004 database shows discrepancies up to 80% for some of the bands while discrepancies up to three orders of magnitude are noted for the weakest bands included in the JPL database.

© 2008 Elsevier Inc. All rights reserved.

1. Introduction

The present contribution participates to the development of an improved version of the Carbon Dioxide Spectroscopic Databank (CDSD) [1,2]. It is devoted to the retrieval of experimental line intensities from new spectra recorded by CW-Cavity Ring Down Spectroscopy (CW-CRDS), and to the improvement of the theoretical description of the line intensities within the framework of the effective operators approach [3–8] for the principal isotopologue, $^{12}\text{C}^{16}\text{O}_2$, of carbon dioxide in the 1.6 µm region. The spectrum of carbon dioxide in this region is formed by the transitions belonging to the $\Delta P = 9$ series. According to the classification defined within the effective operators approach, the series of transitions are identified by the difference $\Delta P = P - P'$, where $P = 2V_1 + V_2 + 3V_3$ is an integer that labels each polyad of vibrational basis states coupled by anharmonic and Coriolis resonance interactions [3]. $V_i$ is the vibrational quantum number associated with the mode of vibration $i$.

The high sensitivity of the CW-CRDS spectrometer developed in Grenoble [9–14] makes possible to determine accurate values of line intensities down to $10^{-28}$ cm/molecule which is more than two orders of magnitude lower than the minimum value of the intensities previously measured in the region considered. The obtained results give the opportunity to discuss the recently elaborated JPL [Jet Propulsion Laboratory] carbon dioxide spectroscopic database [15]. This database is constructed on very precise measurements of line positions and line intensities by Fourier Transform Spectroscopy (FTS) [16–20]. However the authors of this database extrapolated their data down to a very low intensity cutoff of $4 \times 10^{-30}$ cm/molecule while the minimum value of their measured line intensities was about $2 \times 10^{-26}$ cm/molecule. As discussed in our recent publication devoted to the $^{13}\text{C}^{16}\text{O}_2$ isotopologue [21], this long range extrapolation leads to large residuals when compared to our observations both for line positions and line intensities. In the present study, we established a similar comparison for the principal isotopologue of carbon dioxide, $^{12}\text{C}^{16}\text{O}_2$. 

* Corresponding authors. Fax: +33 4 76 63 54 95.
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In the 1.6 \textmu m region, the line intensities of the strong cold parallel bands dominating the spectrum have been measured by several authors using different experimental techniques: grating spectrometer \cite{22}, Fourier transform spectrometers \cite{18,23–29} and diode laser absorption spectrometers \cite{29–32}. The comparison of these measured line and band intensities has been detailed in Refs. \cite{18,28}. The line intensities of the 3111i-01101 (i = 2, 3) and 01131-01101 hot bands have been measured in Ref. \cite{28} and Ref. \cite{26}, respectively. In a recent JPL publication \cite{18}, accurate line intensity values were reported for the 00031-00001 and 3001i-000001 (i = 1–4) cold bands and for their respective hot bands. The line intensities of two cold perpendicular bands 1112i-00001 (i = 1, 2) were also obtained \cite{18}. However, important experimental information were still missing for the determination of the effective dipole moment parameters of the \Delta P = 9 bands \cite{8} which hampered a satisfactory modeling of the CO$_2$ absorption spectrum near 1.6 \textmu m: no intensity measurements were available for the very weak 4110i-00001 (i = 1–5) and 2002i-01101 (i = 1–3) perpendicular bands and for the 2221i-00001 (i = 1–3) “forbidden” bands. These bands are showed on the lower panel of Fig. 1 together with the four spectral intervals chosen for new CW-CRDS measurements dedicated to these specific bands: 5851–5881, 5972–6035, 6373–6542 and 6622–6750 cm$^{-1}$. On the middle panel, the $^{12}$C$^{16}$O$_2$ overview spectrum as included in the new version of the CDSD \cite{36} is presented for the 5800–6800 cm$^{-1}$ region. The transitions measured by FTS in Ref. \cite{18} are displayed in the upper panel.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{Overview of the $^{12}$C$^{16}$O$_2$ measured line intensities and those provided by the most recent version of the CDSD database, in the 5800–6800 cm$^{-1}$ spectral region. Upper panel: transitions whose line strengths were experimentally determined and used as input data for the dipole moment operators fit. The line strengths measured by CW-CRDS are highlighted with squares, Middle panel: CDSD database. Lower panel: the weak 4110i-00001 (i = 1–5), 2002i-01101 (i = 1–3) and 2221i-00001 (i = 1–3) bands as provided by the CDSD database. The CW-CRDS recordings were specifically dedicated to the line intensity measurements of these bands. The studied spectral intervals are indicated.}
\end{figure}
panel together with our new CW-CRDS measurements. Note that the line intensities of the bands of interest are lower than $10^{-26}$ cm/molecule, hence below the FTS detection threshold. The line positions analysis of the CW-CRDS spectrum in the whole 5850–7045 cm$^{-1}$ range has been published in a separate contribution [34].

In the second part of the paper, our intensity values are gathered with measurements available in the literature in order to extend and refine the set of effective dipole moment parameters for the $\Delta P = 9$ series of transitions in $^{12}$C$^{16}$O$_2$.

2. Experimental details

The fibered CW-CRDS spectrometer and the procedure adopted for an accurate calibration of the wavenumber scale of the recorded spectra were described in Refs. [9–14,33]. The typical sensitivity (noise equivalent absorption $\kappa_{\text{min}} \sim 2-5 \times 10^{-10}$ cm$^{-1}$), the wide spectral coverage and the four to five decades linear dynamic range make it an ideal tool for high sensitivity absorption spectroscopy in the important atmospheric window of transparency around 1.5 $\mu$m. The full 5850–7045 cm$^{-1}$ range can be investigated with the help of about 50 Distributed Feed-Back (DFB) diode lasers. The tuning range of each DFB laser is about 7 nm ($\sim 30$ cm$^{-1}$) by temperature variation from $-10$ to 65 $^\circ$C. In the present study, a total of 15 diode lasers were necessary to cover the four spectral intervals of interest (see Fig. 1). The typical ring down times were on the order of 60 $\mu$s but decreased to about 20 $\mu$s at 5900 cm$^{-1}$, which corresponds to the low energy limit of the high reflectivity region of the mirror set used. The ring down cell was filled with carbon dioxide in natural isotopic abundance (Fluka, stated purity $>99.998\%$). The pressure, measured by a capacitance gauge, as well as the ringdown cell temperature, were monitored during the spectrum acquisition. The sample pressure was fixed to a value of 10.0 Torr and the room temperature was 296 ± 2 $^\circ$K.

3. Line intensity retrieval

The integrated absorption coefficient $I$ (in cm$^{-2}$) was obtained for each line using an interactive least squares multi-lines fitting program, which uses the Levenberg–Marquardt algorithm to minimize the deviation between the observed and calculated spectra. This procedure has been described in details in our previous paper [35]. The CO$_2$ line profile was assumed to be of Voigt type. The Gaussian line widths were fixed to the values calculated for the Doppler broadening, according to the measured temperature and masses of the CO$_2$ isotopologues. The Lorentzian line widths were calculated as the product of the sample pressure by the self-broadening coefficients provided in the HITRAN database [37]. Because the laser line width is much smaller than the Doppler width, the contribution of the apparatus function can be neglected. The baseline was modelled by a linear or a quadratic function of the wavenumber. The lines due to water vapor (H$_2$O and HDO), present as an impurity in the sample, were also fitted. Their Gaussian line widths were fixed to their theoretical values while the Lorentzian component was calculated using the H$_2$O broadening coefficients due to collisions with CO$_2$ [38]. The position and integrated absorbance of each line and the baseline coefficients were provided by the fitting procedure. Fig. 2 illustrates the large dynamics achieved on the measurement of the line intensities and the quality of the spectrum reproduction.

The absolute line intensity or integrated absorption coefficient per pressure unit $\bar{S}$ (in cm$^{-2}$ atm$^{-1}$) was deduced from the integrated absorption coefficient $I$ using the equation:

$$\bar{S} = \frac{I}{P},$$

where $P$ is the sample pressure.

![Fig. 2. Comparison of the CW-CRDS spectrum of carbon dioxide ($P = 13.3$ hPa) in natural abundance (left hand) with a simulated spectrum (right hand). In the lower panels, the ordinate scale has been amplified by a factor of 55 in order to visualize lines which are 1000 times weaker than the strongest lines of the presented region. The simulated spectrum was obtained as a sum of Voigt profiles whose parameters were determined with an interactive least-squares multi-lines fitting program (see text).](image-url)
where \( P \) is the \(^{12}\text{C}^{16}\text{O}_2\) partial pressure (in atm). Each \( S \) value was then converted to the absorption line intensity \( S(T_0) \) (in cm/molecule) according to the following expression:

\[
S(T_0) = \frac{1}{N_t \cdot 273.15} \cdot S,
\]

where \( T_0 = 296 \text{ K} \) and \( N_t = 2.68676 \times 10^{19} \text{ molecule cm}^{-3} \text{ atm}^{-1} \) is the Loschmidt number.

The relative concentration of water vapour contaminating the \( \text{CO}_2 \) sample was retrieved from the observed \( \text{H}_2\text{O} \) line intensities in different spectral regions. The obtained values were always lower than \( 2 \times 10^{-3} \) and the \( \text{H}_2\text{O} \) contribution to the total pressure value was then neglected.

Taking into account the transitions due to the different \( \text{CO}_2 \) isotopologues \((\text{C}^{13}\text{C}^{16}\text{O}_2, \text{C}^{13}\text{C}^{18}\text{O}_2, \text{C}^{16}\text{O}^{12}\text{C}^{18}\text{O}, \text{C}^{16}\text{O}^{12}\text{C}^{17}\text{O}, \text{C}^{16}\text{O}^{13}\text{C}^{18}\text{O})\) [34], the lines due \( \text{H}_2\text{O} \) and \( \text{HDO} \) present as an impurity, the existence of overlapping spectral regions recorded with successive diode lasers, the total number of fitted line profiles was about 4600. After averaging of the line intensities of the same line determined from different spectra, 1572 line intensity values ranging from \( 1.53 \times 10^{-25} \) to \( 4.94 \times 10^{-25} \text{ cm/molecule} \) were obtained for \(^{12}\text{C}^{16}\text{O}_2\). Note that the strongest lines \((S > 5 \times 10^{-25} \text{ cm/molecule})\) which were saturated on the spectrum were not fitted since the accurate line intensities of these lines were measured in Ref. [18]. We fixed the lower line intensity cutoff to a value of \( 10^{-28} \text{ cm/molecule} \) and removed from the list 214 line intensities below this value because of insufficient accuracy. In addition, 406 intensity values of the lines with unsatisfactory line profile reproduction (blended lines or incorrect baseline) were excluded. The fitting error was estimated to be 3% or better for well-isolated lines. The larger errors were mainly due to the uncertainty on the baseline determination which became more important for the weak lines. The final set, thus containing 952 \(^{12}\text{C}^{16}\text{O}_2\) line intensities, was used as input data to the fit of the effective dipole moment parameters (see below). Taking into account the line profile fitting errors and the uncertainties on the temperature \( (\pm 2 \text{ K}) \) and pressure \( (\pm 0.5\%) \), we estimated that the accuracy of these 952 line intensities should be 4% or better for most of the lines and at most 7% for the weakest and strongly blended lines.

Fig. 3 shows the comparison of our line intensities with those provided in the JPL database [15] and with those measured at JPL [18]. A good agreement is noted with the measured line intensities whereas the residuals between our measurements and the line intensities extrapolated (or theoretically predicted) at JPL can exceed one order of magnitude. The major reason of these disagreements is that simple empirical expansions of the transition moment squared in terms of vibrational moment squared and Herman–Wallis parameters, as used for the transitions beyond JPL observations, cannot be applied in the case of perturbed bands. Moreover, the choice of a low intensity cutoff \((4 \times 10^{-30} \text{ cm/molecule})\) forces long range extrapolations on the angular momentum quantum number \( J \). Such extrapolations are particularly hazardous as occurrences of perturbations are expected to increase with \( J \) values and may be pronounced.

4. Modeling and fitting of the line intensities

4.1. Theoretical approach

Using the effective operators approach, it is possible to model simultaneously the line intensities of the cold and hot bands belonging to the same series of transitions. For the reader’s convenience, we briefly recall this approach which has been presented in several of our papers [6–8]. As a result of the approximate relations between the harmonic frequencies

\[
\omega_1 \approx 2\omega_2, \quad \omega_3 \approx 3\omega_2
\]

the effective Hamiltonian [3–5,39] globally describing the line positions of carbon dioxide is formulated with the assumption that the vibration–rotation energy levels can be separated in polyads. The effective Hamiltonian takes into account all resonance interactions between vibration–rotation states belonging to the same polyad, up to the sixth-order of the perturbation theory. The polyad model of the effective Hamiltonian is very satisfactory for carbon dioxide, especially for the symmetric species. As mentioned in the Introduction the polyads can be identified with the label

\[
P = 2V_1 + V_2 + 3V_3,
\]

where \( V_i \) are vibrational quantum numbers.

Within the effective operators approach, the square of the transition dipole moment of a vibration–rotation transition \( P\mathbf{N}'\mathbf{M}' \rightleftharpoons P\mathbf{N}\mathbf{M} \) is given by [6–8]

\[
W_{P\mathbf{N}\mathbf{M}'\leftarrow P\mathbf{N}\mathbf{M}} = (2J+1) \sum_{|\mathbf{V}|} \sum_{i,j} \sum_{\Delta \mu} \sum_{\Delta J=0,1,2...} \sum_{p=0,1,2...} \sum_{\Delta \Gamma} C_{\mathbf{N}\mathbf{M}} C_{\mathbf{N}'\mathbf{M}'} C_{\mathbf{V}} C_{\mathbf{V}'} C_{\mathbf{V}''} C_{\mathbf{V}'''} M_{\mathbf{N}\mathbf{M}}^{|\Delta \mu|} M_{\mathbf{N}'\mathbf{M}'}^{|\Delta \mu|} M_{\mathbf{V}}^{|\Delta \mu|} M_{\mathbf{V}'}^{|\Delta \mu|} M_{\mathbf{V}''}^{|\Delta \mu|} M_{\mathbf{V}'''}^{|\Delta \mu|} \Phi_{\Delta \Gamma\Delta \mu}(J,\epsilon_2) \Phi_{\Delta \Gamma\Delta \mu}(J,\epsilon_2') \times \left[ 1 + \sum_{\delta} \Phi_{\Delta \Gamma\Delta \mu}(J,\epsilon_2') \right] \left[ 1 + \sum_{\delta} \Phi_{\Delta \Gamma\Delta \mu}(J,\epsilon_2) \right] \left[ 1 + \sum_{\delta} \Phi_{\Delta \Gamma\Delta \mu}(J,\epsilon_2') \right] ^2
\]

where \( \delta \) is the Kronecker symbol and \( i_{\mathbf{N}\mathbf{M}}^{\mathbf{N}'\mathbf{M}'\mathbf{V}'\mathbf{V}'} \) stands for the expansion coefficient determining the eigenfunction of the lower state.
The summation runs over all states within the polyad involved. The definition of the Wang-type basis functions \( |V_1V_2\rangle |\ell_2\rangle |\ell_3\rangle \) is given, for example, in Ref. [6]. In the same way, \( J^{\text{c}}_{\text{poly}}(\ell_1,\ell_2) \) stands for the expansion coefficient within the upper-state polyad. The functions \( \Phi_{\Delta J}(\ell_1,\ell_2) \) for \( \Delta \ell_2 = 0, \pm 1 \) are equal to the Clebsch–Gordan coefficients \( (1J\ell_2)(J + \Delta J)(\ell_2 + \Delta \ell_2) \), related to the Hönli–London factors by the equation

\[
(1J\ell_2)(J + \Delta J)(\ell_2 + \Delta \ell_2)) = \frac{L^{(J\ell_2)}_2}{2J + 1}.
\]

The \( f^{(J\ell_2)}_{\Delta J}(V, \ell_2) \) functions are listed in Table 1 of Ref. [6] for small values of the quantum number differences \( \Delta V \). The Herman–Wallis-type functions \( f^{(J\ell_2)}_{\Delta J}(V, \ell_2) \) appearing in Eq. (5) are given in Ref. [7].

Here, we present only the terms used in this paper:

\[
f^{(J\ell_2)}_{\Delta J}(V, \ell_2) = b^{(J\ell_2)}_{\Delta J} V^{\Delta J} \text{m}
\]

for the \( \Delta \ell_2 = 0 \) matrix elements,

\[
f^{(J\ell_2)}_{\Delta J}(V, \ell_2) = \frac{1}{2} b^{(J\ell_2)}_{\Delta J} (2\ell_2 \Delta \ell_2 + 1)
\]

for the \( \Delta J = 0, \Delta \ell_2 = \pm 1 \) matrix elements, and

\[
f^{(J\ell_2)}_{\Delta J}(V, \ell_2) = \frac{1}{2} b^{(J\ell_2)}_{\Delta J} (2\ell_2 \Delta \ell_2 + 1) + b^{(J\ell_2)}_{\Delta J} \text{m}
\]

for \( \Delta J = \pm 1, \Delta \ell_2 = \pm 1 \) matrix elements. Here \( m = J \) for \( P \)-branch and \( m = J + 1 \) for \( R \)-branch.

The \( M^{(J\ell_2)}_{\Delta J} \), \( \kappa^{(J\ell_2)}(i = 1–3) \), and \( b^{(J\ell_2)}_{\Delta J} \) parameters of the effective dipole moment matrix elements involved in Eqs. (5) and (8)–(10) allow the simultaneous description of the intensities of all the lines of cold and hot bands belonging to a series of transitions characterized by a given value of \( \Delta \ell \). These parameters were fitted to the observed line intensities.

4.2. Line intensities fitting

Using the above approach, we have performed the least-squares fitting of the line intensities set obtained by gathering the CW-CRDS results with selected intensity data reported in the literature for the \( \Delta \ell = 9 \) series of transitions [18,22,26,28–31]. The selection has been performed on the basis of the comparative analysis of all published line intensities following the results of Refs. [18,28]. The sources in which the line intensities differ considerably from those confirmed by several authors were not included in the fit. In general, these discarded data came from rather old publications. Because of the comparative analysis performed in Refs. [18,28], in several cases, only part of the data presented in a given source were included into the fit. In the fitting process, some evident outliers were excluded from the input file. Table 1 presents the sources of the input data and the corresponding percentage of line intensities included in the fit. The values of the expansion coefficients \( f^{(J\ell_2)}_{\Delta J}(V, \ell_2) \) of the eigenfunctions have been obtained from the global fit of the effective Hamiltonian parameters to the observed line positions. The initial set of effective Hamiltonian parameters taken from Ref. [10] was slightly refined using new observations [34]. The partition functions \( Q(T) \) and nuclear statistical weights were taken from Ref. [40].

The aim of the fitting process is to minimize the dimensionless weighted standard deviation \( \chi \), defined according to the usual formula,

\[
\chi = \frac{\sum_{i=1}^{N} \left( \frac{S_{i,\text{obs}} - S_{i,\text{calc}}}{S_{i,\text{obs}}} \right)^2}{(N - n)}
\]

where \( S_{i,\text{obs}} \) and \( S_{i,\text{calc}} \) are, respectively, the observed and calculated values of the intensity for the \( i \)-th line; \( \sigma_i \) is the measurement error of the \( i \)-th line in %, \( N \) is the number of fitted line intensities, and \( n \) is the number of adjusted parameters. To characterize the quality of a fit, we also use the root mean square (RMS) deviation, defined according to the equation

\[
\text{RMS} = \sqrt{\frac{\sum_{i=1}^{N} \left( \frac{S_{i,\text{obs}} - S_{i,\text{calc}}}{S_{i,\text{obs}}} \right)^2}{N}} \times 100\%.
\]

The line intensities were weighted according to their assumed uncertainties \( \sigma_i \), which are based on the declared absolute accuracies. When, in a respective source, each individual line was supplied with its uncertainty, this uncertainty was used in the fit. Otherwise, we used assumed uncertainty values as given in Table 1.

The fitting results presented in Tables 1 and 2 show that, in average, our fitted set of effective dipole moment parameters reproduces the line intensities from all involved experimental

Table 1

<table>
<thead>
<tr>
<th>Reference</th>
<th>Abundance</th>
<th>Accuracy (%)</th>
<th>Assumed uncertainty (%)</th>
<th>( N^a )</th>
<th>( %N^b )</th>
<th>RMS (^c) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toth et al. [22]</td>
<td>0.9842</td>
<td>4</td>
<td>4</td>
<td>74</td>
<td>57.2</td>
<td>2.6</td>
</tr>
<tr>
<td>Johns et al. [26]</td>
<td>0.9842</td>
<td>2–4</td>
<td></td>
<td>150</td>
<td>94.8</td>
<td>2.2</td>
</tr>
<tr>
<td>Heningsen and Simonsen [30]</td>
<td>0.9842</td>
<td>2–12</td>
<td></td>
<td>29</td>
<td>69.0</td>
<td>2.5</td>
</tr>
<tr>
<td>Pouchet et al. [31]</td>
<td>0.9842</td>
<td>1.5–3</td>
<td></td>
<td>13</td>
<td>100</td>
<td>1.3</td>
</tr>
<tr>
<td>Boudjadar et al. [28]</td>
<td>1.0</td>
<td>3–5</td>
<td>3, 5(^d)</td>
<td>269</td>
<td>100</td>
<td>2.0</td>
</tr>
<tr>
<td>Bégiala-Jalot et al. [29]</td>
<td>0.9842</td>
<td>1.5–2</td>
<td></td>
<td>97</td>
<td>100</td>
<td>1.0</td>
</tr>
<tr>
<td>Toth et al. [18]</td>
<td>0.9842, 0.9952</td>
<td>0.5–3</td>
<td>2</td>
<td>808</td>
<td>99.0</td>
<td>2.9</td>
</tr>
<tr>
<td>This work</td>
<td>0.9842</td>
<td>2–7</td>
<td>4</td>
<td>928</td>
<td>97.5</td>
<td>3.4</td>
</tr>
</tbody>
</table>

\(^a\) \( N \)—number of the fitted line intensities from a given source. 
\(^b\) \%N—percentage of the line intensities of a given source included into the fit. 
\(^c\) RMS—root mean squares of the residuals for a given source. 
\(^d\) 3% for the cold bands, 15% for the hot bands.

Table 2

<table>
<thead>
<tr>
<th>Number of line intensities</th>
<th>Number of bands</th>
<th>( J_{\text{max}} )</th>
<th>( S_{\text{min}} )(^a)</th>
<th>( S_{\text{max}} )(^a)</th>
<th>( \chi )</th>
<th>RMS (%)</th>
<th>( n^b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2368</td>
<td>40</td>
<td>84</td>
<td>1.10 \times 10^{-28}</td>
<td>6.12 \times 10^{-21}</td>
<td>1.05</td>
<td>2.9</td>
<td>19</td>
</tr>
</tbody>
</table>

\(^a\) \( S_{\text{min}} \) and \( S_{\text{max}} \) (in cm/molecule) are the minimum and maximum line intensity values included into the fit. 
\(^b\) \( n \) is the number of adjusted parameters.
sources within their uncertainties. The values of the fitted parameters are listed in Table 3. Fig. 4 presents the variation of the residuals between the observed and calculated line intensities versus the line intensity values. It illustrates the nearly six orders of magnitude dynamics of the line intensities covered by the input data and the consistency of the line intensities obtained from different experimental sources.

As a test of the validity of our model, it is worth emphasizing that no $|\Delta \nu_2| > 1$ effective dipole moment parameters were necessary to describe the line intensities of the $|\Delta \nu_2| > 1$ “forbidden” bands. These “forbidden” bands borrow most of their intensities from “allowed” bands via $\ell$-type and anharmonic $+\ell$-type interactions which are taken into account by our effective Hamiltonian model. The $|\Delta \nu_2| > 1$ effective dipole moment parameters give negligible contributions to the intensities such that no corresponding parameters were included in our fitting. As an example, Fig. 5 shows that the line intensities of the very weak 22211-00001 “forbidden” band studied in this work, are satisfactorily reproduced with our set of parameters.

### Table 3

Effective dipole moment parameters for $\Delta \nu = 9$ series of transitions in $^{12}\text{C}^{16}\text{O}_2$

<table>
<thead>
<tr>
<th>Parameter$^a$</th>
<th>$\Delta \nu_1$</th>
<th>$\Delta \nu_2$</th>
<th>$\Delta \nu_3$</th>
<th>$\Delta \nu_4$</th>
<th>Value</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_0$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0.31068(34)$^b$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$\kappa_1$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>$-20.52(39)$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$\kappa_2$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2.52(10)</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$M_3$</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-0.26621(13)$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$\kappa_1$</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-0.21(11)$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$\kappa_2$</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-0.318(56)$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$b_l$</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.264(11)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$M_2$</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0.24145(57)</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>$-0.1216(15)$</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>$M_0$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0.339(28)</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0.21783(18)</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>$b_l$</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3.616(41)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$M_0$</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>$-0.9378(62)$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>$b_l$</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>11.58(30)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$-0.238(32)$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>$b_l$</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>80.6(38)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$M_0$</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0.57(12)</td>
<td>$10^{-7}$</td>
</tr>
<tr>
<td>$b_l$</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>99.9(63)</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$M_2$</td>
<td>2</td>
<td>$-1$</td>
<td>2</td>
<td>1</td>
<td>0.1947(58)</td>
<td>$10^{-5}$</td>
</tr>
</tbody>
</table>

$^a$ The parameters $M$ are given in Debye while the $b_l$ and $\kappa_l$ parameters are dimensionless. Only relative signs of $M$ parameters within a given series of transitions are determined.

$^b$ The numbers in parentheses are one standard deviation in units of the last quoted digit.

### 5. New line lists and their comparison with previous databases

By combining the present results and those from our recent paper relative to the line positions in the full 5851–7045 cm$^{-1}$ range [10,34], we have generated two line lists for the $^{12}\text{C}^{16}\text{O}_2$ isotologue of carbon dioxide in the 1.6 $\mu$m region. The first one is the CW-CRDS “experimental” line list, which was constructed by associating calculated line intensities to the measured line positions. It includes 5604 transitions belonging to 94 bands and is provided as
Supplementary Material. The line intensities were calculated using the above dipole moment parameters. The second line list is the one included into the new version of the CDSD [36]. Both line positions and line intensities were calculated in the frame of the polyad model of effective Hamiltonian and respective effective dipole moment operator. The intensity cutoff was fixed to a value of $10^{-30}$ cm/molecule, i.e. significantly below the CW-CRDS sensitivity. It consists of 20161 lines belonging to 256 bands.

The detailed comparison of the line positions contained in these line lists with those from HITRAN, GEISA and JPL databases has been presented in our previous paper [34]. Here, we focus on the comparison of the line intensities. In Section 2, it has been shown that, in the JPL database, extrapolations between $5 \times 10^{-26}$ cm/molecule (corresponding to the JPL sensitivity by FTS) and $1 \times 10^{-25}$ cm/molecule (corresponding to our CW-CRDS measurements), are responsible for important deviations up to a factor of 10. Such disagreements are expected to increase when extrapolating down to $4 \times 10^{-30}$ cm/molecule which is the intensity cutoff adopted in the JPL database. Indeed, Fig. 6 shows that the ratios of the CDSD intensities [36] to the (mostly extrapolated) JPL intensities [15] range from 0.004 to 1000, reflecting the poor extrapolation capabilities of the empirical model used in Ref. [15].

The comparison of our calculated line intensities with those contained in the current version of the HITRAN database [37] shows rather large residuals for some of the hot bands and weak cold bands (see Fig. 7). The HITRAN intensities for these bands were calculated using the Direct Numerical Diagonalization (DND) approach [41]. We also note significant residuals even for the strongest bands, 30012-00001 and 30013-00001, in particular for high values of the angular momentum quantum number $J$. This is due to the fact that the HITRAN line intensities for these two bands are based on measurements [24,25] with poor accuracies for high $J$ values. Our observations agree with the discussion included in Ref. [18].

6. Conclusion

Line intensities of the principal isotopologue of carbon dioxide, $^{12}$C$^{16}$O$_2$, have been measured by CW-Cavity Ring Down Spectroscopy in four wavenumber intervals near 1.6 μm. We chose to investigate the intervals corresponding to the very weak 4110i-00001 ($i = 1–5$) and 2002i-01101 ($i = 1–3$) perpendicular bands and to the 2221i-00001 ($i = 1–3$) “forbidden” bands, for which no experimental intensities were available. These measurements resulted in the determination of 952 intensities of transitions belonging to a total of 30 bands. The line intensities of 23 of these bands were measured for the first time. The intensity values ranged from $1.10 \times 10^{-28}$ to $4.94 \times 10^{-23}$ cm/molecule and the absolute accuracy varied from 2% for the strongest lines to 7% for the weakest lines and was estimated to be, in average, around 4%. Our measurements lowered by two orders of magnitude the minimum intensity values previously measured in the considered spectral region. They are in good agreement with the JPL experimental values [18] for line intensities higher than $5 \times 10^{-20}$ cm/molecule.

The CW-CRDS line intensities and those selected from the literature have been used to fit the effective dipole moment parameters for the $\Delta P = 9$ series of transitions. The CW-CRDS measurements have allowed determining some important missing effective dipole moment parameters and refining the other parameters. In average, the new set of effective dipole moment parameters and refined set of effective Hamiltonian parameters reproduce all measured line intensities of the $\Delta P = 9$ series of transitions within the experimental uncertainties. They have been used to generate the line list for the $\Delta P = 9$ series of transitions in $^{12}$C$^{16}$O$_2$ with an intensity cutoff...
fixed to a value of $10^{-30}$ cm/molecule. This line list is now included in the new version of the CDSD [36].

Important discrepancies between our measurements and the intensity values provided in the recent JPL database [15] exist for the weak lines. The simple empirical equations adopted in Ref. [15] in order to extrapolate line intensities beyond the JPL observations are responsible of these deviations as such extrapolations towards high $J$ values are not valid in the case of perturbed bands.
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