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We provide a more streamlined proof for the weak compactness of the time slices
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1 Introduction

The purpose of this note is neither originality nor generality, but to give a direct
proof of the following weak compactness theorem(Theorem 1.1), using the methods
developed in our previous work Chen-Wang [11]. Since the scope of this paper is
limited and focused, we are able to make the argument more streamlined and
accessible. For the readers who are interested in the original motivations, global
pictures as well as historical perspective of this problem, we refer them to Chen-
Wang [11] for full details.

Theorem 1.1 (Special case of Chen-Wang [11]). Suppose {(Mn, g(t), J), 0 ≤
t <∞} is a Kähler Ricci flow solution

∂

∂t
gij = −Rij + gij , (1.1)

in the class 2πc1(M,J), where (M,J) is a Fano manifold of complex dimension n.
For each ti →∞, by taking subsequence if necessary, we have (M, g(ti)) converges
to a limit length space (M̂, ĝ) in the Gromov-Hausdorff topology. The limit space
M̂ has a regular-singular decomposition M̂ = R ∪ S, where R and S satisfies the
following properties.

• R is an open, smooth manifold with a complex structure Ĵ and a smooth
holomorphic vector field ∇f̂ such that

Ric(ĝ)− ĝ = −L∇f̂ (ĝ). (1.2)

In other words, (R, ĝ, Ĵ , f̂) is a Kähler Ricci soliton.
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• The Hausdorff dimension of S is less or equal to 2n− 4.

Furthermore, the convergence topology can be improved to be the Cheeger-Gromov
topology.

Theorem 1.1 answers a long-standing conjecture of Kähler Ricci flow on Fano
manifolds. More information of the background of this theorem can be found in
Chen-Wang [11]. For the convenience of the readers, we copy down the first written
down statement of the conjecture related to Theorem 1.1 as follows.

Conjecture 1.2 (Tian [17]). By taking subsequences if necessary, one should
have that (M,ωt) converges to a space (M∞, ω∞), which is smooth outside a sub-
set of real Hausdorff codimension at least 4, in the Cheeger-Gromov-Hausdorff
topology. Furthermore, (M∞, ω∞) can be expanded to be an obstruction triple
(M∞, v, ξ)(possibly singular) satisfying:

Ric(ω∞)− ω∞ = −Lv(ω∞), on the regular part of M∞,

where Lv denotes the Lie derivative in the direction of v. In particular, (M∞, ω∞)
is a Ricci soliton if ω∞ is not Kähler-Einstein.

The above statement follows the exact words of Conjecture 9.1 of Tian [17].
In the same paper, concerning the convergence of the Kähler Ricci flow, Tian wrote
down the following words on page 36.

Previously, R. Hamilton thought that the limit (M∞, ω∞) should be a Ricci
soliton. Our new observation here is that ω∞ may be Kähler-Einstein, and other-
wise, it is a special Ricci soliton.
Note that Kähler-Einstein metrics are trivial Ricci soliton metrics. The conver-
gence part of Conjecture 1.2 was solved in Chen-Wang [11], as a special case of
weak compactness theory of polarized Kähler Ricci flows. Recall that the objects
of the weak-compactness in Chen-Wang [11] are the “flows”, not only “time slices”.
For the purpose of flow compactness and to show that the limit M∞ is a projective
variety, one cannot avoid the application of Bergman kernel, as done in Donadson-
Sun [12], at least in the current stage. The extra structures, i.e., the flow structure,
the line bundle structure and the variety structure, of the limit are of essential im-
portance for further applications, like the flow proof of Yau’s stability conjecture.
This point was emphasized on page 2 of Chen-Sun-Wang [7]. However, if one only
wants to prove the convergence of the time slices of the Kähler Ricci flow, i.e., the
convergence part of Conjecture 1.2, or Theorem 1.1, then a much simpler proof
can be given. This is the purpose of this paper. Since Theorem 1.1 does not
involve the variety structure and line bundle structure, its requirement of Kähler
geometry is very limited(c.f. Remark 5.4). No new idea beyond Chen-Wang [11]
is needed.

Theorem 1.1 is a “regularity improvement” theorem. In fact, because of the
breakthrough of Perelman [14], along the Kähler Ricci flow, it is well known that di-
ameter, scalar curvature and non-collapsing constant are all uniformly bounded(c.f.
Perelman’s results written down by Sesum-Tian [16]). On the other hand, based



Remarks of Weak-compactness along Kähler Ricci Flow 205

on the work of Chen-Wang [10] and Q.S. Zhang [23], we have uniform non-inflating
condition. Namely, for each r ∈ (0, 1) and (x, t) ∈ M × [0,∞), there is a uniform
κ independent of r and (x, t) such that

κ ≤ ω−1
2n r
−2n|B(x, r)|g(t) ≤ κ−1 (1.3)

along the flow, where ω2n is the volume of unit ball in R2n. Since Kähler Ricci
flow in 2πc1(M,J) preserves volume, it follows from standard ball packing argu-
ment that (M, g(ti)) converges(by passing to subsequence if necessary) to a limit
compact length space (M̂, ĝ) in Gromov-Hausdorff topology. Theorem 1.1 basi-
cally says that both M̂ and the convergence topology to M̂ have good regularity.
Therefore, it is a “regularity improvement” theorem in nature.

The proof of Theorem 1.1 consists of two basic steps:
Step 1. Develop the rough weak compactness under the canonical radius as-

sumption.
Step 2. Using the intrinsic Ricci flow structure to obtain precise weak com-

pactness and obtain the a priori estimate of canonical radius.
The “canonical radius” (with respect to some singular model space) is a

crucial new ingredient in Chen-Wang [11]. Roughly speaking, we need to first
choose a model space with compact moduli under proper topology. After the choice
of model space, the canonical radius can be regarded as the largest scale such that
the manifold can be well-approximated by model space. For example, one can
regard the harmonic radius(c.f. Anderson [1]) as the canonical radius with respect
to the model space Rm. In Perelman’s fundamental work [14], the model space of
3-dimensional Ricci flows is the κ-solution, i.e., the κ-noncollapsed, ancient Ricci
flow solution with nonnegative sectional curvature(c.f. section 11 of Perelman [14]).
Note that 3-dimensional κ-solution’s moduli space is compact under the smooth
topology. Using κ-solution as model space, one can define canonical radius of
a space-time point with respect to κ-solution and smooth topology. Then the
“canonical neighborhood” theorem, i.e., Theorem 12.1 of Perelman [14], can be
understood as the canonical radius of a high curvature point in the 3-dimensional
Ricci flow is uniformly bounded from below. It is this “canonical neighborhood”
theorem that motivates us to use the term “canonical radius”.

However, before Chen-Wang [8], [11], all the model spaces and related topol-
ogy are smooth. In the first paper of Chen-Wang [8], we used the Kähler-Ricci-
flat surface orbifolds as model space and pointed-Cheeger-Gromov topology as
the proper topology to study the convergence of Kähler Ricci flow on Fano sur-
faces. The compactness of the moduli of noncollapsed Kähler-Ricci-flat surface
orbifolds(c.f. Anderson [2]) plays an important role in Chen-Wang [8]. In the sec-
ond paper of Chen-Wang [11], the name of “canonical radius” was written down
explicitly. An essential step beyond the first paper is to figure out the exact model
space, which does not exist in literature before the second paper Chen-Wang [11].
The discovery of the model space was lead by the following speculation:

It should be very hard to make difference between the blowup limits from
Kähler Einstein metrics and the Kähler Ricci flows with bounded scalar curvature,
since both of them should be scalar flat and consequently Ricci-flat.
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Figure 1: Geometry property and analysis estimate

Such motivation was already explained in the first paper of Chen-Wang [8], at the
end of section 2. From the above speculation, the model space should have all the
properties that a Kähler Einstein limit space have. However, it should be slightly
bigger than the space of Kähler Einstein limit spaces, since the space of Kähler
Ricci flows is bigger than the space of Kähler Einstein manfiolds. Along this route,
we finally found that the natural model space should be the non-collapsed Kähler
Ricci flat manifolds with mild singularities, whose precise definition can be found
in Definition 2.1. The relationship between the model space and Kähler Einstein
blowup limit space and Kähler Einstein manifolds are illustrated in Figure 2.
Among the defining properties of the model space, the following three are crucial:

• Gap between regular part R and singular part S.
• High codimension(> 4− ε) of singular part S.
• Convexity of regular part R.

Each of the above listed property corresponds to an estimate of spaces very close (in
the Cheeger-Gromov topology) to the model space(c.f. Figure 1). Such estimates
are used to define the canonical radius(c.f. Definition 2.4). Not surprisingly, the
canonical radius of a point in the model space should be infinite(c.f. Remark 2.5).
If canonical radius is uniformly bounded from below by 1 for a space sequence,
then the sequence(up to taking subsequences) has a weak limit M̄ in the Cheeger-
Gromov topology, as application of estimates on the right side of Figure 1. This
is the key of the first step of the proof of Theorem 1.1.

Then we discuss the second step of the proof of Theorem 1.1, i.e., developing
the uniform lower bound of canonical radius(or its generalized version) along the
Kähler Ricci flow. This bound is carried out by a contradiction argument. For
otherwise, one can find a sequence whose canonical radius is tending to zero. Ap-
plying a point-selecting technique and rescaling argument, we obtain a sequence
of Ricci flows whose canonical radii at base points are all 2 and nearby canonical
radii are at least 1. Moreover, scalar curvature tends to 0. Let (Mi, xi, gi(0)) be
central time slices of such a sequence. It has a limit space (M̄, x̄, ḡ) by the uniform
lower bound of canonical radius. Using canonical radius assumption, M̄ has only
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weak version of the geometry property on the left side of Figure 1. For example, by
connectivity estimate, we only know that the regular part of M̄ is 3-connected(c.f.
Proposition 4.1). In other words, every two points x, y ∈ R(M̄) can be connected
by a smooth curve in R whose length is less than 3d(x, y). In order M̄ to locate
in the model space, we need the length of the curve to be exactly d(x, y). The
intrinsic geometry of the Ricci flows, e.g., the reduced geodesic, reduced distance,
and reduced volume of Perelman [14] are essentially used to improve the regu-
larity of M̄ . Applying such intrinsic geometry, all the geometric properties on
the left side of Figure 1 hold. Therefore, M̄ locates in the model space and x̄
has infinity canonical radius. This is a contradiction by the weak continuity of
canonical radius under the Cheeger-Gromov topology(c.f. Proposition 5.1). Tech-
nically, in order to apply the intrinsic geometry of the Ricci flow, we need metric
distortion estimate(c.f. Lemma 4.9, Remark 5.3) and weak long-time two-sided
pseudo-locality(c.f. Proposition 4.15, Remark 5.3). Note that the Kähler condi-
tion is only used in the compactness of the moduli of model space. However, with
Cheeger-Naber [6], the method of Chen-Wang [11] can be generalized over to the
Riemannian case seamlessly(c.f. Remark 3.2, Remark 4.14 and Remark 5.4), for
the purpose of studying the time slice weak compactness of the non-collapsed Ricci
flows with bounded scalar curvature. Largely following the framework of Chen-
Wang [11], interesting progress in this generalization was considered in a recent
work of Bamler [3].

The structure of this paper is as follows. In section 2, we describe the precise
definition of model space and canonical radius, together with some other auxiliary
definitions. In section 3, we discuss the principle to obtain metric distortion, which
originates from section 5.3 of Chen-Wang [11]. In section 4 and section 5, we write
down the details of Step 1 and Step 2 described above. Finally, we finish the proof
of Theorem 1.1 in section 6.

2 Model space and canonical radii

Let K S (n, κ) be the moduli of complex n-dimensional Kähler Ricci-flat mani-
folds with asymptotic volume ratio at least κ. Clearly, K S (n, κ) is not compact
under the pointed-Gromov-Hausdorff topology. It can be compactified as a space
K S (n, κ). However, this may not be the largest space that one can develop
weak-compactness theory. So we extend the space K S (n, κ) further to a possi-

bly bigger compact space K̃ S (n, κ), which is defined as follows. Note that for
convenience of notations, we denote m = 2n. In short, m is the real dimension,
n is the complex dimension.

Definition 2.1. (c.f. Definition 2.1. of Chen-Wang [11]) Let K̃ S (n, κ) be the
collection of length spaces (X, g) with the following properties.

1. X has a disjoint regular-singular decomposition X = R ∪ S, where R is
the regular part, S is the singular part. A point is called regular if it has a
neighborhood which is isometric to a totally geodesic convex domain of some
smooth Riemannian manifold. A point is called singular if it is not regular.
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Figure 2: Relations among different moduli spaces

2. The regular part R is a nonempty, open Kähler Ricci-flat manifold of complex
dimension n, real dimension m.

3. R is weakly convex, i.e., for every point x ∈ R, there exists a measure zero
set Cx such that every point in X\Cx can be connected to x by a unique
shortest geodesic in R. For convenience, we call Cx as the cut locus of x.

4. dimM S < m− 3, where M means Minkowski dimension.
5. Let v be the volume density function, i.e.,

v(x) , lim
r→0

|B(x, r)|
ωmrm

(2.1)

for every x ∈ X. Then v ≡ 1 on R and v ≤ 1−2δ0 on S. In other words, the
function v is a criterion function for singularity. Here δ0 is the Anderson
constant.

6. The asymptotic volume ratio avr(X) ≥ κ. In other words, we have

lim
r→∞

|B(x, r)|
ωmrm

≥ κ

for every x ∈ X.

The relationships among the three moduli spaces K S (n, κ), K S (n, κ) and

K̃ S (n, κ) can be seen from Figure 2. Note that K S (n, κ) is the objects of study
in the traditional Cheeger-Colding theory. By taking completion, many estimates
in K S (n, κ) can be carried over to K S (n, κ). A key observation of Chen-

Wang [11] is that although K̃ S (n, κ) is not the completion of K S (n, κ), we can

still obtain essential a priori estimates for K̃ S (n, κ), because the singularities of

each space in K̃ S (n, κ) are very mild. The methods of Cheeger-Colding can be

applied on K̃ S (n, κ) following mostly the route of the original Cheeger-Colding
theory. The property 3, 4 and 5 in Definition 2.1 are the essential reasons why
the singularities are mild. Furthermore, by extending the study objects from

K S (n, κ) to K̃ S (n, κ), many theorems can be stated more precisely, as done in
section 2 of Chen-Wang [11]. In particular, we have the following theorems.

Theorem 2.2. (c.f. Theorem 1.1. of Chen-Wang [11]) K̃ S (n, κ) is compact

under the pointed Cheeger-Gromov topology. Moreover, each space X ∈ K̃ S (n, κ)
is a Kähler Ricci-flat conifold in the sense of Chen-Wang [11].
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Basically, Theorem 2.2 says that X ∈ K̃ S (n, κ) has better properties that
it seems to be. For example, following definitions, one only knows that dimM S <
2n − 3 and R is weakly convex. However, by delicate analysis based on all the
defining properties, one can obtain that dimM S < 2n− 4− ε for each ε > 0, and
R is strongly convex. These can be regarded as “regularity improvement”. There

are many other “regularity improvement” for spaces in K̃ S (n, κ). More details
can be found in Chen-Wang [11].

For the purpose of “almost” regular-singular decomposition of a manifold
very close to the model space, we give the following definition.

Definition 2.3. (c.f. Definition 3.3. of Chen-Wang [11]) Denote the set{
r
∣∣0 < r < ρ, ω−1

m r−m|B(x0, r)| ≥ 1− δ0
}

by I
(ρ)
x0 where x0 ∈M , ρ is a positive number. Clearly, I

(ρ)
x0 6= ∅ since M is smooth.

Define

vr(ρ)(x0) , sup I(ρ)
x0
.

For each pair 0 < r ≤ ρ, define

F (ρ)
r (M) ,

{
x ∈M |vr(ρ)(x) ≥ r

}
,

D(ρ)
r (M) ,

{
x ∈M |vr(ρ)(x) < r

}
.

Definition 2.4. (c.f. Definition 3.5. of Chen-Wang [11]) We say that the canon-

ical radius (with respect to model space K̃ S (n, κ), m = 2n) of a point x0 ∈M is
not less than r0 if for every r < r0, we have the following properties.

1. Volume ratio estimate: κ ≤ ω−1
m r−m|B(x0, r)| ≤ κ−1.

2. Regularity estimate: r2+k|∇kRm| ≤ 4c−2
a in the ball B(x0,

1
2car) for every

0 ≤ k ≤ 5 whenever ω−1
m r−m|B(x0, r)| ≥ 1− δ0.

3. Density estimate: r2p0−m
∫
B(x0,r)

vr(r)(y)−2p0dy ≤ 2E.

4. Connectivity estimate: B(x0, r)∩F (r)
1
50 cbr

(M) is 1
2εbr-regular-connected on the

scale r. In other words, every two points x, y ∈ B(x0, r)∩F (r)
1
50 cbr

(M) can be

connected by a curve γ ⊂ F (r)
1
2 εbr

satisfying |γ| < 2d(x, y).

Then we define canonical radius of x0 to be the supreme of all the r0 with the
properties mentioned above. We denote the canonical radius by cr(x0). For subset
Ω ⊂ M , we define the canonical radius of Ω as the infimum of all cr(x) where
x ∈ Ω. We denote this canonical radius by cr(Ω).

Remark 2.5. The constants ca, cb, εb,E in Definition 2.4 are all uniform con-

stants depending on n and κ. If M ∈ K̃ S (n, κ) and x0 ∈ M , then all the
estimates in Definition 2.4 are satisfied with better constants. In particular, we
have cr(x0) =∞.
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Remark 2.6. In Definition 2.4, vr(r) can be replaced by other regularity scales(c.f.
the comments before Proposition 5.11 of Chen-Wang [11]), including harmonic
radius, reduced volume radius, curvature radius, etc. The number p0 is a number
very close to 2. We set p0 to be 2− 1

1000n as in Chen-Wang [11].

Definition 2.7. We call the space-time canonical radius (scr) of point (x0, t0)
is greater than r whenever cr(M, g(t0)) ≥ r and the following two-sided pseudo-
locality is satisfied:

If ω−1
m r−m|B(x0, r)| ≥ 1− δ0, then

|Rm|(x, t) ≤ 4c−2
a r−2, (2.2)

for every (x, t) ∈ B(x0,
1
2car)× [t0 − 1

4c
2
ar

2, t0 + 1
4c

2
ar

2].
We say scr(M, t0) ≥ r if scr(x, t0) ≥ r for every point x ∈M .

Remark 2.8. The concept scr is not used in Chen-Wang [11], where we have pcr
instead. Both of them are auxiliary concepts and can be dropped at the end(c.f.
Remark 5.3). In Chen-Wang [11], we study flow compactness and line bundle
compactness, pcr is needed for the Chen-Lu inequality to show the preserving of
regularity along time direction without |R| → 0. The lower bound of pcr implies a
lower bound of scr. In other words, lower bound of pcr implies two-sided pseudo-
locality theorem. This is not an obvious result and is proved in Theorem 1.4 of
Chen-Wang [11].

Definition 2.9. We say a Riemannian manifold (Mm, g) is κ-noncollapsed on
scale r0 if for every x ∈ M and r ∈ (0, r0), we have r−m|B(x, r)| > κ. We say
a Ricci flow M = {(Mm, g(t)), t ∈ I} is κ-noncollapsed on scale r0 if each time
slice (Mm, g(t)) is a κ-noncollapsed Riemannian manifold on scale r0.

Remark 2.10. Note that our κ-noncollapsed condition is different from the one
of Perelman(c.f. [14]). In this paper, we only study Ricci flows which is κ-
noncollapsed on scale 1.

3 A principle of metric distortion estimate

This section is nothing but a generalization of Section 5.3 of [11], with the Bergman
function there replaced by a general function u whose gradient and time derivatives
are bounded. The basic idea is to develop a uniform estimate such that the level
sets of u can be compared with geodesic balls of fixed sizes(c.f. Figure 3). In other
words, for each fixed a, we have positive r, ρ such that

Bg(t)(x, r) ⊂ Ωt(x, a) = {y|u(y, t) ≥ a} ⊂ Bg(t)(x, ρ).

The key is the r, ρ in the above inequality does not depend on x, t. Since the time
derivative of u is uniformly bounded, we can transform the comparison of geodesic
balls at different time slices to the comparison of level sets of u at different time
slices. However, the time derivative of u is uniformly bounded. Therefore, the
level sets at different time slices can be compared. Using this principle, we have
the following metric distortion estimate.
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Figure 3: Compare level sets of a Lipschitz function with geodesic balls

Theorem 3.1 (Rough metric distortion estimate). LetM = {(M, g(t)),−1 ≤
t ≤ 1} be a smooth space-time, i.e., smooth family of metrics g(t) on a complete
manifold Mm. Suppose u is a positive function defined on M such that

|u̇|+ |∇u| < A,
1
A ≤

∫
M
udµ

∣∣
t
≤ A, ∀ t ∈ [−1, 1],

1
A ≤

|Bg(t)(x,r)|
rm , ∀ x ∈M, t ∈ [−1, 1], r ∈ (0, 1).

(3.1)

If u(x0, 0) > 1
A , then we have a ball containment

Bg(0)

(
x0, 0.2A

−2
)
⊂ Bg(t)

(
x0, (10A)2m+1

)
, ∀ t ∈ [−0.2A−2, 0.2A−2]. (3.2)

Proof. Because of the gradient estimate, we see that u(·, 0) > 0.5A−1 in the ball
Bg(0)(x0, 0.5A

−2). Applying the time derivative estimate, we then obtain u >
0.2A−1 for all x ∈ Bg(0)(x0, 0.2A

−2) and t ∈ [−0.2A−2, 0.2A−2]. Take a point
y ∈ ∂Bg(0)(x0, 0.2A

−2). Let t > 0 be a time such that y can be connected to x0

by a curve γ where u > 0.2A−1. We claim that x0 and y cannot be too far away.
Actually, ∪z∈γB(z, 0.1A−2) is a covering of γ, which is compact. We can take a
finite cover ∪Ni=1B(zi, 0.1A

−2) such that B(zi, 0.01A−2) are disjoint, with z1 = x0

and zN = y. Since zi ∈ γ, we have u(zi, t) > 0.2A−1, which in turn implies that
u(·, t) > 0.1A−1 in the ball B(zi, 0.01A−2). Then we have

A ≥
∫
M

udµ ≥
∫
∪Ni=1B(zi,0.01A−2)

udµ ≥ 0.1A−1
N∑
i=1

|B(zi, 0.01A−2)|

≥ 0.1A−1 ·A−1 ·
(
0.01A−2

)m
N,
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where we used (3.1) in the last step. It follows that N ≤ 102m+1A2m+3. Now
using the fact that ∪Ni=1B(zi, 0.1A

−2) is a covering of γ, we obtain

d(x0, y) ≤ N · 0.1A−2 ≤ 102mA2m+1 < (10A)2m+1.

Let γ be the shortest geodesic connecting x0 and y at time t = 0. Then for each
t ∈ [−0.2A−2, 0.2A−2], we have u > 0.2A−1. By the previous argument, we know
dg(t)(x0, y) ≤ 102mA2m+1, which implies (3.2).

Remark 3.2. Note that Theorem 3.1 plays an important role in the paper of Chen-
Wang [11], where u is the peak section function or the exponential of the Bergman
function. More details can be found in section 5.3(Lemma 5.20 and Lemma 5.21
in particular) of Chen-Wang [11]. On the tangent cone(local structure) level, the

expression of peak section function is e−|z|
2

, which is almost the same as the heat

kernel function e−
|z|2
|t| , where |z| is the distance to the vertex of the cone. In

retrospect, it is not surprising that the peak section function in Chen-Wang [11]
can be replaced by heat kernel function to extend our distance distortion estimate
to the Riemannian setting, as done in the later work of Bamler-Zhang [4]. Such
distance distortion estimate is the basis of Bamler-Zhang [4] and is essentially used
in Bamler [3].

4 Structure of Ricci flows with space-time
canonical radius(scr) bounded below

The argument in this section is purely Riemannian. In this section, we focus on
the study of Ricci flows

∂

∂t
g = −2Ric (4.1)

on closed manifolds M = {(Mm, g(t)),−T ≤ t ≤ T} satisfying{
scr(M, g(t)) ≥ 1, ∀t ∈ [−T + 1, T − 1];

|R|(x, t) + 2
T ≤ 1, ∀(x, t) ∈M × [−T + 1, T − 1].

(4.2)

The second inequality in the above system implies that T ≥ 2 and |R| ≤ 1 on
the whole space-time M × [−T, T ]. Under the condition (4.2), we denote vr(1)(c.f.
Definition 2.3) by vr for simplicity of notations. Furthermore, for each 0 < r < 1,
we define

Fr(M, t) , {x ∈M |vr(x, t) ≥ r}, Dr(M, t) , {x ∈M |vr(x, t) < r}. (4.3)

Note that (4.1), (4.2) and (4.3) are the common conditions or conven-
tions for all the discussion in Section 4.

Note that the estimate (4.2) already implies a rough weak-compactness prop-
erty.
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Proposition 4.1 (Rough weak compactness of time slices). Suppose Mi =
{(Mm

i , gi(t)),−Ti ≤ t ≤ Ti} is a sequence of Ricci flows satisfying (4.1) and (4.2),
xi ∈Mi. Then by taking subsequence if necessary, we have

(Mi, xi, gi(0))
Ĉ∞

−−−→ (M̄, x̄, ḡ), (4.4)

where M̄ is a length space with regular-singular decomposition M̄ = R ∪ S. The
regular part R is an open, smooth Riemannian manifold. Furthermore, for every
two points x, y ∈ R, there exists a curve γ connecting x, y satisfying

γ ⊂ R, |γ| ≤ 3d(x, y). (4.5)

The singular part S satisfies the Minkowski dimension estimate

dimM S ≤ m− 2p0, (4.6)

where p0 = 2− 1
500m .

Proof. This follows exactly from Theorem 3.18 of Chen-Wang [11]. Note that we
have backward pseudo-locality since scrgi(Mi, 0) ≥ 1. Therefore, the limit regular
part R is a smooth manifold.

In Proposition 4.1, the limit space M̄ in general does not belong to the

model space K̃ S (n, κ). However, it does satisfy the first two defining properties

of K̃ S (n, κ) in Definition 2.1, except the Kähler condition. In order to show

M̄ ∈ K̃ S (n, κ), one need further input to guarantee the property 3 to property 6
are all true. Actually, all the extra conditions needed are the following equations

lim
i→∞

(
1

Ti
+

1

Vol(Mi, gi(0))
+ sup
Mi×[−Ti,Ti]

|R|

)
= 0. (4.7)

In the remainder part of this section, we shall show that M̄ satisfies property 1 to
property 6 of Definition 2.1, except the Kähler condition.

Lemma 4.2 (Time derivative estimate). Let u be a heat solution �u = 0 on
M × [s0, T − 1], where s0 ∈ [−T + 1, T − 1]. Then we have{

|∇u|2 ≤ maxt=s0 |∇u|2,
|u̇| = |∆u| ≤ maxt=s0 |∆u|+ maxt=s0 |∇u|2 + R+1

4 ,
(4.8)

for each t ∈ [s0, T − 1].

Proof. Without loss of generality, we assume s0 = 0. Direct calculation shows
that

�∆u = 2Rijuij , �|∇u|2 = −2|uij |2, �R = 2|Rij |2.
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Combining them in an proper way implies that

�

(
∆u− R

4
+ |∇u|2

)
= −2

∣∣∣∣uij − Rij
2

∣∣∣∣2 ,
�

(
−∆u− R

4
+ |∇u|2

)
= −2

∣∣∣∣uij +
Rij
2

∣∣∣∣2 .
Therefore, the functions −R, |∇u|2,∆u − R

4 + |∇u|2,−∆u − R
4 + |∇u|2 are all

sub-solutions of heat equation. The first line of (4.8) follows from the fact that
�|∇u|2 ≤ 0 directly by maximum principle. To prove the second line, we note
that maximum principle implies

∆u ≤ max
t=0

(
∆u− R

4
+ |∇u|2

)
+
R

4
− |∇u|2

≤ max
t=0

(
∆u+ |∇u|2

)
−min

t=0

R

4
+
R

4
− |∇u|2

≤ max
t=0

(
∆u+ |∇u|2

)
+
R+ 1

4
≤ max

t=0
∆u+ max

t=0
|∇u|2 +

R+ 1

4
.

Recall that we used the condition R ≥ −1 by (4.2). Similarly, we have

−∆u ≤ max
t=0

(
−∆u− R

4
+ |∇u|2

)
+
R

4
− |∇u|2

≤ max
t=0
{−∆u+ |∇u|2} − |∇u|2 +

R+ 1

4

≤ max
t=0

(−∆u) + max
t=0
|∇u|2 +

R+ 1

4
.

Then the second line of (4.8) follows from the combination of the previous two
estimates.

The following gradient estimate, due to Q.S. Zhang (c.f. [22]) and Cao-
Hamilton (c.f. [5]) will be repeatedly used. For the convenience of readers, we
write down the precise statement. We follow the style of Q.S. Zhang.

Lemma 4.3 (Gradient estimate and Harnack inequality of heat solution).
Let u be a positive heat solution �u = 0 on M × [t0, T ], where t0 ∈ [−T + 1, T ]. If
u ≤ A on M × [t0, T ], then we have

|∇u|
u
≤ 1√

t− t0

√
log

A

u
. (4.9)

For each t ∈ (t0, T ] and two points x, y ∈M , we have

u(x, t)e
−
(

2d√
t−t0

+
√

log A
u(x,t)

)2

< u(y, t) < u(x, t)e

(
2d√
t−t0

+
√

log A
u(x,t)

)2

(4.10)

where d = dg(t)(x, y).
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Figure 4: Different domains for heat solution construction

Using the fact scr ≥ 1, we can construct auxiliary heat solutions for the
purpose of applying metric distortion estimate Theorem 3.1. Similar choice of
heat solution was already used in the proof of Lemma 4.2 of Chen-Wang [11].

Lemma 4.4 (Construction of heat solution). Suppose vr(x0, t0) = r. Then
there is a heat solution on M × [t0 −K−2r2, T ] such that∫

M

u(·, t)dµ < 10, (4.11)

Kmr−m

C
< u(x0, t) < CKmr−m, (4.12)

|∆u|+ |∇u|2 < CKm+2r−m−2, (4.13)

for all t ∈ [t0 − 0.5K−2r2, t0 + 0.5K−2r2].

Proof. Without loss of generality, we assume t0 = 0.
According to (2.2) in Definition 2.7 and our assumption (4.2), by adjusting

K if necessary, we know |Rm| ≤ 0.01K2r−2 and inj ≥ 10K−1r inside the ball
B(x0,K

−1r), with respect to the metric g(s0). For simplicity of notation, we
define s0 = −K−2r2. Let η be a cutoff function which equals 1 on (−∞, 0.5)
and decreases from 1 to 0 on (0.5, 1), and vanishes on (1,∞). On the time-slice
t = s0 = −K−2r2, we set bump function ϕ = ωmK

mr−mη(Kdr ) where d is the
distance to x0 under the metric g(s0). The geometry bound in the ballB(x0,K

−1r)
then implies that 1

2 <
∫
M
ϕdµ < 2. Starting from time slice s0 = −K−2r2 and the

bump function ϕ, we solve the heat equation and obtain the solution u. Recall
that

d

dt

∫
M

udµ =

∫
M

(�u−Ru)dµ ≤
∫
M

udµ,

⇒
∫
M

udµ

∣∣∣∣
t

≤ et+K
−2r2

∫
M

udµ

∣∣∣∣
s0

< 2et+K
−2r2 .

Plugging the fact t ∈ [−0.5K−2r2, 0.5K−2r2] ⊂ [s0, s0 + 2K−2r2] into the above
inequality, we obtain (4.11).
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We now move on to prove (4.12). For simplicity, we first show (4.12) for the
time t = t0 = 0. Note that the upper bound of u(x0, 0) follows from maximum
principle and the fact ϕ ≤ ωmK

mr−m. For the lower bound of u(x0, 0), we need
some comparison geometry of the Ricci flow. Let l be the reduced distance to
the space-time point (x0, 0), �∗ = −∂t −∆ + R be the conjugate operator of �,
τ = −t. Then it follows from the celebrated work of Perelman that

�∗{(4πτ)−
m
2 e−l} = (−∂t −∆ +R){(4πτ)−

m
2 e−l} ≤ 0. (4.14)

This inequality was written down by Perelman as inequality (7.13) and (7.15) in
section 7 and Corollary 9.5 in section 9 of [14]. Note that there is a mistake of
statement in the proof of Corollary 9.5 [14], which is corrected in Corollary 29.23
in Kleiner-Lott [13]. Consequently, it follows from (4.14) that

d

dt

∫
M

u(4πτ)−
m
2 e−ldµ = −

∫
M

u�∗
{

(4πτ)−
m
2 e−l

}
dµ ≥ 0.

Note that (4πτ)−
m
2 e−l converges to δ-function at (x0, 0) as τ → 0. Integrating

the above equation from t = s0 = −K−2r2 to t = 0 implies that

u(x0, 0) ≥
∫
M

u
(
4πK−2r2

)−m2 e−ldµ∣∣∣∣
t=−K−2r2

=

∫
M

ϕ
(
4πK−2r2

)−m2 e−ldµ∣∣∣∣
t=−K−2r2

.

On the ball Bg(s0)(x0,K
−1r), metrics g(t) are all equivalent for t ∈ [−K−2r2, 0](c.f.

Figure 4). Then l ≤ Cd2

K−2r2 ≤ C on Bg(s0)(x0,K
−1r), where d is the distance to

x0 with respect to the metric g(s0). One can check R.G. Ye’s paper [21] for more
details about this estimate. Consequently, we obtain

u(x0, 0) ≥
∫
B(x0,0.5K−1r)

ϕ
(
4πK−2r2

)−m2 e−Cdµ ≥ 1

C
Kmr−m,

which is exactly the first inequality of (4.12), at time t = t0 = 0. It is not
hard to see that the above proof of (4.12) at time t = 0 can be applied for each
t ∈ [t0 − 0.5K−2r2, t0 + 0.5K−2r2]. Actually, the upper bound follows from max-
imum principle and the fact ϕ ≤ ωmK

mr−m at t = s0 = −K−2r2. The lower
bound follows from the upper bound of reduced distance from (x0, t) to (x, s0),
for each x ∈ Bg(s0)(x0,K

−1r). Note that we have the reduced distance estimate
since geometry are uniformly bounded on Bg(s0)(x0,K

−1r) × [t0 − K−2r2, t] ⊂
Bg(s0)(x0,K

−1r)× [t0 −K−2r2, t0 +K−2r2].
Now we prove (4.13). Note that the uniform geometry bound around (x0, s0) =

(x0,−K−2r2) and the choice of ϕ guarantees that |∆ϕ|+|∇ϕ|2 < Cr−2. Therefore,
the time-derivative estimate, Lemma 4.2 applies and we obtain

|∇u|2 < Cr−2, |∆u| ≤ Cr−2 +
R+ 1

4
< Cr−2

for all t ∈ [s0, T − 1]. Note that s0 = −K−2r2 and [−0.5K−2r2, 0.5K−2r2] ⊂
[s0, T − 1]. Therefore, (4.13) is proved.
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Corollary 4.5 (Volume non-inflating on large scale). For each (x, t) ∈M ×
[−T + 1, T ] and ρ > 1, we have

|B(x, ρ)| < CeC(ρ+1)2 (4.15)

where C = C(m,κ) is independent of vr(x, t). The metric g(t) is the default
metric in the above inequality.

Proof. Without loss of generality, we assume t = 0. Then g(0) is the default metric
in the following discussion.

By density estimate, we can find a point x0 ∈ B(x, 1) such that vr(x0, 0) > c
for some small c = c(m,κ). Triangle inequality implies B(x, ρ) ⊂ B(x0, ρ + 1).
Therefore, (4.15) follows from the following inequality

|B(x0, ρ)| < CeCρ
2

, ∀ρ > 0. (4.16)

We now focus on the proof of (4.16). Since vr(x0, 0) > c, we can construct a heat
solution u as in Lemma 4.4. By Lemma 4.3, u satisfies the following inequality at
time t = 0.

u(y, 0) > u(x0, 0)e
−
(

2Kρ
c +

√
log CKm

cmu(x0,0)

)2

>
Km

Ccm
e−( 2Kρ

c +C)
2

>
Km

Ccm
e−

CK2ρ2

c2 ,

in the ball B(x, ρ), where g(0) is the default metric. Note that C,K are constants
depending at most on m,κ. On the other hand, by Lemma 4.4, we know

∫
M
udµ <

10. It follows that

Km

Ccm
e−

CK2ρ2

c2 |B(x0, ρ)| <
∫
B(x0,ρ)

udµ <

∫
M

udµ < 10,

⇒ |B(x0, ρ)| < 10Ccm

Km
e
CK2ρ2

c2 .

Then (4.16) follows from the above inequality by choosing proper new C.

Remark 4.6. If inf
0<θ<1

µ(g(t), θ) ≥ −C uniformly, then a better volume ratio upper

bound than (4.15) can be obtained from Chen-Wang [10] and Q.S. Zhang [23].

Corollary 4.7 (Density estimate on large scale). There is a C = C(m,κ, ρ)
such that ∫

Bg(t0)(x0,ρ)

vr−2p0dµ < C.

Proof. Recall that scr(M, 0) ≥ 1 by assumption (4.2). In particular, cr(M, 0) ≥ 1
by Definition 2.7. By the density estimate in canonical radius assumption, i.e.,
property 3 in Definition 2.4, it is clear that

∫
vr−2p0 is uniformly bounded from

above for each unit ball. Then it suffices to show that Bg(t0)(x0, ρ) can be covered
by finite number of unit balls, and this number is uniformly bounded. However,
due to the uniform non-collapsing of each unit ball and the volume upper bound
by Corollary 4.5, this follows from a standard ball-packing argument.
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The following distance estimate will follow the route of section 5.3 of [11].

Lemma 4.8 (Small-scale rough distance estimate). If vr(x0, t0) = r < K−1

and dg(t0)(x0, y0) < 1, then there is a small constant ε = ε(m,κ, r) and a big
constant L = L(m,κ, r) such that

dg(t)(x0, y0) < L, ∀ t ∈ [t0 − ε, t0 + ε]. (4.17)

Proof. Without loss of generality, we assume t0 = 0.
Choose u as a heat solution constructed in Lemma 4.4. By inequality (4.10)

and (4.12), we obtain u(·, 0) is uniformly bounded from below by a small constant,
say c = c(m,κ, r), in the ball Bg(0)(x0, 1). Recall that from (4.13) we have |u̇| =
|∆u| < CKm+2r−m−2 on Bg(0)(x0, 1) × [−0.5K−2r2, 0.5K−2r2]. Therefore, for
some uniformly small ε = ε(m,κ, r), we have∫ ε

−ε
|∆u|dt < 0.2c, ⇒ u(y, t) > 0.8c, ∀ y ∈ Bg(0)(x0, 1).

Then we apply the metric distortion principle, Theorem 3.1, for the function u to
obtain (4.17).

Lemma 4.9 (Large-scale rough distance estimate). Suppose vr(x0, t) > r
for all t ∈ [t0 − T0, t0 + T0]. Then there is a uniform small constant ε = ε(m,κ, r)
and a big constant L = L(m,κ, r) such that

dg(t)(x0, y0) < Le
|t−t0|
ε {dg(t0)(x0, y0) + 1}, ∀ t ∈ [t0 − T0, t0 + T0]. (4.18)

Notice that the constants L and ε are independent of vr(y0, t). However, the
condition vr(x0, t) > r for all t ∈ [t0 − T0, t0 + T0] is quite strong.

Proof. Recall from Definition 2.7 that ca is the constant appears in (2.2), εb is the
constant appears in the connectivity estimate. In Lemma 4.8, we can shrink ε if
necessary such that ε ≤ 1

100 min
{
ε2b , c

2
a

}
.

Without loss of generality, we assume t > t0. By adjusting t a little bit if
necessary, we may assume t−t0

ε is a positive integer and we denote it by N . For
simplicity of notation, denote ε by θ0. Then t − t0 = Nθ0. We shall deduce the
estimate (4.18) by setting up a “difference equation” with each step length θ0.

At time kθ0, we can find a point z ∈ B(y0,Kr)∩Fr, with respect to the metric
g(kθ0). The existence of z follows from the density estimate in the canonical radius
assumption. Note that Kr < 1. So we apply Lemma 4.8 to z and y0 to obtain
that

dg([k+1]θ0)(z, y0) < C(r). (4.19)

Recall that both x0 and z locate in Fr at time kθ0, by connectivity estimate, one
can construct a curve γ connecting z and x0 at this time such that |γ| < 4d(z, x0)
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and γ ⊂ Fεbr. By assumption inequality (4.2), the estimate (2.2) in Definition 2.7
implies that γ ⊂ Fε2br for all time t ∈ [kθ0, (k + 1)θ0]. Since |Ric| is uniformly
bounded inside Fε2br, we can easily check that

|γ|g([k+1]θ0) < 10|γ|g(kθ0) < 40dg(kθ0)(z, x0). (4.20)

In light of (4.19) and (4.20), the triangle inequality implies that

dg([k+1]θ0)(x0, y0) ≤ dg([k+1]θ0)(z, y0) + dg([k+1]θ0)(z, x0)

≤ dg([k+1]θ0)(z, y0) + |γ|g([k+1]θ0)

< C + 40dg(kθ0)(z, x0) ≤ 40dg(kθ0)(y0, x0) + 40 + C.

Let C ′ = 40+C
39 , we obtain the difference equation

dg([k+1]θ0)(x0, y0) + C ′ ≤ 40
{
dg(kθ0)(x0, y0) + C ′

}
. (4.21)

Then it follows directly that

dg(t)(x0, y0) + C ′ = dg(Nθ0)(x0, y0) + C ′ ≤ 40N
{
dg(0)(x0, y0) + C ′

}
.

Recalling that C ′ = 40+C
39 < C and t − t0 = Nθ0 = Nε, the above inequality

implies that

dg(t)(x0, y0) ≤ 40N
{
dg(0)(x0, y0) + C

}
≤ C40Ndg(0)(x0, y0) = C40

t−t0
ε dg(0)(x0, y0).

(4.22)

Let εd = ε
log 40 and denote the last constant C by L. Then (4.18) follows from the

above inequality for the case when t > t0.
If t < t0, we shall move backward. Instead of using forward pseudo-locality,

we now use the backward pseudo-locality assumption(c.f. Definition 2.7 and in-
equalities (4.2)). Now let N = t−t0

θ0
. The same argument before leads to a differ-

ence equation similar to (4.21):

dg(−[k+1]θ0)(x0, y0) + C ′ ≤ 40
{
dg(−kθ0)(x0, y0) + C ′

}
.

Solving the above difference equation, we obtain the result analogue to (4.22):

dg(t)(x0, y0) ≤ Le
t0−t
ε dg(0)(x0, y0),

which is same as (4.18) since t < t0.

After we obtain the rough estimate, we shall improve them by using the
condition that scalar curvature is very small. This is not surprising since if this
quantity is precisely zero, then the flow is static, i.e., Ric = 0 and we have every-
thing same as the model space. When scalar curvature is small, there should exist
an “almost” version. Similar ideas can also be found in Chen-Wang [8], [11], and
Tian-Wang [18]. For simplicity of notations, we define

S , sup
M×[−T,T ]

|R|. (4.23)
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Lemma 4.10 (Curvature estimates). There exist a big constant C = C(m,κ)
and a small constant c = c(m,κ) with the following properties.

Suppose vr(x0, t0) = r. For every (x, t) ∈ Bg(0)(x0, cr) × [−c2r2, c2r2], we
have

|Rm|(x, t) < Cr−2, (4.24)

|Ric|(x, t) < Cr−1
√
S. (4.25)

Proof. The Riemannian curvature estimate (4.24) follows directly from the canon-
ical assumption and the fact vr(x0, t0) = r. Hence, we only need to show (4.25).
Without loss of generality, we choose c = ca

1000m , the constant in Definition 2.4,
and rescale the flow such that cr = 1. By scaling properties, it suffices to show
that

|Ric|(x, t) ≤ C
√
S, ∀ (x, t) ∈ Bg(0)(x0, 1)× [−1, 1]. (4.26)

The proof (4.26) is almost the same as that of Theorem 3.2 of [19]. We repeat
the basic steps of the argument here for the convenience of the readers. In fact,
according to our choice of c, it is clear that

|Rm|(x, t) ≤ 1

m2
, inj(x, t) ≥ 100, ∀x ∈ Bg(0)(x0, 4), t ∈ [−16, 16]. (4.27)

Actually, from the evolution equation of scalar curvature and Moser iteration(c.f.
Theorem 3.2 of [19]), we have

sup
Bg(0)(x0,1)×[−1,1]

|Ric| ≤ C(m)

{∫ 2

−2

∫
Bg(0)(x0,2)

|Ric|2dµdt

} 1
2

. (4.28)

Then we can follow the calculation from inequality (37) to inequality (39) of [19]
to obtain∫ t2

t1

∫
Bg(0)(x0,2)

2|Ric|2dµdt ≤ C

{∫
W

|R|dµ
∣∣∣∣
t2

+

∫
W

|R|dµ
∣∣∣∣
t1

+

∫ t2

t1

∫
W

|R|dµdt

}
,

where W = Bg(0)(x0, 3). Recall that [−2, 2] ⊂ [t1, t2] ⊂ [−3, 3]. Plugging (4.23)
into the above inequality, we have∫ 2

−2

∫
Bg(0)(x0,2)

2|Ric|2dµdt ≤
∫ t2

t1

∫
Bg(0)(x0,2)

2|Ric|2dµdt ≤ CS.

Then (4.26) follows from (4.28) and the above inequality.

Remark 4.11. The Ricci curvature estimate (4.25) is the so called estimate of the
type |Ric| ≤

√
|Rm||R| with |Rm| being regarded as 1

r for some regularity scale r.
Such notation was already used in Chen-Wang [11]. For example, the comments
in section 5.1 of Chen-Wang [11], after the Minkowski-dimension estimate of the
singular set. This estimate originates from Wang [19] and was further developed
and applied in Tian-Wang [18] and Chen-Wang [11].
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Figure 5: Precise estimate of balls on uniformly regular domains

Lemma 4.12 (Long-time precise distance estimate—weak version). There
is a big constant C = C(m,κ) with the following properties.

Suppose vr(x0, t) ≥ r for each t ∈ [−T + 1, T − 1], then we have

Bg(t2)

(
x0,

r

4K

)
⊂ Bg(t1)

(
x0,

r

2K

)
⊂ Bg(t2)

(
x0,

r

K

)
, ∀ t1, t2 ∈ [−T + 1, T − 1],

(4.29)

whenever

S <
r2

CT 2
. (4.30)

Proof. Without loss of generality, we can assume t1 < t2. We shall show the
second part of (4.29). The proof of the first part of (4.29) is identical and we leave
it as an exercise for interested readers. To be more precise, we want to prove

Bg(t1)

(
x0,

r

2K

)
⊂ Bg(t2)

(
x0,

r

K

)
. (4.31)

Suppose (4.31) was wrong, then there exists s0 ∈ (t1, t2) such that

Bg(t1)

(
x0,

r

2K

)
⊂ Bg(t)

(
x0,

r

K

)
, ∀ t ∈ (t1, s0), (4.32)

∂Bg(t1)

(
x0,

r

2K

)
∩ ∂Bg(s0)

(
x0,

r

K

)
6= ∅. (4.33)

At time s0, we can find a point y0 ∈ ∂Bg(t1)(x0,
r

2K ) ∩ ∂Bg(s0)(x0,
r
K ). Let γ

be a shortest geodesic connecting x0 and y0, under the metric g(t1). Recall that
vr(x0, t) ≥ r for each t ∈ [−T + 1, T1]. Then the combination of (4.32) and the
Ricci curvature estimate (4.25) implies that

|Ric|(x, t) < Cr−1
√
S, ∀ x ∈ γ, t ∈ (t1, s0).
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Since metrics evolve by −2Ric, we can estimate the length of γ under the metric
g(s0) by

|γ|g(s0) ≤ eCr
−1
√
S(s0−t1)|γ|g(t1) = eCr

−1
√
S(s0−t1) · r

2K
.

On the other hand, under the metric g(s0), γ is a curve connecting x0 to a point
y0 ∈ ∂Bg(s0)(x0,

r
K ), by (4.33). This means that

|γ|g(s0) ≥
r

K
.

Combining the previous two inequalities, we have

Cr−1
√
S(s0 − t1) ≥ log 2, ⇒ S ≥ 1

C(s0 − t1)2
r2 ≥ 1

CT 2
r2,

which contradicts (4.30). Therefore, (4.31) holds for each t2 ∈ (t1, T − 1).

For static Ricci flow, the volume ratio of a fixed sized geodesic ball does
not move along time. In the following, we shall show an “almost” version of
this property, under the condition that the scalar curvature is very small and
the center point is uniformly regular. The key is the decomposition of space
under the assumption (4.2) and the delicate application of curvature estimates in
Lemma 4.10.

Proposition 4.13 (Gromov-type volume estimate). There is an ε = ε(m,κ, r,
T0) with the following properties.

Suppose x0 ∈ F r
K

(M, t) for each t ∈ [t1, t2] ⊂ [t1, t1 + T0] ⊂ [−T + 1, T − 1],
Kr << 1. If x0 ∈ FKr(M, t1), then we have

|Bg(t2)(x0, r)|g(t2)∣∣∣Bg(t1)

(
x0, e−

δ0
100m r

)∣∣∣
g(t1)

≥ e−
δ0
100 , (4.34)

whenever S < ε. Similarly, if x0 ∈ FKr(M, t2), then we have

|Bg(t1)(x0, r)|g(t1)∣∣∣Bg(t2)

(
x0, e−

δ0
100m r

)∣∣∣
g(t2)

≥ e−
δ0
100 , (4.35)

whenever S < ε.

Proof. We shall first prove (4.34). Without loss of generality, we assume t1 = 0.
Recall K is a universal large constant such that whenever x ∈ Fr, we have

|Rm| ≤ K2r−2, injectivity radius bounded from below by K−1r in B(x,K−1r)
and the volume ratio of the ball B(x,K−1r) is at least ωm

(
1− δ0

100

)
. Furthermore,

by adjusting K if necessary, we can also make the following property holds, due to
the two-sided pseudo-locality assumption(c.f. Definition 2.7). If x ∈ FKr(M, t),
then x ∈ Fr(M, s) for each 0 ≤ s ≤ r2.
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Fix ξ << r
K . We shall estimate the set whose time-line {(x, t)|0 = t1 ≤ t ≤

t2} avoids the very singular part. For this purpose, we decompose the time period
into N = t2−t1

ξ2 equal parts with each part has length ξ2. Note that by adjusting ξ

a little bit, this can always be done. For each integer j ∈ {0, 1, 2, · · · , N}, we define
a set Bj , {x ∈M |vcr(x, jξ2) < Kξ} at time slice t = jξ2. If y ∈ FKξ(jξ2), then
y ∈ Fξ(jξ2 + s) for each 0 ≤ s ≤ ξ2. In other words, regularity scale cannot drop
too quickly. Then we define a “bad subset”

B ,
{
∪Nj=0Bj

}
∩Bg(0)(x0, r) = ∪Nj=0

{
Bj ∩Bg(0)(x0, r)

}
.

Since ξ << K−1r, according to assumption, x0 /∈ B. If ∂B ∩ Bg(0)(x0, r) =
∅, then we shall obtain the desired result directly. Therefore, we assume ∂B ∩
Bg(0)(x0, r) 6= ∅. We observe that ∂B ∩ Bg(0)(x0, r) cannot be too far away from
x0 under the metric g(t). Actually, let y ∈ ∂B ∩Bg(0)(x0, r), then we have

y ∈ Fξ(t), ∀ t ∈ [0, t2].

By Lemma 4.10, we have Ricci curvature estimate of (y, t). Note that x0 ∈
F r
K

(M, t) for each t ∈ [0, t2]. Since y ∈ Bg(0)(x0, r) ∩ ∂B, it is clear that
dg(0)(x0, y) < r. Therefore, Lemma 4.9 applies and we have

dg(t)(y, x0) < Ce
t
εd

{
dg(0)(y, x0) + 1

}
< 2Ce

t2
εd ≤ 2Ce

T0
εd . (4.36)

By (4.25) and the fact that S is very small, we have∫ t

0

|Ric|(y, s)ds < Cξ−1
√
St ≤ Cξ−1

√
ST0 < log 2.

Applying evolution equation of the Ricci flow, the above inequality implies the
metric equivalence

0.5g(y, 0) ≤ e−CT0ξ
−1
√
Sg(y, 0) ≤ g(y, t) ≤ eCT0ξ

−1
√
Sg(y, 0) ≤ 2g(y, 0), (4.37)

for y ∈ Bg(0)(x0, r)\B and t ∈ [0, t2].
Note that ∂B ⊂ ∪Nj=0∂Bj is (m−1)-dimensional, by perturbing ξ if necessary.

We continue to estimate the (m− 1)-dimensional Hausdorff measure of ∂B. Note
that

|∂B|g(0) ≤ 2m−1
N∑
j=0

∣∣∂Bj ∩Bg(jξ2)(x0, ρ)
∣∣
g(jξ2)

,

where ρ = 2Ce
T0
εd , as in inequality (4.36). Applying Corollary 4.7, we obtain for

each j the estimate ∣∣∂Bj ∩Bg(jξ)(x0, ρ)
∣∣
g(jξ)

< Cξ2p0−1.

Summing all the j-terms together and recalling N = t2
ξ2 , we obtain

|∂B|g(0) < Ct2ξ
2p0−3 ≤ CT0ξ

2p0−3. (4.38)
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According to the conditions of this proposition, x0 ∈ F r
K

(M, t) for all t ∈ [0, T0].
By Lemma 4.12, we have

Bg(0)

(
x0,

r

2K2

)
∩B = ∅,

whenever S is very small. Note that in the ball Bg(0)(x0,K
−2r), we have curvature

bound |Rm| ≤ K4r−2. Let Ωξ be the subset of the unit sphere of Tx0
M (with

respect to the metric g(0)) such that the unit speed geodesics coming out of Ωξ
hit some points in B before it escape Bg(0)(x0, r). Recall that by Ricci curvature

estimate (4.25), we have |Ric| < Cr−1
√
S < 1

100 since S is chosen very small. By
Gromov-Bishop comparison, weighted area element is almost non-increasing along
each shortest geodesic. It follows that

|Ωξ|Hm−1 ≤ C
(
ξ

r

)2p0−3

. (4.39)

Therefore, for every direction θ ∈ Sm−1\Ωξ, the geodesic (at time t = 0) starting
from θ will continue to ∂Bg(0)(x0, r) without hitting B. In other words, if we
denote the unit speed geodesic starting from θ by γθ, then we have γθ(s) /∈ B for
each s ∈ [0, r]. By the precise metric equivalence estimate (4.37), we have

|γθ|g(t2) ≤ eCt2ξ
−1
√
S |γθ|g(0) ≤ eCT0ξ

−1
√
S |γθ|g(0) = eCT0ξ

−1
√
SL.

Define a set

D ,
{
x ∈ Bg(0)(x0, r)

∣∣∣x = γθ(s) for some θ ∈ Sm−1\Ωξ, s ∈
[
0, e−CT0ξ

−1Sr
]}

.

Then we have

D ⊂ Bg(T0) (x0, r) . (4.40)

Recall that t1 = 0 and we have x0 ∈ FKr(M, 0). It follows from the fact Kr << 1,
scr ≥ 1 and the improving regularity property in Definition 2.4 that we have
curvature bound

|Rm|(x, 0) ≤ r−2, ∀ x ∈ Bg(0)(x0, r).

By (4.39) and the above curvature bound at time t = 0, we see that

|D|g(0) ≥
∣∣∣Bg(0)

(
x0, e

−CT0ξ
−1
√
Sr
)∣∣∣
g(0)
− Cr3−2p0ξ2p0−3. (4.41)

Since the volume element evolves by −R, it follows from |R| ≤ S that

|D|g(t2) ≥ e−CT0ξ
−1S |D|g(0). (4.42)

Combining (4.40), (4.41) and (4.42), we obtain∣∣Bg(t2) (x0, r)
∣∣
g(t2)

≥ |D|g(t2) ≥ e−CT0ξ
−1S |D|g(0)

≥ e−CT0ξ
−1S

{∣∣∣Bg(0)

(
x0, e

−CT0ξ
−1
√
Sr
)∣∣∣
g(0)
− Cr3−2p0ξ2p0−3

}
.

(4.43)
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We can choose ξ small such that Cr3−m−2p0ξ2p0−3 <<
δm0

1000m , then choose S very

small such that CT0ξ
−1
√
S << δ0

100m . Note that∣∣∣Bg(0)

(
x0, e

−CT0ξ
−1
√
Sr
)∣∣∣
g(0)
− Cr3−2p0ξ2p0−3

=
∣∣∣Bg(0)

(
x0, e

− δ0
100m r

)∣∣∣
g(0)

+
∣∣∣Bg(0)

(
x0, e

−CT0ξ
−1
√
Sr
)
\Bg(0)

(
x0, e

− δ0
100m r

)∣∣∣
g(0)

− Cr3−2p0ξ2p0−3

≥
∣∣∣Bg(0)

(
x0, e

− δ0
100m r

)∣∣∣
g(0)

. (4.44)

Let us explain why the last inequality in (4.44) holds. Actually, since

Cr3−m−2p0ξ2p0−3 <<
δm0

1000m
<

δ0
1000m

,

we know the set Bg(0)

(
x0, e

−CT0ξ
−1
√
Sr
)
\Bg(0)

(
x0, e

− δ0
100 r

)
contains a geodesic

ball of radius δ0
1000m , whose volume is at least κ

(
δ0r

1000m

)m
. Therefore, the sum of

last two terms in the line above (4.44) is positive. Consequently, (4.34) follows
from the combination of (4.43) and (4.44).

The proof of (4.35) is almost the same as (4.34). For this reason, we only
sketch the basic steps. We define a “bad set” B̃ at time t2 as the “projection” of the
bad sets B̃j ’s, depending on the “step length” ξ. Applying Lemma 4.9 backwardly,

we obtain dg(t2)(x0, ∂B̃) is uniformly bounded. Due to the density estimate in

Corollary 4.7, we then obtain that the “projection” of ∂B̃ onto Bg(t2)(x0, 1) is an
(m−1)-dimensional set whose (m−1)-dimensional Hausdorff measure is bounded
by Cr3−2p0ξ2p0−3. According to Bishop-Gromov comparison, this means that
“most” shortest geodesics starting from x0 at time t2 will be away from the “bad
set” for each t ∈ [t1, t2]. Such geodesics can be detected at time t1 with length
almost not changed and consequently are contained in the almost unit geodesic
ball at time t1. Same as the steps from (4.39) to (4.44), we obtain that the volume
ratio of unit geodesic ball at time t1 is at least almost the same as the volume
ratio of unit geodesic ball at time t2. To be more precise, we have (4.35) holds.

Remark 4.14 (Why high codimension is important). From the proof of
Proposition 4.13, in particular inequality (4.38), the condition p0 > 1.5 is essen-
tially used(p0 > 1 is good with further efforts). Therefore, the singular set in each
conifold has high Minkowski codimension is of essential importance. However, in
the Kähler case, the codimension-four is automatic. In the real case, it holds due
to the work of Cheeger-Naber [6].

Proposition 4.15 (Weak long-time two-sided pseudo-locality). There is
an ε = ε(m,κ, r, T0) with the following properties.

Suppose M is a Ricci flow solution satisfying (4.1) and (4.2). Suppose 0 <
T0 < T − 1. Then we have

FKr(M, 0) ⊂
⋂

−T0≤t≤T0

F r
K

(M, t) (4.45)
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whenever S < ε.

Proof. Fix x0 ∈ FKr(M, 0). Let b be the last time such that x0 ∈
⋂

−b≤t≤b

F r
K

(M, t).

It suffices to show that b ≥ T0. Actually, if b < T0, then by inequality (4.34) in
Proposition 4.13, we have

∣∣Bg(b) (x0, r)
∣∣
g(b)
≥ e−

δ0
100

∣∣∣Bg(0)

(
x0, e

− δ0
100 r

)∣∣∣
g(0)
≥
(

1− δ0
50

)
ωmr

m.

Recall that vr(x0, 0) > Kr. Therefore, we have |Bg(0)(x0, ρ)|g(0) ≥
(
1− δ0

100

)
ωmρ

m

for each ρ ∈ (0, r). Consequently, we have

ω−1
m r−m

∣∣Bg(b) (x0, r)
∣∣
g(b)
≥ e−

δ0
100 ·

(
1− δ0

100

)
· e−

mδ0
100m

= e−
δ0
50 ·

(
1− δ0

100

)
> 1− δ0

10
.

Similarly, using inequality (4.35) in Proposition 4.13, we obtain

ω−1
m r−m

∣∣Bg(−b) (x0, r)
∣∣
g(b)

> 1− δ0
10
.

It follows that vr(x0, b) > r and vr(x0,−b) > r. By continuity of volume of
geodesic balls in each Ricci flow, we know vr(x0, t) > r for a short time period
beyond [−b, b]. This contradicts our assumption that b is the last time that x0 ∈⋂
−b≤t≤b

F r
K

(M, t). Therefore, we have b ≥ T0, which means that (4.45) holds.

Proposition 4.15 can be regarded as a weak two-sided long-time pseudo-
locality. Here we use “weak” because the long-time regularity preserving only
holds when the scalar curvature tends to zero.

Proposition 4.16 (Limit space-time with static regular part). SupposeMi

is a sequence of Ricci flows satisfying (4.1) and (4.2) and Si = sup
Mi×[−Ti,Ti]

|R| → 0

for some q > 0, xi ∈ Mi and lim
i→∞

vr(xi, 0) > 0. Then by taking subsequence if

necessary, we have

(Mi, xi, gi(0))
Ĉ∞

−−−→ (M̄, x̄, ḡ). (4.46)

Moreover, we have

(Mi, xi, gi(t))
Ĉ∞

−−−→ (M̄, x̄, ḡ) (4.47)

for every t ∈ (−T̄ , T̄ ), where T̄ = lim
i→∞

Ti > 0. In particular, the limit space does

not depend on time.
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Proof. By direct application of Proposition 4.15 and the fact that M̄ is the closure
of R(M̄), we obtain the convergence limits in (4.46) and (4.47) are the same.

Therefore, we only need to show M̄ ∈ K̃ S (n, κ). However, after we obtain the

fact that the limit does not depend on time, the proof of M̄ ∈ K̃ S (n, κ) is
exactly the same as that in section 4.3 of Chen-Wang [11]. We remark that the
metric structure of M̄ is totally determined by its regular part, due to the high
codimension of S and the rough connectivity of R. Moreover details can be found
in Proposition 4.15 of section 4.3 of Chen-Wang [11].

In Proposition 4.16, we show that the limit flow exists and is static in the
regular part, whenever we have S → 0. It is possible that the limit points in
the singular part S are moving as time evolves. In general, it is much harder
to estimate the movement of points in S. However, for many applications, the
movement of points S does not matter, due to the high-codimension of S. The
regular part is a static Ricci flow solution. This fact is enough for us to apply the
monotonicity of the Ricci flow to improve the regularity of the limit space.

Corollary 4.17 (Rough estimate of reduced distance). Suppose x, y ∈
R(M̄). Then (x, 0) and (y,−1) have the reduced distance bound

l((x, 0), (y,−1)) < 100d2(x, y).

Proof. Note that R(M̄) × (−∞,∞) is a static Ricci flow solution. By Proposi-
tion 4.1, we find a curve γ ⊂ R(M̄) and |γ| < 3d(x, y). We can parametrize γ
such that γ(0) = x, γ(1) = y and |γ̇| ≡ 3d(x, y). This curve can be lifted to a
space-time curve γ connecting (x, 0) and (y,−1), by setting γ(τ) = (γ(s),−τ).
Then we have

L(γ) =

∫ 1

0

√
τ(R+ |γ̇|2)dτ =

∫ 1

0

√
τ |γ̇|2dτ ≤ 2

3
· 9d2 = 6d2,

which implies that

l((x, 0), (y,−1)) ≤ 1

2 ·
√

1
L(γ) ≤ 3d2(x, y) < 100d2(x, y).

Further details of more general case can be found in Lemma 4.21 of Chen-Wang [11].

Lemma 4.18 (Most shortest reduced geodesics avoid high curvature
part). For every group of numbers 0 < ξ < η < 1 < H, there is a big constant
C = C(n,A, η,H) and a small constant ε = ε(n,A,H, η, ξ) with the following
properties.

Let Ωξ be the collection of points z ∈ M such that there exists a shortest
reduced geodesic β connecting (x, 0) and (z,−1) satisfying

β ∩ Dξ(M, 0) 6= ∅. (4.48)

Then

|Bg(0)(x,H) ∩ Fη(M, 0) ∩ Ωξ| < Cξ2p0−1 (4.49)

whenever S < ε.
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Proof. Same as Lemma 4.22 of Chen-Wang [11].

Lemma 4.19 (Rough weak convexity by reduced geodesics). Suppose
{(Mm

i , gi(t)),−Ti ≤ t ≤ Ti} is a sequence of Ricci flows satisfying (4.7). Sup-
pose xi ∈ Mi. Let (M̄, x̄, ḡ) be the limit space of (Mi, xi, gi(0)), R be the regular
part of M̄ and x̄ ∈ R. Suppose t̄ < 0 is a fixed number. Then every (z̄, t̄) can be
connected to (x̄, 0) by a smooth reduced geodesic, whenever z̄ is away from a closed
measure-zero set.

Proof. Same as Lemma 4.23 of Chen-Wang [11]. It follows directly from the ap-
plication of the estimates in Lemma 4.18.

Proposition 4.20 (Weak convexity by Riemannian geodesics). Same con-
ditions as in Lemma 4.19. Then away from a measure-zero set, every point in R
can be connected to x̄ with a unique smooth shortest geodesic. Consequently, R is
weakly convex.

Proof. Same as Proposition 4.25 of Chen-Wang [11]. The weak convexity of R by
Riemannian geodesics originates from weak convexity of R × (−1, 0) by reduced
geodesic, i.e., Lemma 4.19.

With the “almost scalar-flat” condition (4.7), we can improve the regularity
of limit space M̄ in (4.4) of Proposition 4.1.

Proposition 4.21 (Metric structure of a blowup limit). Suppose {(Mm
i , xi,

gi(t)),−Ti ≤ t ≤ Ti} is a sequence of Ricci flows satisfying (4.2) and (4.7). Let
(M̄, x̄, ḡ) be the limit space of (Mi, xi, gi(0)). Then M̄ satisfies all the 6 defining

properties of K̃ S (n, κ) except the Kähler condition.

Proof. Same as Theorem 4.31 of Chen-Wang [11], where the full details are pro-
vided. Here we only sketch the key point. The proof consists of checking all the 6

defining properties of the model space K̃ S (n, κ). In particular, the properties 3, 4
and 5 in Definition 2.3 are crucial. We remark that property 3, the weak convexity
of R, follows from Proposition 4.20. Property 4, the high codimension of S, follows
from Proposition 4.1. Property 5, the gap between regular and singular property,
follows from the coincidence of volume density and reduced volume density on
infinitesimal level(c.f. Theorem 2.63 of Chen-Wang [11]), and the monotonicity of
reduced volume.

Corollary 4.22. (c.f. Proposition 4.19 of Chen-Wang [11]) Let M̄ = R ∪ S be
the limit space in (4.4) of Proposition 4.1. Then every tangent space of M̄ is a
metric cone and dimH S ≤ m− 4.

Proof. The metric cone property follows from the monotonicity of reduced volume
or Perelman’s local W-functional, as done in Theorem 4.18 of Chen-Wang [11].
By the metric cone property, the Hausdorff dimension of singularity is an integer
number and satisfies (4.6). Consequently, we have dimH S ≤ m− 4.
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5 A priori estimate of scr

Proposition 5.1 (Weak continuity of canonical radius and space-time
canonical radius). Suppose {(Mn

i , xi, gi(t)),−Ti ≤ t ≤ Ti} is a sequence of
Kähler Ricci flows satisfying (4.2) and (4.7). Then we have

lim
i→∞

cr(Mi, 0) =∞, (5.1)

lim
i→∞

scr(Mi, 0) =∞. (5.2)

Proof. The statement and proof of (5.1) is exactly the same as that of Theorem
4.39 of Chen-Wang [11]. The key is to use the a priori estimate in the model

space K̃ S (n, κ) and the Cheeger-Gromov convergence to improve the originally
assumed estimates for eachMi. Note that eachMn

i is a Kähler manifold of complex
dimension n, we know from Proposition 4.21 that the limit space M̄ must locate

in the model space K̃ S (n, κ).
Applying the same idea, we prove (5.2). Suppose (5.2) fails, then by taking

subsequence if necessary, we can find xi ∈Mi such that

lim
i→∞

scr(Mi, 0) < 0.5D <∞

for some D > 1. Since each Mi × [−Ti, Ti] is a compact space-time, we can find
xi ∈Mi such that scr(xi, 0) ≤ scr(Mi, 0) + 1. It follows that

lim
i→∞

scr(xi, 0) < D <∞. (5.3)

Note that cr(xi, 0) ≥ cr(Mi, 0), which is very large by (5.1). This means for some
ri ∈ (0, D] satisfying ω−1

m r−mi |B(xi, ri)|gi(0) ≥ 1 − δ0, we do not have (2.2). In

other words, we can find yi ∈ Bgi(0)(xi, ri) and ti ∈ [− 1
4c

2
ar

2
i ,

1
4c

2
ar

2
i ] such that

|Rm|(yi, ti) > 4c−2
a r−2

i .

Let g̃i(t) = r−2
i gi(r

2
i t). We have a sequence of Ricci flows {(Mn

i , xi, g̃i(t)),−r
−2
i Ti ≤

t ≤ r−2
i Ti} satisfying the following properties.

• |Bg̃i(0)(xi, 1)| ≥ (1− δ0)ωm.

• For some yi ∈ Bg̃i(0)(xi, 1) and si ∈ [− 1
4c

2
a,

1
4c

2
a], we have

|R̃m|(yi, si) > 4c−2
a . (5.4)

Note that xi are uniformly regular, with respect to the metric g̃i(0). By Propo-
sition 4.21 and the convergence of Kähler structure on the regular part, we have
convergence

(Mi, xi, g̃i(t))
Ĉ∞

−−−→ (M̄, x̄, ḡ)
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for some M̄ ∈ K̃ S (n, κ). Moreover, we have |B(x̄, 1)|ḡ ≥ (1− δ0)ω2n. Let y∞ be
the limit point of yi, under the convergence with respect to g̃i(0), s∞ be the limit
of si. We remind the readers that we may have taken subsequence again. In light

of the a priori estimate in K̃ S (n, κ) and Proposition 4.16, we obtain

|R̃m|(y∞, s∞) = |R̃m|(y∞, 0) < c−2
a .

By smooth convergence around (y∞, s∞), the above inequality means that

|R̃m|(yi, si) < c−2
a ,

for large i. This contradicts (5.4).

Theorem 5.2 (Local space-time structure theorem). There is a small con-
stant ε = ε(m,κ) with the following properties.

Suppose M = {(Mn, g(t)),−T ≤ t ≤ T} is an unnormalized Kähler Ricci
flow solution on a closed Kähler manifold M . Suppose M is κ-noncollapsed on a
scale r0 satisfying

|R|(x, t) +
2

T
≤ r−2

0 , ∀x ∈M, t ∈ [−T, T ]. (5.5)

Then we have scr(M, t) > εr0 for each t ∈ [−T + r2
0, T − r2

0].

Proof. Without loss of generality, we can assume r0 = 1.
We argue by contradiction. If the statement was wrong, then we can find a

sequence of Ricci flowsMi’s which satisfy (5.5) and scr(Mi, ti) = εi → 0 for some
ti ∈ [−Ti + 1, Ti − 1]. Fix L > 0. By rearrangement of ti if necessary, we can
assume further that

scr(Mi, t) ≥ 0.5εi, ∀ t ∈ [ti − Lε2i , ti + Lε2i ] ⊂ (−Ti, Ti).

It follows from the definition of scr that there is a point xi ∈Mi such that

εi ≤ ρi = scr(xi, ti) ≤ 2εi.

Now we rescale gi to g̃i by setting g̃i(t) = 4ρ−2
i gi(0.25ρ2

i t + ti). For simplicity,
denote the space-time canonical radius with respect to g̃i by s̃cr. Then we have

s̃cr(xi, 0) = 2;

s̃cr(x, t) ≥ 1, ∀ x ∈Mi, t ∈ [−4L, 4L].

Then we let L→∞. By taking subsequence and reordering if necessary, we obtain
a sequence of Ricci flows {(Mi, g̃i(t)),−2i ≤ t ≤ 2i} such that

s̃cr(xi, 0) = 2; (5.6)

s̃cr(x, t) ≥ 1, ∀ x ∈Mi, t ∈ [−2i, 2i]. (5.7)

Then (4.2) holds for Ti = 2i. Furthermore, (4.7) is satisfied by {(Mi, g̃i(t)),−2i ≤
t ≤ 2i}. Therefore, we can apply Proposition 5.1 to obtain that

lim
i→∞

s̃cr(xi, 0) =∞,

which contradicts (5.6).
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Remark 5.3 (Drop of the auxiliary assumption). Because of Theorem 5.2,
all the results in Section 4 hold for unnormalized Kähler Ricci flows without the
condition scr ≥ 1.

Remark 5.4 (Where is the Kähler condition used). From the proof of Theo-
rem 5.2, it is clear that lower bound of scr can be obtained whenever the limit space
M̄ satisfies sharper versions of the estimates in Definition 2.4. If the Ricci flow
is on Kähler manifold, then the sharper estimates are observed and obtained from

the compactness of the moduli K̃ S (n, κ)(c.f. Theorem 2.2). In the proof of The-
orem 2.2, Kähler condition is only used to guarantee the codimension-4 condition.
Based on the work of Cheeger-Naber on the codimension-4 conjecture [6], which
appeared after Chen-Wang [11], it is almost immediate that the Kähler condition
in Theorem 2.2 can be dropped.

6 Proof of the main theorem

Now we are able to finish the proof of Theorem 1.1.

Proof of Theorem 1.1: By Perelman’s estimate, we know that scalar curvature
R is uniformly bounded along the flow (1.1). Moreover, the flow (1.1) is κ-
noncollapsed on the scale 1, in the sense of Definition 2.9. (c.f. [16]). Note that by
parabolic scaling, for each large ti, we obtain an unnormalized Ricci flow solution
{(M, gi(t)),−1 ≤ t < 1}. Clearly, the flow gi exists on [−0.5, 0.5] and has uni-
formly bounded scalar curvature. Therefore, we can choose a uniform small r0 such
that (5.5) holds for T = 0.5. Applying Theorem 5.2, we see that scrgi(M, 0) ≥ εr0

uniformly. Then it follows from Proposition 4.1 that (M, gi(0)) converges to (M̂, ĝ)
in the Cheeger-Gromov topology, for some M̂ with the regular-singular decompo-
sition M̂ = R∪S. Moreover, dimH S ≤ 2n−4 by Corollary 4.22. The regular part
is a Kähler Ricci soliton since the µ-functional minimizer fi of each (M, gi(0)) con-

verges to a limit function f̂ on R(M̂) satisfying (1.2). More details can be found
in Theorem 4.4 of the first paper of Chen-Wang [8], whose proof applies directly
here. Since (M, gi(0)) is isometric to (M, g(ti)), we have completed the proof of
Theorem 1.1.

Remark 6.1. The proof of 1.1 actually works for all Kähler Ricci flows with
uniform scalar curvature bound and non-collapsing condition. The Fano setting is
only used to guarantee the aforementioned conditions to hold, by the work of Perel-
man. It can be replaced by other setting, e.g., the Kähler Ricci flow on minimal
manifold of general type(c.f. Wang [20]).
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