LECTURE 7 — 10/14/2020
WEYL QUANTIZATION: EXAMPLES

1. WEYL QUANTIZATION OF POLYNOMIAL-TYPE FUNCTIONS

Today we focus on the Weyl quantization

27rh // i xﬂ/ ,§)p(y)dydE.

We shall compute the operator @'V for some simple classes of functions. A formula
that we will use several times is the Fourier inversion formula,

(zy)§
y)dyd
g o o P

or more precisely, its variation

1 (z—y)-
$0) = o fon fon @ S ),
which can be obtained from the following identity by setting u = x:.
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9 Weyl quantization of a(x).
We start with the case |a = a(x) |:

2m // = “y) (y)dyd¢ = a(z)p(z).

So, as one can expect (which holds for all t-quantizations)

a" (p)(z)

av ()

(pl'

—W

a(x) = “multiplication by a(x)”.

9 Weyl quantization of a(¢).

Next let’s consider the case |a = a(§) |:

aW(<p (z) 27rh /"/n
= (F Demsa [a()(Frp) ()] (z),

So we get (again the same formula holds (trivially) for all t-quantizations):

W
a() = .7:,{1 o a(&) o Fy.
1

)e(y)dyd§
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Such operators are known as Fourier multipliers. Note that in particular we get
—~W — w
o = P and thus (|€]?/2+V(z)) = —-h*A/2+V.

As an application, we calculate the Weyl quantization of the quadratic expo-

nential | a(§) = e’ Q¢ , where () is a non-singular symmetric n X n matrix. Denote

pa(f) = £1Q¢.
Proposition 1.1. For a(¢) = e3¢ % we have
et QI o [ e
(1) a’ p(r) = “@rnyz ¢ S e Vel +y)dy.
Proof. In Lecture 4 we showed
; 2) n/2 i 7 sgn(Q) ; _
}-(eixTQx) _ ( 7T> e+ . €_§§TQ 15'
| det Q|2
It follows
. . . —1/2 .
(2 1h> / eéx‘geﬁéTdig _ Fh—l(eﬁpQ(f))(I) _ |C(1§t §)| 3 i%sgnQefﬁpQ—l(x).
Th)™ Jr» ) Th)™
Thus
~ 1 i(pey)e AeT
W ol0) = o fon fon €8O )y
[det QY2 izng [ p=dipo-1(a-0
— 12 sgn spo—1(T—y d
Eehy € Ply)dy
_ | det Q|_1/2 iZsgnQ — 5 Po—1(Y)
—We 4 an e 2r7Q gO(.Z' + y)dy

O

The formula (1) will be used next time to compute the symbol of the composition
of two Weyl operators.

€ Weyl quantization of polynomials in both x and &.
By linearity, to compute the Weyl quantization of a polynomial in both x and

£, it is enough to compute the Weyl quantization of monomials |a(z, &) = x*€° |

1 iEmwe T Y.,
. e (=) o(y)dyde
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v b (j) £ (AD,) (@ p(a)).
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" (p)(x) =
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In other words, we get the following McCoy’s formula:
—Ww
acB ¥ pBHa— v,
7ot 22|a|( )@PQ

where v < o means 7, < o; for all j, and

)= = () ()

€ Weyl quantization of polynomials in &.

Next let’s compute the Weyl quantization of |a(x,§) = ¥jaj<k aa(z)€* | Using
the fact

y)-€ (z—y)-€
3

(~hD, )¢ = g

and the Fourier inversion formula we get

e et y)§a|<k (e oy)dyde
|a|<k n Jen (I'gm)aa(gj;y)s@(y)dydé
|a|<k TG0y ( (x+y) (y)) dyd¢
= %k(hDy)a [aﬁw)w(y)}y:x
_%}«%2 m( ) (hD)"aa(2)] - (RD)*ip().
So we get

= > 22 ”( ) (D) a(x)] - (hD)*~

la|<kv<a
As a consequence

Corollary 1.2. If a(z,§) = o<k @a(x)E is a polynomial of degree k in &, then

a" is a semiclassical differential operator of order k of the form

a" = > an(x)(hD)* + “terms of order <k —1

|laf=k

Note that the same result holds for the Kohn-Nirenberg quantization and the
anti-Kohn-Nirenberg quantization, and in fact for all semiclassical t-quantizations.
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2. SYMPLECTIC INVARIANCE AND APPLICATIONS

€ Symplectic invariance of Weyl quantization.

According to the computations above, it seems that Weyl quantization is much
more complicated than the Kohn-Nirenberg or the anti-Kohn-Nirenberg quantiza-
tions. A natural question is: what is the advantage of the Weyl quantization? We
have seen the first big advantage: Weyl quantization will quantize real-valued func-
tions to formally self-adjoint operators. Here we explain the second big advantage:
the (unitary) invariance under linear symplectomorphisms *(this conception will be
explained later).

Theorem 2.1 (Symplectic invariance of Weyl quantization). Given any “linear
symplectomorphism” & : T*R™ — T*R", there is a metaplectic operator Ug (which
is an isomorphism on ' (R™) and on ./ (R"), and is unitary on L*(R")) such that

w
(2) ao® =Uztod"V oUs.

Remark. Moreover, it can be shown that such “symplectic invariance” characterize
the Weyl quantization: If there is a “quantization process” @ : ./(R™ x R") —
L(Z(R"),.'(R™)) which is sequentially continuous, quantizes any bounded func-
tion a(x) to the operator “multiplication by a(x)” and satisfies the symplectic in-
variance property above, then it is the Weyl quantization!

Here are three special cases of this theorem for which we can easily check (2) by
direct computations:

(A) The linear symplectomorphism is the map
O:R"xR" - R"xR", (2,8 — (§—x)

which “intertwines” z and £ with a twisting. In this case Up = Fp. (So Fy,
can be regarded as the quantization of J!)
(B) The linear symplectomorphism is the map

O R"xR" > R"xR", (2,8 (x,{+ Cx),

where C' is a symmetric n X n matrix. In this case Ug is the map “multipli-
cation by the function e’ ¢*/2h »
(C) The linear symplectomorphism is the map

®:R"xR* 5> R*x R", (z,8) — (Az, (AT)7'¢),

where A is an invertible matrix. In this case Ug is the map Us is given by
(Usp)(2) = p(Az).

¥rom the classical-quantum correspondence point of view, a nice quantization should preserve
symplectic properties, two symplectically equivalent classical objects should corresponds to unitar-
ily equivalent quantum objects. In Lecture 1 we have mentioned the Egorov theorem, which can
be explained as the unitary invariance under general symplectomorphisms (which only hold in the
semiclassical limit). Here, for linear symplectomorphisms, the invariance is an exact relation.
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Remark. In fact, one can prove that any linear symplectomorphism can be written
as a composition of the three classes of linear symplectomorphisms above. As a
result, the general theorem is proven as long as we can check the three cases (A),
(B) and (C). We will not prove the full theorem here 2. Instead, in what follows we
will prove case (A) and a special case of (B), and give two applications. We will
leave the proof of the general cases of (B) and (C) as an exercise.

q Case (A): Conjugation by Fourier transform.
We prove case (A) by direct computation:

Theorem 2.2 (Conjugation by Fourier transform). Let b(x,&) = a(§, —x), then
(3) Fiload" oF =b".
Proof. We compute
(i @)y (Fn)z] ()
=(Fi ral@ Yy | [ 0z >dz}

(Fﬁ n—m{ h /n/n/n 1(77 y)f 2 y f)e‘ézygp(z)dzdydg}

- / foo Joo fo R '5a(77—£y,f)e—%Z'yso(z)dzdydfdn
! szl o 1T 2

. gﬂh s [ L L et da (2 §)dzd§d77} Ply)dy

(2m
A

:(27rlh)" Aa 27rh o e (S §>dCd§dn} y)dy
A{n (2rh)" ///e (e Ca €>d<d£dn} (y)dy

:(27371)”@” A( Tl B )den> dc} o (y)dy

Using the Fourier inversion formula

£0) = [FaFy ' f1(0

the expression in (---) above can be snnphﬁed to

St

i (a—y)- ca@,ﬂ) :e%(%y).cb(wy

2 2 :¢)

and the conclusion follows. O

2For a proof, c.f. Folland, Harmonic analysis in phase space, Chapter 4.
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q[ Application: A second formula for the Weyl quantization of polynomi-
als in &.

As an application, to compute the Weyl quantization of a(z,§) = X j,<x @,

+y

=), we

we can intertwine z and ¢ first, so that instead of handling the function a(%
only need to handle the polynomial (*3¥)* by using the binomial theorem:

Proposition 2.3. The Weyl quantization of a(r,§) = ¥4 1<x @al® is

(4) =3y > a'( ) (hD)" 0 au(z) o (RD)*

la|<kv<a

Proof. We will apply the previous theorem to “intertwine x and £”. For this purpose
we let b(z,&) =3 an(—&)x?, then a(z,§) = b(§, —x) and thus we have

= ./T" h_ 1 ©] EW ©] ./T"h.
Note that by definition and the binomial theorem,

) ; y)a p(y)dyde

eh@= y)§ aa(_g) <

la|<k

(0" )

n

=3 Y2 '“( ) 3 oo Jon € (O )

|o| <k v<a

n

So to prove (4), it remains to check

[Fio (hD)Y 0 an(x) o (RD)* ™ o Fy '] (x WL / i / R, (—€)y T (y)dyde.

This follows from direct computations: The left hand side of the above expression
should be interpreted as

(Fi)ese © (D) 0 an(€) o (BD)g™" o (Fy )yep(y),
which, by using the property (F)e—z © (hD)g = 27(Fn)esa, equals

70 (Fn)esa © aal(€) o (Fy )yme(y™ 0 (y)),

2:; n / " / . en W=D Eq, (€)y" oy dydE
27rh / n / n eh” (=&)y" o(y)dyde.

This completes the proof. O

which equals

Remark. You may have noticed that if we apply (4) to monomial 2%”, we will get

x/aéf\ﬁw — Z ollel (6) panp/J’w
Y

V<8
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which is different from the McCoy’s formula on page 3. In particular, for example,

—W
we will get two different formula for x&2
—w 1 —w 1
z€2 = 5(QPQ +P*Q)  and 22 = Z(QP2 +2PQP + P?Q).
There is no mistake: in view of the canonical commutative relation
@, P| =ih-1d,

we have

QP? 4 P*Q = PQP + ihP + PQP — ihP = 2PQP,

—W
and thus the two formulae for €2  coincide. We can also write down an expression

—W
for ££2  which looks even more symmetric:
—W 1
€2 = g(QP2 + PQP + P*Q).

In what follows we will prove that such symmetric formula holds for the Weyl quan-
tization of any monomial.

q Case (B) with C'=1d: Adding x to &.
To prove the special case of (B) where C' = Id, we need to check:

Theorem 2.4. We have
w

2 ~w
" = (2t )

Proof. Let’s compute

Z\ o2 ~W ,la? 1 _i@ JESIE N ;v
e = oo [ e §e' B o(y)dyde
1 (w—y)-(6- )
= (zﬂh)n/n/ne M p(y)dyds
1 jEmu)E T+ Y\
= G foe Jon (€455 elu)dude
w
=@+~ ¢

€ Application: Symmetry in Weyl quantization.

Since we know £A°‘ = P, Theorem 2.4 allows us to compute the Weyl quantiza-
tion of (x 4 &) directly, and the result is neat:

Corollary 2.5. We have

(z + f)aw = (Q+P)~.



8 LECTURE 7 — 10/14/2020 WEYL QUANTIZATION: EXAMPLES

Proof. We have seen that @W = P“. So we only need to check

2 2
Lzl iLo|

e ‘orn P%' 2 Y= (Q + P)QQD,
which follows easily from the fact

2|2 |2

e "2 Pet o = (Q + P)yp
and the fact

,iﬁ ,Lﬁ ,iﬁ ,Lﬁ ,iL|2 ,LL|2
e “2n PzP]e o =¢e '2n Pet e 2n f’je 2 Q.

O

Remark. Note that other t-quantizations like the Kohn-Nirenberg quantization does
not satisfy this property. For example,

(167 =Q+2QP+ P #(Q+ P

More generally, one by proving case (B) for general C' and then taking C' to be
diagonal matrices, one can easily prove: for any a,b € R",

1474
(ax +b)> = (aQ +bP),
where we used the abbreviation
(CLJZ + bg)a = (a’1171 + blgl)al e (a’nxn + bnfn)an

and

(CLQ —+ bP)a = (alQl + blpl)al O-+--0 (anQn + ann>Otn
The proof will be left as a simple exercise. This has a further interesting application,
namely the Weyl quantization is the most symmetric way to quantize monomials:

Corollary 2.6.

—W a!p!
rogf = m > V1YY,
C Y1 Yagsl
where Yy, Ya, -+ Y|q 45 Tange over all tuples which contains oy copies of Q1, ao

copies of Qa, -+, and [, copies of P,.

Proof. Comparing the coefficients of a®b” of both sides of

(a7 + b5 = (aQ + bP)™?,

we get
—W a!p!
o = ). VYo Yiapg
' Y
(a+5)! Y1, Yjaj+ip)
where Y;, Y,, ---Y,, 45 range over all tuples which contains «; copies of @1, Bi
copies of P, Y, 18,41, - Ya,+8, range over all tuples which contains ay copies of

()2, (o copies of P, and so on. The conclusion follows from the fact “P;, (Q; commutes
with P;, Q; for j # 7" and an elementary combinatorics argument. 0



