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A New Rule for Cost Reassignment
in Adaptive Steganography

Wenbo Zhou, Weiming Zhang, and Nenghai Yu

Abstract— In steganography schemes, the distortion function
is used to define modification costs on cover elements, which is
distinctly vital to the security of modern adaptive steganography.
There are several successful rules for reassigning the costs defined
by a given distortion function, which can promote the security
level of the corresponding steganographic algorithm. In this
paper, we propose a novel cost reassignment rule, which is
applied to not one but a batch of existing distortion functions.
We find that the costs assigned on some pixels by several
steganographic methods may be very different even though
these methods exhibit close security levels. We call such pixels
“controversial pixel”. Experimental results show that steganalysis
features are not sensitive to controversial pixels; therefore, these
pixels are suitable to carry more payloads. We name this rule
the controversial pixels prior (CPP) rule. Following the rule,
we propose a cost reassignment scheme. Through extensive
experiments on several kinds of stego algorithms, steganalysis
features, and cover databases, we demonstrate that the CPP rule
can improve the security of the state-of-the-art steganographic
algorithms for spatial images.

Index Terms— Controversial pixels, cost reassignment,
modification probability, priority, steganography, steganalysis.

I. INTRODUCTION

STEGANOGRAPHY is a technique for covert communi-
cation, which aims to hide secret messages into ordinary

digital media without drawing suspicion [1], [2], [21]. Design-
ing steganographic algorithms for various cover sources is
challenging due to the fundamental lack of accurate models.
Currently, the most successful approach for designing content
adaptive steganography is based on minimizing the distortion
between the cover and the corresponding stego object. The
distortion is obtained by assigning a cost to each modified
cover element (e.g., pixel in the spatial domain image), and the
messages are embedded while minimizing the total distortion
which is the sum of costs of all modified elements.

The first method based on the framework of minimal-
distortion is HUGO (highly undetectable stego) [3].
HUGO defines the pixel’s cost by the changing amplitude of
the steganalyzer’s features caused by modifying the current
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pixel, and pixels that make the feature vectors more deviated
will have higher costs. The features of steganalyzer SPAM
(subtractive pixel adjacency matrix) [4] is used in HUGO.
A steganalyzer’s features are usually generated by exploiting
correlations between the predicted residuals of neighboring
pixels [4]. Because the pixels in smooth areas can be
accurately predicted, the modifications in such areas will be
easily detected by steganalyzers. Therefore the embedding
changes of HUGO will be gathered within textured regions.
However, HUGO can be detected by a steganalyzer with
a higher dimension of features, such as SRM (spatial rich
models) [6].

In SRM, the predicted residuals are generated in various
directions and manners, so the correlations between pixels
can be further exploited. Therefore, one pixel, to be in a
smooth area or a textural area, should be subtly defined for
steganography. If the pixel can be accurately modeled in any
direction, it should be considered as a smooth point and
assigned larger cost. With this insight, Hulob and Fridrich [5]
proposed the algorithm WOW which assigns high costs to
pixels that are more predictable by a bank of directional
filters. WOW improves the security of HUGO under the
detection of SRM [6]. UNIWARD (universal wavelet relative
distortion) [10] generalizes the cost function of WOW to make
it simpler and more suitable for embedding in an arbitrary
domain, including the spatial domain and DCT domain. Hence
UNIWARD has a similar performance compared to WOW in
spatial domain. Li et al. [11] proposed the method HILL,
which improves WOW by spreading the costs with a low-pass
filter. In HILL [11], the local modification probabilities are
evened out and thus the modifications cluster in the complex
areas (summarized as cost spreading (CS) rule in Sec. III).

The above methods design cost function in an ad
hoc or empirical manner. Fridrich and Kodovský [12],
Sedighi et al. [14] proposed model-driven approaches ,
in which Multivariate Gaussian (MG) or Multivariate Gen-
eralized Gaussian (MVG) distribution was used to model the
noise residuals of pixels by assuming them to be independent
but with varying variances. The models are established by
estimating the variances and then the costs are computed by
minimizing the power of an optimal statistical test. In fact,
small costs will be assigned to residuals modeled with large
variances, which are just the highly textured regions.

Another enhanced model-driven approach MiPOD is also
proposed by Sedighi et al. [15]. In MiPOD the interactive
effects of adjacent pixels have been taken into consideration.
MiPOD achieves a better security by working the power of
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the most powerful detector instead of the KL divergence,
and adopting the idea of cost spreading described in [13] by
smoothing the Fisher Information of modeled pixels.

Apparently, the state-of-the-art adaptive steganographic
methods consider much regarding the cost assignment which
can be directly related to the modification probabilities and the
embedding locations. In the meantime, steganalysis follows
up. The most effective high-dimensional steganalytic features
are considered to be adaptive since they regard the adaptive
steganography as a kind of selection-region steganography.
MaxSRM [7] forms the co-occurrence matrices considering
the maximum estimated modification probability of a group
of pixels as a weight coefficient, for which the steganalytic
feature is inclined to extract features from the texture region.
The same idea is applied in [8], in which the mean esti-
mated modification probability of a group of pixels is used
as a weight coefficient. Recently, an improving selection-
channel-aware steganalysis feature was proposed by Denemark
and Fridrich [9], in which the weight coefficient of co-
occurrence matrices is replaced by the residuals in SRM. All of
these adaptive steganalysis can achieve better performances in
detecting steganography since they focus more on the textured
region instead of treating textured areas and smooth ones
equally.

In this case, modifying pixels only considering the texture
complexity will no longer promote the security of steganog-
raphy. Li et al. [18] and Denemark and Fridrich [19] take
the interaction between adjacent pixels into consideration,
and force the modifications to be clustered in the same
direction (summarized as synchronizing modification direc-
tion (SMD) rule in Sec. III). This method may mislead
adaptive steganalysis to estimate an incorrect modification
probability for pixels, thus potentially weakening the perfor-
mances of adaptive steganalysis and promoting the security of
steganography.

The design of adaptive steganography is more precise in the
latest works. Whether modifying in textured area, spreading
costs to neighbors using the CS rule or clustering modification
directions with the SMD rule, they are aimed at finding a more
suitable way of embedding. However, these successful rules
are only used to improve one existing distortion function for
steganography. In this paper, we consider how to generate an
advanced distortion function from a batch of existing ones.
We propose a security enhanced rule by combining several
comparable methods, following our previous work [20]. Note
that some minimal-distortion steganographic methods exhibit
comparable security performances in resisting detection, but
they define distortion functions in completely different man-
ners. Thus, they may assign very different costs to the same
pixel. We call such pixels controversial pixels, and consider
that these controversial pixels have the potential to accom-
modate more payloads. We can improve undetectability by
giving priority of modifications to such controversial pixels.
We call this novel rule the Controversial Pixels Prior (CPP)
rule. Compared to our previous work, we use an simulation in
Sec. VI of this paper to give a preliminary proof that the CPP
rule is effective, and add discussions of the optimizing function
and the metric of controversial degree. In Sec. VIII, two groups

of examples, CPP(UNI_derived) and CPP(HILL_derived), are
added to demonstrate that the number of basic methods for
the CPP rule can be three or more, and the improvements
are still significant. For further exploration, we fused the
CPP rule with the CS rule and the SMD rule to achieve a
further improvement.

The rest of this paper is organized as follows. After intro-
ducing the framework of minimal-distortion steganography
in Sec. II, we summarize several existing rules for adap-
tive steganography in Sec. III. In Sec. VI, we propose our
CPP rule and present a simulation to show the advantages
of the CPP rule intuitively. In Sec. VII, we provide a full
description of the framework of CPP-based steganographic
scheme and discuss the optimizing function and the metric
for controversial degree. In Sec. VIII, important parameters
are determined through experiments and several groups of
steganalylsis experiments have been carried out to verify the
advantages of the CPP rule. We also demonstrate combining
the CPP rule with other effective rules in Sec. VIII, and
two other databases are used for further verification in this
section. We draw conclusions in Sec. IX.

II. PRELIMINARIES

In this paper, matrices, vectors and sets are written in bold-
face, and the k-ary entropy function is denoted Hk(π1, . . . , πk)
for

∑k
i=1 πi = 1.

The cover sequence is denoted x = (x1, x2, ..., xn), where
the signal xi is an integer, such as the gray value of a pixel.
The embedding operation on xi is formulated by the range Ii .
An embedding operation is called binary if |Ii | = 2 and ternary
if |Ii | = 3 for all i . For example, the ±1 embedding operation
is ternary embedding with Ii = {xi − 1, xi , xi + 1}.

In the model established in [24], the cover x is assumed to
be fixed, so the distortion introduced by changing x to y =
(y1, y2, ..., yn) can be simply denoted as D(x, y) = D(y).
Assume that the embedding algorithm changes x to y ∈ Y with
probability π(y) = P(Y = y) which is called the modification
probability (MP), and thus the sender can send up to H (π)
bits of message on average with average distortion Eπ(D)
such that

H (π) = −
∑

y∈Y
π(y) log π(y), (1)

Eπ (D) =
∑

y∈Y
π(y)D(y). (2)

For a given message length L, the sender wants to mini-
mize the average distortion, which can be formulated as the
following optimization problems:

min
π

Eπ(D), (3)

subject to H (π) = L . (4)

Following the maximum entropy principle, the optimal π
has a Gibbs distribution [24]:

πλ(y) = 1

Z(λ)
exp(−λD(y)), (5)
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where Z(λ) is the normalizing factor such that

Z(λ) =
∑

y∈Y
exp(−λD(y)). (6)

The scalar parameter λ > 0 can be determined by the payload
constraint (4). In fact, as proven in [23], the entropy in (4)
is monotonically decreasing in λ, thus for a given L in the
feasible region, λ can be quickly determined by binary search.

In particular, if the embedding operations on xi ’s are
mutually independent , the distortion introduced by changing
x to y can be thought to be additive, and are measured by
D(y) = ∑n

i=1 ρi (yi), where ρi (yi ) ∈ R
∗ is the cost of

changing the i th cover element xi to yi (yi ∈ Ii , i = 1, 2 . . . n).
In this case, the optimal π is given by

πi (yi ) = exp(−λρi (yi))
∑

yi∈Ii
exp(−λρi (yi ))

, i = 1, 2, . . . , n. (7)

When varing λ ∈ (0,∞), we can derive a rela-
tion between H (π) and Eπ(D), which is called the
rate-distortion bound [23]. Practical coding methods work
under this bound.

In this paper, we consider the case of ternary embedding
with the range I = {−1, 0,+1}, where 0 means that the pixel
values remain invariant. In general, we assume that

ρi (−1) = ρi (+1) � ρi ∈ [0,+∞). (8)

And with Eq.(8), it can be assumed that
{

πi (−1) = πi (+1) � τi ∈ [0, 1
3 ],

πi (0) = 1 − 2τi = 1 − pi .
(9)

For additive distortion, simulating optimal embedding
enables us to test the security of a steganographic method, but
once the distortion function is properly defined, we can replace
the optimal embedding simulator with some off-the-shelf
coding methods such as STCs (Syndrome-Trellis Codes) [24],
which can approach the lower rate-distortion bound.

III. PREVIOUS WORKS ON COST ASSIGNMENT

FOR ADAPTIVE STEGANOGRAPHY

In previous steganographic schemes, one basic rule for
cost assignment is Complexity Prior. Complexity prior means
that the steganographer should give priority for modification
to the complex areas, in other words, unpredictable parts
in an image should have high priorities. The philosophy
of complexity prior is that non-periodic textures and noisy
regions are difficult to model, thus making modifications in
such areas often leads to trivial deviation in steganalytic
feature space and to be less detectable. In fact, all of the
methods detailed in [3], [5], [10]–[12], and [14] follow this
rule explicitly, and define distortion functions by investigating
how to reasonably define the complex degrees of pixels in the
sense of resisting detection. Moreover, based on the core idea
of Complexity Prior, several effective rules for ranking priority
of pixels have been proposed by previous works. These rules
for cost assignment in adaptive steganographic schemes can
be summarized as follows.

IV. COST SPREADING (CS) RULE

This rule is also called clustering rule. It requires that the
costs of modifying two neighboring elements should not differ
greatly. In other words, an element with high modification-
priority should spread its high-rank to its neighborhood, and
vice versa for an element with low priority. This rule suggests
that it is better to make modifications in a clustered manner
rather than in a scattered one. By applying this rule, a pixel that
is close to a high-rank complex region should have a higher
priority than another pixel in less complex region, even though
these two pixels have same costs in the definition of distortion
function. Correspondingly, the embedding modifications are
clustered. This rule was first successfully used in HILL [11]
to improve WOW [5], and then used in [15] to improve MVG.
Experiments have demonstrated that the cost spreading rule
can create less deviation in a steganalytic feature space.

V. SYNCHRONIZING MODIFICATION

DIRECTION (SMD) RULE

The above-mentioned CS rule is based on the concept
of minimizing the sum of costs of all changed pixels,
which is called additive distortion model. In additive dis-
tortion model, the modifications of pixels are assumed
to be independent. Actually, the neighboring embedding
changes will interact with each other, and thus a non-
additive distortion model will be more suitable for adap-
tive steganography intuitively. Recently, the first effective
principle on how to exploit the power of non-additive dis-
tortion was found independently by Li et al. [18] and by
Denemark and Fridrich [19]; the proposed idea is based
on an assumption that the steganalytic classifier cannot dis-
tinguish an image with all pixels changed by +1 or −1
at the same time from an original cover image. Experi-
ments imply that synchronizing the modification directions
of neighboring pixels can significantly improve the security
performance. This idea can be summarized as the rule of
synchronizing modification direction, which means that neigh-
boring pixels changed in the same directions, i.e., +1 or −1 at
the same time, will introduce smaller costs. This rule is also
called clustering modification directions (CMD) in [18].

VI. A NEW RULE FOR RANKING PRIORITY OF PIXELS

The above-mentioned CS rule and SMD rule are pro-
posed to improve a single existing distortion function, but
by comparing different algorithms, we found an interesting
phenomenon. Namely, that some steganographic methods have
a very similar security performance while defining distortions
in very different ways. Among these methods, there is a
distinguishment on the costs assignment for some pixels,
in other words, the costs assigned on some pixels are large
in one method but small in another. We define these pixels as
”Controversial Pixels” because they are assigned with very
different costs in different algorithms. Even with such a dis-
crepancy, some of these algorithms can still provide the same
level of security. This phenomenon implies that modifications
on such controversial pixels have little affect on features of
staganalysis.
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Fig. 1. Illustration of the location of controversial pixels for the CPP rule.

Based on these analyses, we propose another rule for
adaptive steganography. We take advantages of the differences
among comparable steganographic methods and focus on
those controversial pixels. Our proposed rule is designated
the controversial pixels prior (CPP) rule, and is described as
follows:

A. Controversial Pixels Prior (CPP) Rule

This rule attempts to find controversial pixels by comparing
several comparable steganographic methods, and the CPP rule
suggests that it is better to give these controversial pixels
priority of modification rather than considering the complexity
of cover elements only.

Since costs represent the priority of a pixel, and the costs
have a direct relationship with the modification probabilities
as stated in Eq. (7), we focus on the modification probaili-
ties(abbreviated as MPs). As shown in Fig. 1, supposing that
the pixels in the blue blocks are ordinary pixels, the costs
of those pixels are small and equal to each other, which
means they have an equally high priority of modification
when just considering complexity prior. The pixels in the
red blocks are some controversial ones. In current adaptive
steganography, it is normal to modify pixels in the blue
blocks first because of their high priorities, while the CPP rule
requires us to adjust the priorities of controversial pixels
in the red blocks to be higher. In this way, modifications
are more likely to be clustered in the red blocks, which
are occupied by controversial pixels. We conjecture that this
distinctive way of modification will introduce less deviation
in a steganalytic space than ordinary ways do. To justify our
claim, we implement a simulation with the following steps.

(a). Take 1000 grayscale images from the BOSSBase
ver.1.01 database [26] randomly, and crop a block of size
64 × 64 from the center of each image. The new generated
image set is denoted {C j }( j ∈ {1, ..., 1000}).

(b). Choose two adaptive steganographic methods as con-
trastive methods to locate controversial pixels, here we
use UNIWARD [10] and WOW [5] as two basic methods
because that they have exhibited a very similar security
performance under the detection of SRM [6].

(c). Set the modification probabilities of controversial pix-
els to be 2

3 , which means that the payload of a single
pixel can reach the maximum according to information
theory. In addition, set the payload to be 0.2bpp to

Fig. 2. Illustration of modified location in an image of size 64 × 64 for the
CPP rule. The black, white and gray pixels represent +1, −1 and no change,
respectively. (a) Cropped 1013.pgm of BOSSbase. (b) Modified location
of CPP rule. (c) Modified location of UNIWARD. (d) Modified location
of WOW.

TABLE I

SIMULATION RESULTS OF MMD, STANDARD

DEVIATION AND CHANGE RATES

keep the embedded message lengths consistent in several
algorithms.

(d). Modify ordinary elements of the images in {C j } in the
order of priority after defined distortions by UNIWARD
and WOW, while only modifying controversial elements
after locating them using the CPP rule. The generated
stego image sets are denoted as {S A j }, {SB j }, and {SC j }
respectively.

(e). Calculate the 34671-D SRM steganalytic feature vector
for each image. The obtained feature sets are denoted by
{ f (C j )}, { f (S A j )}, { f (SB j )}, and { f (SC j )}.

(f). Calculate the MMD (maximum mean discrepancy [21],
which measures the distance between the feature set of
cover images and that of stego images) between { f (C j )}
and { f (S A j )}, { f (SB j )}, and { f (SC j )}. Obtain the aver-
age valule of the MMD and standard deviation over
10 different independent tests on the dataset. Denote these
three results as MMD(CPP), MMD(UNI), MMD(WOW),
and then make a comparison.

Fig. 2 provides an example of the modification locations
described in Step(d) above. The statistical results of MMD and
its standard deviation are given in Table I, with the rightmost
row containing the total change rates.

From the statistical results, the MMD(CPP) value is appar-
ently smaller than that of the other two methods. The change
rate of CPP is between that of UNIWARD and WOW, even
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Fig. 3. Flowchart of proposed CPP based method.

though change rate has no direct relation with security. It can
also be referenced data that may indicate that the CPP rule has
found a better balance between the payload of a single element
and the total change rate. Since MMD represents the distance
in steganalytic feature space between cover set and stego
set, the simulation results verify that making modifications
in controversial regions is more secure than that making them
in ordinary regions.

In Sec. VII, we propose a new strategy of designing
distortion function by applying the CPP rule. We introduce
more in Sec. VIII, in which we fuse several aforementioned
rules for designing distortion functions to achieve a prominent
increase in security.

VII. A NOVEL STRATEGY BASED ON THE CPP RULE

A. Description of the CPP Based Scheme

With the new perspective on cost reassignment, we propose
an enhanced steganographic method based on the CPP rule,
that generates a new distortion function from several existing
ones. As shown in Eq. (7), the distortion can be converted
into MP, which then determines the payloads assigned on
each pixel. Therefore, we fix our attention on the MPs when
searching for controversial-pixels.

The framework of the proposed embedding method is
depicted in Fig. 3. Suppose that we have M comparable
steganographic methods whose security performances are
similar. First, we compute the MPs of pixels with these
M distortion functions. Second, we label the controversial-
pixels according to the MPs. Third, we adjust the MPs to
promote the controversial pixels’ priorities with the CPP rule.
Fourth, the adjusted MPs are converted into a new distortion
function. Finally, the messages are embedded with STCs
according to the new distortion function.

Assume that each of these M comparable steganographic
schemes is defined by an additive distortion function Dk for
1 ≤ k ≤ M . The cover is a spatial image consisting of
N pixels {x1, . . . , xN }. For the given payload γ and the
distortion function Dk , we can calculate the MPs of N pixels,
and denoted by pk = {pk,1, pk,2, ...pk,N }, 1 ≤ k ≤ M
with Eq. (7). Collecting all of the probabilities obtained from

the M distortion functions, we obtain an N × M matrix R.

R = [r1, r2, ..., rN] =

⎡

⎢
⎢
⎢
⎣

p1,1, p1,2, . . . , p1,N

p2,1, p2,2, . . . , p2,N
... . . .

...
pM,1, pM,2, . . . , pM,N

⎤

⎥
⎥
⎥
⎦

N×M

Here, the i th column ri = {p1,i , p2,i , p3,i , ..., pM,i }T consists
of the MPs of pixel xi obtained from the aforementioned M
distortion functions. This MP vector records the information
of priority for pixel xi in different methods and one pixel
corresponds to one vector. Since the CPP rule is aimed at
finding those controversial ones, we can compute the statistical
characteristics of MP vectors to judge the controversial degree.

In order to describe the dispersed degree among the ele-
ments of ri , we first calculate the mean value and variance:

p̄i = 1

M

M∑

k=1

pk,i , (10)

vi = 1

M

M∑

k=1

(pk,i − p̄i )
2. (11)

Here, the variance vi is called the “probability
variance” (PV) of the pixel xi . With vi , the degree of
controversy can be determined. It is obvious that a large vi

reflects that the changing scope of MPs is dramatic, which
demonstrates that the priorities of pixel xi are controversial in
different methods, and this pixel can be given higher priority
of modification in the CPP rule.

For a given payload, the total change rate of a stegano-
graphic method is correspondingly determined [13]. Thus,
we should choose a certain amount number of pixels as the
controversial pixels in our proposed CPP rule. Denote the
(1−α)% quantile of the vector of all PVs: V = {v1, v2, ...vN }
by Tα, and define those pixels with PVs larger than Tα as
the controversial pixels. In other words, the pixels with the
top α% of large PVs are selected as controversial pixels
in Fig. 3. Here, α is called controversial threshold (we will
discuss the setting of α in next section). We fix our attention
only on these controversial pixels. We set

v ′
i =

{
vi if vi > Tα

0 otherwise
1 ≤ i ≤ N. (12)

As mentioned above, the MPs can reflect the priorities of
pixels, and thus we can promote the priorities of controversial
pixels by increasing their MPs using the following equation:

p′
i = p̄i · f (v ′

i ), 1 ≤ i ≤ N, (13)

where the function f (∗) is an optimizing function used to
promote the MPs of pixels. There are two important attributes
of the optimizing function f (∗):

i.) The value domain of f (∗) should be [1,+∞) theo-
retically, and f(0) = 1. Since we are trying to give
controversial pixels higher priorities, the adjusted MP
p′

i should never be smaller than the original one, p̄i , that
the function f (∗) should be no smaller than 1.

ii.) The optimizing function f (∗) should be monotonically
increasing. In the assumption of the CPP rule, controversial
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pixels are those pixels which steganalysis features are not
sensitive to, and the more controversial they are, the more
suitable they are for embedding. Under this assumption,
f (∗) is supposed to be monotonically increasing, and thus
pixel’s priority can be sufficiently promoted when its
v ′

i value is sufficiently large. In other words, the more
controversial the pixel, the higher its priority.

With Eq. (13), if xi is a controversial pixel, its MP is
increased by multiplying the optimizing item f(v ′

i ), and its
priority of modification also increases correspondingly; other-
wise, its MP remains p̄i because v ′

i = 0, and its priority also
remains invariant.

Note that, for ±1 embedding, when the MP pi = 2
3 ,

the pixel xi has the largest average payload, log2 3 (which is
consistent with the assumption in Eq. (9)). Therefore, we limit
the adjusted MPs by

p′′
i = min

{

p′
i ,

2

3

}

, 1 ≤ i ≤ N. (14)

Actually, p′′
i is not the final MP that we used for embedding.

Because that after the adjustments by Eqs. (13) and (14),
the total information entropy is no more under the constraint
of original payload. Therefore, we should flip the MP to
distortion and then use the practical off-the-shelf coding
methods STCs.

Denoting πi (+1) = πi (−1) = p′′
i /2 and πi (0) = 1 − p′′

i ,
by Eq. (7), the corresponding distortion function ρi (l) (l ∈ I )
satisfies

πi (l) = exp(−λρi (l))
∑

t∈I exp(−λρi (t))
, l ∈ I ; 1 ≤ i ≤ N. (15)

To solve ρi (l) from Eq. (15), without loss of generality, we can
set λ = 1 because λ is monotonically decreasing with respect
to the message length as proven in [23]. And the transformed
distortion has the form

ρi (l) = ln
πi (0)

πi (l)
, l ∈ I, 1 ≤ i ≤ N. (16)

We call ρi (l) in Eq. (16) the adjusted distortion function,
and it can be easily verified that the adjusted distortion
satisfies Eq. (15).

Eventually, we obtain a new steganographic algorithm deter-
mined by the adjusted distortion function (16), according
to which we embed messages under the payload of γ by
using STCs. The details of the CPP based method is described
in Algorithm 1.

B. Discussions on the Optimizing Function

The key idea of the CPP rule is to promote the priorities of
controversial pixels according to their degree of controversy,
and we can achieve this goal using Eq. (13) (see Sec. VII-A).
The optimizing function f (∗) is a principal element in our
proposed scheme. In this subsection, we discuss the selection
of f (∗).

The simplest consideration is a linear function. Suppose that
f1(v

′
i ) = k(1 + v ′

i ), where k ∈ [1,+∞) is a scaling factor. For
simplicity, let k = 1, and then we finally obtain

f1(v
′
i ) = 1 + v ′

i . (17)

Algorithm 1 CPP Based Scheme
Input: A cover image x with N pixels x1, . . . xn; payload γ ;
M comparable distortion functions for adaptive
steganography.
Output: The stego image y.

1) Set controversial threshold α according to the target
payload γ .

2) For the M distortion functions, compute the MPs of
pixels, pk = {pk,1, pk,2, ...pk,N }, 1 ≤ k ≤ M , by Eq. (7)
according to the payload γ .

3) Calculate the PV vi for 1 ≤ i ≤ N with Eq. (11),
and then select the pixels with top α% large PVs as
controversial pixels.

4) Adjust the MPs with Eqs. (12)-(14), and then convert
them into adjusted distortion functions with Eq. (16).

5) Embed messages under the payload of γ into cover
image x with STCs according to the adjusted distortions,
and finally output the stego image y.

Obviously, f1 satisfies the two attributes of f (∗), and can be
easily implemented.

The second choice of f (∗) is an exponential function.
We can suppose that

f2(v
′
i ) = ev ′

i . (18)

Note that the second derivative of f2 is larger than 0, which
is different from f1, which means that the increasing speed
of f2 is faster than that of f1.

Another choice for the function f (∗) is a logarithmic func-
tion, and we can suppose that

f3(v
′
i ) = ln (e + v ′

i ). (19)

The most significant difference among f1, f2 and f3 con-
cerns their second derivatives, which can be simply stated as
f ′′
1 = 0, f ′′

2 > 0 and f ′′
3 < 0. The second derivative can reflect

the increasing speed of a monotonically increasing function.
In this discussion, the linear function f1 obviously increases
uniformly, while the increasing speed of the exponential
function f2 becomes faster and faster with increasing of v ′

i ,
and the logarithmic function f3 is contrary to f2.

In this part, we only take these three types of functions
as our alternative options because they are typical examples
for the case of f ′′(∗) = 0, f ′′(∗) > 0 and f ′′(∗) < 0,
respectively. Moreover, these three functions all satisfy the two
necessary requirements of f (∗). The choice of the function f (∗)
has a direct relationship with the security performance of our
CPP based scheme, thus how to determine it commands
serious deliberation.

Here we perform a few tests to help to select the optimal
optimizing function f (∗). Most of the experimental settings are
same as those of the simulation described in Sec. VI. We still
use UNIWARD and WOW as two basic methods for the CPP
based scheme (denoted as CPP(UNI,WOW)) and the 34671-D
SRM steganalytic feature is used here. The cover set consists
of blocks of size 64 × 64 from the center of 1000 randomly
selected grayscale images from BOSSBase ver.1.01, and the
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TABLE II

TESTING RESULTS OF MMD, STANDARD DEVIATION
AND CHANGE RATES FOR f1, f2 AND f3

controversial threshold α is set as 10. In the tests described
in the following, we use the scheme proposed in Sec. VII-A
to generate three different distortion functions and stego sets
with three optimizing functions f1, f2 and f3. The MMDs and
standard deviations of these three stego sets are obtained over
the course of conducting 10 different independent tests on the
dataset. The results and the average change rates are presented
in Table II. From the table, we can see that the MMDs of
these three functions do not differ too much from others,
while f2 outperforms f1 and f3.

Considering the testing results reported in Table II,
we finally decide to choose f2 as the optimizing function
of our proposed CPP based scheme. Thus Eq. (13) can be
rewritten as

p′
i = p̄i · ev ′

i , 1 ≤ i ≤ N. (20)

C. Metric for the Controversial Degree

In our proposed scheme, as described in Sec. VII-A, we use
the probability variance(PV) vi to describe the controver-
sial degree among several different modification probabilities.
However, there are several other statistical characteristics that
could be used to describe the dispersed degree of data.

In this subsection, we make a comparison among
PV values and some other statistical characteristics of the data
to determine a proper metric for the controversial degree.

We chose several commonly used statistical characteris-
tics for comparison, e.g., range (denoted R), mean devia-
tion (denoted MD), and coefficient of variation (denoted CV).
For the i th element in M comparable schemes, the aforemen-
tioned values are calculated, respectively, as follows:

Ri = max(pk,i) − min(pk,i ), 1 ≤ k ≤ M, (21)

M Di = 1

M

M∑

k=1

|pk,i − p̄i |, (22)

CVi =
√

vi

p̄i
. (23)

We substitute PV with R, MD, and CV in our proposed
scheme, and calculate the MMD and standard deviation
between the cover and stego versions of the dataset. All of the
experimental settings are completely the same as Sec. VII-B.
The testing results are listed in Table III.

The MMDs of PV, R, MD and CV are extremely close
to each other, while PV has the smallest MMD which corre-
sponds to the best security performance. Thus, we will not
change our decision and finally use PV as the metric for
controversial degree.

TABLE III

TESTING RESULTS OF MMD, STANDARD DEVIATION AND
CHANGE RATES FOR PV , R , M D AND CV

VIII. EXPERIMENTS

A. Setups

In this paper, four disjoint sets are used as the image
database. In Sec. VIII-B, we first take BOWS-2-OrigEP3 [25]
(simplified as BOWS-2) which containing 10,000 512 × 512
8-bit grayscale images as the database with which to explore
the optimal setting of the controversial threshold α. We then
verify using the other image set, namely the BOSSbase
ver.1.01 database [26] containing 10,000 512 × 512 8-bit
grayscale images. In Secs. VIII-D and VIII-E, all of
the steganalysis experiments are based on the BOSSbase
ver.1.01. In Sec. VIII-F, two other datasets, BOSSbaseC and
BOSSbaseJ85 [27] are used for further verification. The secu-
rity of all steganographic schemes are evaluated using a stegan-
alyzer that is a detector trained on a given cover source and its
stego version embedded with a fixed payload. The detector is
first trained using the state-of-the-art 34,671-D SRM feature
set [6] with the ensemble classifiers [28] for several groups
of examples. For further experiments, we use the selection-
channel-aware feature maxSRMd2 [9]. Performance in terms
of resisting detection is evaluated by the testing error, which
is computed as the mean value of the false positive rate and
the false negative rate, averaged over 10 random splits of
the dataset. A larger classification error rate means stronger
security.

B. Determination of Controversial Threshold α

We first visualize the distribution of selected controversial
pixels in Fig. 4 by varying the value of α. UNIWARD and
WOW are used to define the basic distortion functions under
the payload of 0.4bpp. We mark the controversial pixels in
the stego version of 6.pgm of BOWS-2 by setting α = 3, 5
and 10. Obviously, the locations of controversial pixels spread
with increasing α.

As mentioned in [13], the total change rate of pixels has
a linear relation with relative payload. Considering that the
message length is limited, the number of selected controversial
pixels should also be adjusted corresponding to the payload.

In Fig. 5, we plot the curve of varying trends of SRM
testing error with respect to α. The CPP based scheme is
CPP(UNI,WOW) and the database is BOWS-2. The secu-
rity performances fluctuate within a narrow range when the
controversial threshold α changes both in the case of 0.2bpp
and 0.4bpp. The largest testing error appears approximately
at α = 3 for 0.2bpp and at approximately α = 8
for 0.4bpp. To determine the relation between an optimal α
and payload, we conduct several steganalytic experiments
under other payloads, and the chosen α values are listed
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Fig. 4. Location of the top α% of large controversial pixels: (a) the sample cover image 6.pgm of BOWS-2, (b) α = 3, (c) α = 5, and (d) α = 10. where
the dark-gray points represent the controversial pixels and the light-gray points represent ordinary ones.

Fig. 5. Varying trends of SRM testing error with respect to α under (a) 0.2 bpp and (b) 0.4 bpp for CPP(UNI,WOW); the testing set is BOWS-2.

TABLE IV

OPTIMAL α VALUES FOR CPP BASED

SCHEME USING DATABASE BOWS-2

in Table IV. We also perform steganalytic experiments on
CPP(HILL,MiPOD), of which the two basic methods are
HILL [11] and MiPOD [15]. The steganalytic feature is
maxSRMd2, since HILL and MiPOD have similar security
performances under the detection of maxSRM. The optimal
α values for CPP(UNI,WOW) and CPP(HILL,MiPOD) are
denoted α1 and α2, respectively, in Table IV.

We can establish a linear regression model between α
and the payload γ for α1 and α2 using the statistical data
in Table IV:

α1 = 22.54γ − 0.75, (24)

α2 = 21.60γ − 0.22. (25)

Both of these two linear models have intercepts very close
to zero and slopes close to 22. Thus, we finally determine the
optimal value of α using the following simplified proportional
relation:

α = 22γ. (26)

TABLE V

OPTIMAL α VALUES FOR CPP BASED SCHEME

USING DATABASE BOSSBASE ver. 1.01

In order to prevent the optimal α overfitted to the cur-
rent image set, we use BOSSbase ver.1.01 to verify that
whether Eq. (26) is also appropriate for other databases.
In Table V the optimal α values for CPP(UNI,WOW) and
CPP(HILL,MiPOD) are denoted as α′

1 and α′
2, respectively.

The linear regression models for α′
1 and α′

2 are expressed
as follows:

α′
1 = 23.38γ − 0.67, (27)

α′
2 = 22.42γ − 0.19, (28)

These two equations can be also simplified as Eq. (26)
approximately, which verifies that our setting for computing
optimal α values is reasonable. With Eq. (26), we can easily
locate controversial pixels for different payloads.

C. Selection of Basic Steganographic Methods for CPP

In Sec. VII-A, we mentioned that an important condition in
our proposed CPP rule is that several adaptive steganographic
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TABLE VI

COMPARISONS AMONG ORIGINAL UNIWARD, BIAS_UNI, UM_UNI AND HILL, BIAS_HILL UM_HILL

methods exist with comparable security performances. This
is the essential principle for selecting candidate algorithms
for the CPP rule: basic methods have comparable security
performances. In theory, any pair of steganographic methods
can be used in the CPP rule as basic functions as long as
they have similar security performances. Some off-the-shelf
methods can be used as the basic distortion functions of
CPP rule.

UNIWARD and WOW are the best examples for the
CPP rule. Since they define distortion functions in really
similar way, the security performances under the detection of
SRM of these two methods are extremely close to each other
on BOSSbase ver.1.01. This group of algorithms was used first
in the following experiments.

HILL and MiPOD comprise another pair of examples in
the following experiments. HILL is an adaptive algorithm
which utilizes the CS rule to define costs, while MiPOD is
an entirely model-driven scheme that also considers the
CS rule. HILL achieves a higher level of security than MiPOD
under the detection of SRM while MiPOD performs better than
HILL under the selection-channel-aware steganalytic feature
maxSRMd2. The pair of above-mentioned methods are not as
similar as UNIWARD and WOW, but they are currently the
most effective steganographic methods; thus we use them to
prove the effectiveness of our CPP rule.

For further verification, we try to add the number of basic
methods in the CPP rule. Recently, a new idea has been
proposed in [16], in which game theory has been taken into
consideration for designing distortion function. The main idea
espoused in [16] is use of an existing adaptive steganographic
method to define a basic distortion function, and then to
define a bias function in the framework of game theory to
adjust the distribution of modification probabilities. In this
paper, we use UNIWARD and HILL, respectively, to define the
basic distortion function and then reproduce the experiments
as detailed in [16]. We find that the security of the method
generated from UNIWARD is quite close to the original
UNIWARD under the detection of maxSRMd2, as is that using
HILL. This result indicates that the new method described
in [16] can be adopted by the CPP rule as a basic method.
Since the bias function is important in this method, we name
the new distortion functions BIAS _UNI and BIAS_HILL.

To create another approximative basic distortion function
for the CPP rule, we continue to make a few adjustments
to original UNIWARD and HILL. Chen et al. proposed a
method in [17], the main idea of which is doing preprocessing
on a cover image using the technique of unsharp masking

which can slightly change the textural features of cover
images. After the preprocessing, we can redefine distortions
on the new cover with UNIWARD or HILL, and thus obtain
different distortion functions that are denoted UM_UNI and
UM_HILL, respectively. We list some statistical data of mod-
ification probabilities in Table VI to show the nuances among
original UNIWARD, BIAS_UNI, and UM_UNI, and among
original HILL, BIAS_HILL, and UM_HILL. The sharpening
parameter for UM_UNI and UM_HILL is 0.8. The security
performances under maxSRMd2 are also listed, and the tested
payloads range from 0.1bpp to 0.5bpp.

The three leftmost columns list statistical data for the
modification probabilities of the entire cover image, including
the maximum, the interquartile range, and the variance. The
five rightmost columns are the testing errors and standard devi-
ations resisting maxSRMd2 from 0.1bpp to 0.5bpp. Obviously,
the three methods related to UNIWARD are quite different
from each other, even though they have similar security
performances. Those three methods related to HILL are in the
same situation. Thus, we use these two groups of algorithms
as another two examples for the CPP rule.

D. Security Performances on BOSSbase ver.1.01

In this subsection, we conduct several steganalysis exper-
iments to verify that our proposed CPP-based scheme out-
performs other methods. The first pair of examples for
the CPP is based on UNIWARD and WOW, and denoted
C P P(U N I, W OW ). Since UNIWARD and WOW are only
close to each other under the detection of SRM, the ste-
ganalytic feature used to test C P P(U N I, W OW ) is SRM.
The second group of experiments for the CPP is based on
HILL and MiPOD, and denoted C P P(H I L L, Mi P O D).
As mentioned above, HILL achieves a higher level of security
than MiPOD under the detection of SRM while MiPOD
performs better than HILL under maxSRMd2, thus we use
SRM and maxSRMd2 as steganalytic features to execute
detections on C P P(H I L L, Mi P O D).

The third group of examples can be divided into
two parts. One includes three comparable methods,
UNIWARD, BIAS_UNI and UM_UNI, and is denoted
C P P(U N I_derived). The other includes HILL, BIAS_HILL
and UM_HILL, and is denoted as C P P(H I L L_derived).
MaxSRMd2 is used for detection here, and both of the two
parts exactly meet the basic condition of the CPP rule. The
results with optimal embedding simulator and ensemble
classifier are shown in Fig. 7. All numerical values of testing
errors and standard deviations are listed in Table VII.
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TABLE VII

NUMERICAL VALUES OF TESTING ERROR AND STANDARD DEVIATION FOR FIG. 7, FIG. 9 AND FIG. 10

Fig. 6. Steganalytic performance of C P P(U N I, W OW ) under SRM.

In Fig. 6, C P P(U N I, W OW ) always has a higher level
of security than UNIWARD and WOW for various payloads.
In Fig. 7(a) and Fig. 7(b), the CPP based scheme also improves
the level of security for HILL and MiPOD under both SRM
and maxSRMd2. It is worth mentioning that the promotion
in Fig. 7(a) for C P P(H I L L, Mi P O D) under SRM is not
as conspicuous as it is in C P P(U N I, W OW ), which might
because the performances of HILL and MiPOD under SRM
are not very close to each other, as UNIWARD and WOW are,
and this divergence probably is a disadvantage in the CPP rule.
The obvious promotions in Fig. 7(c) and Fig. 7(d) indicate that
the CPP rule can be suitable for the case of three or more
basic distortion functions. In addition, the security perfor-
mance of C P P(H I L L_derived) is much better than that
of C P P(U N I_derived), which is due to the fact that the
basic methods in C P P(H I L L_derived) are related to HILL,
and it outperforms UNIWARD in C P P(U N I_derived) on
BOSSbase ver.1.01. The results of Fig. 7(c) and Fig. 7(d)
show us that, theoretically, if we use higher-security methods
as basic distortion functions, we can obtain better-performing
steganographic algorithms with the CPP rule.

The statistical significance of the improved performance
can be verified by hypothesis testing. The numerical results
in Table VII indicate that the improvements of CPP-based
methods are significant, where we use the testing errors of

TABLE VIII

TEST STATISTIC VALUES AND QUANTILES FOR HYPOTHESIS TESTING

C P P(H I L L, Mi P O D) and MiPOD under maxSRMd2 as
examples.

In cross-validation, testing errors are not independent
because of the overlap of samples in different fold. To take
account of non-independence, Dietterich defined a “5×2-fold
cross-validated paired t test” [29], which defines a statistic
value t that has an approximately t distribution with 5 degrees
of freedom in the null hypothesis. Here, the hypotheses are:

H0 : μ1 = μ2; H1 : μ1 > μ2.

in which μ1 and μ2 are the mean values of testing errors of
C P P(H I L L, Mi P O D) and MiPOD, μ1 = μ2 represents that
there is no significant differences between them.

We choose a significance level of α = 0.05. The test statistic
values t and quantiles t0.025(5) are listed in Table VIII.

In Table VIII, the test statistic t values are always larger
than the corresponding quantile t0.025(5), which implies the
promotions are significant, i.e. more than random chance. With
the same method for the other groups of experiments, we have
verified that the improvements of our proposed CPP-based
schemes also have statistical significance.

E. Further Study of Fusing Rules

In Secs III and VI, we summarized the CS rule, the SMD
rule and the CPP rule for promoting the security of adap-
tive steganography. These rules are independent of each
other in the framework of minimal-distortion steganography.
Some state-of-the-art steganographic methods combine several
rules to promote steganographic security level. For example,
CMD [18] combines the CS rule and the SMD rule by using
HILL [11] as basic distortion function and then clusters the
modification direction. In this subsection, we try to fuse our



2664 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 12, NO. 11, NOVEMBER 2017

Fig. 7. Steganalytic performance of three groups of examples for CPP rule. Testing errors are obtained by steganalysis under SRM/maxSRMd2 and
ensemble classifier. (a) C P P(H I L L , Mi P O D) under SRM. (b) C P P(H I L L , Mi P O D) under maxSRMd2. (c) C P P(U N I_derived) under maxSRMd2.
(d) C P P(H I L L_derived) under maxSRMd2.

Fig. 8. Illustration of controversial pixels’ block.

proposed CPP rule with CS rule and the SMD rule to obtain
better performance [19].

In our proposed CPP rule, the probability variance (PV)
plays an important role. To apply the CS rule, we should make
a few adjustments. Instead of spreading cost to neighboring
pixels, we spread the PVs of controversial pixels since PVs
are strongly correlated with costs in the CPP rule.

Suppose that pixel a in Fig. 8 is a controversial one and
its PV is v ′

a . To smooth costs, we spread pixel a’s PV to its
neighbor and set

v ′′
a = v ′′

b = v ′′
c = v ′′

d = v ′
a . (29)

To keep the total amounts of controversial pixels invariant,
we first reduce the new controversial threshold α′ = α/4,
and then generate new controversial pixels from the α

4 %

of N pixels according to the v ′′
i value in Eq. (29).

This step can make the controversial pixels more con-
vergent and achieve the combination of the CS rule
and CPP rule. We use C P P(H I L L, Mi P O D) and
C P P(H I L L_derived) as examples, both methods are
better-performing among the four CPP-based methods from
the first group, C P P(U N I, W OW ), to the fourth group
C P P(H I L L_derived). We use them to test the security
performance of combing the CS rule and CPP rule. The secu-
rity curve and corresponding numerical values are presented
in Fig. 9 and Table VII.

The SMD rule can be easily used after the CS rule and CPP
rule. We just need to modify the pixels in a synchronizing
direction according to the well-defined distortions by using
previous rules. In this paper, we use C P P(H I L L, Mi P O D)
in Fig. 10 as an example because C P P(H I L L, Mi P O D)
has the best security performance among all four groups
of examples for the CPP rule. Fig. 10(a) shows the pro-
motion in security performance obtain by combining three
rules compared to using a single CPP rule. Fig. 10(b) com-
pares our scheme and two of the current best-performing
schemes.

The promotions in security performance achieved by fusing
several rules is significant, and thus we can choose different
rules to generate a fusion scheme for designing distortion
functions according to the security requirements.
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Fig. 9. Promotion of security performance after fusing the CS rule and CPP rule under the detection of maxSRM. (a) C P P(H I L L , Mi P O D) and
C S − C P P(H I L L , Mi P O D). (b) C P P(H I L L_derived) and C S − C P P(H I L L_derived).

Fig. 10. Promotion of security performance after fusing the SMD rule and CPP rule under the detection of maxSRMd2. (a) C P P(H I L L , Mi P O D) and
SM D − C S − C P P(H I L L , Mi P O D). (b) SM D − H I L L , SM D − Mi P O D and SM D − C S − C P P(H I L L , Mi P O D).

TABLE IX

NUMERICAL VALUES OF TESTING ERROR AND STANDARD DEVIATION ON BOSSbaseC AND BOSSbaseJ85

F. Performances on Other Datasets
In this subsection, we execute the CPP based scheme on

BOSSbaseC and BOSSbaseJ85 [27]. BOSSbaseC is obtained
from BOSSbase RAW by centrally cropping its images
to a size of 512×512. Images from this source are less
textured but do contain acquisition noise. BOSSbaseJ85 is
obtained from BOSSbase ver.1.01 by JPEG compression to
quality level 85. The low-pass character of JPEG compres-
sion makes the images of BOSSbaseJ85 less textured and
much less noisy. Because of the changes of textural features,
the security performances for state-of-the-art steganography

have changed. On BOSSbaseC, the relationship of security
levels under maxSRMd2 is: UNIWARD ≈ MiPOD > HILL >
WOW, where UNIWARD and MiPOD become compara-
ble. On BOSSbaseJ85, the same relationship is: WOW >
UNIWARD ≈ HILL > MiPOD, where UNIWARD and HILL
comprise the comparable pair.

To implement the CPP rule, we first select candidate algo-
rithms. As mentioned above, a principle for selecting candidate
algorithms for the CPP rule is that candidate algorithms
should have comparable security performances, which is also
influenced by the cover database. In practice, the sender can
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select candidate algorithms according to his/her cover database
and design a new distortion function with the CPP rule.
Note that the sender does not need to share the distortion
function with the recipient owing to the advantage afforded
by STC. Therefore, when applying the CPP rule, we pair
UNIWARD with MiPOD on BOSSbaseC and pair HILL and
UNIWARD on BOSSbaseJ85.

On the other hand, the steganalysts usually cannot have the
same database as the steganographers to train classifiers which
will significantly reduce the accuracy of the steganalysis due
to the cover-source mismatch. However, to strictly test the
security of CPP based scheme, we use the same databases as
the steganographer to train classifiers. The numerical results
presented in Table IX show that the CPP rule provides a pro-
motion in steganographic security performance. Furthermore,
C P P(U N I, H I L L) achieves a larger promotion compared
to C P P(H I L L, Mi P O D) on BOSSbaseJ85, which again
verifies that using comparable basic methods for the CPP rule
is important. This conclusion is also reflected in the results
of C P P(U N I, Mi P O D) and C P P(H I L L, Mi P O D) on
BOSSbaseC.

IX. CONCLUSION

The most effective model for adaptive steganography is
embedding messages while minimizing a carefully defined
distortion function. In this paper, we summarized the previous
rules for adaptive steganography and proposed the controver-
sial pixels prior (CPP) rule to generate a new steganographic
distortion function by combining pairs or groups of previous
methods that have comparable performances. Experiments
show that the CPP rule can improve the security of the state-
of-the-art steganographic algorithms.

The CPP rule considers a combination of several existing
methods instead of remaining fixed on a single method.
An essential principle in selecting candidate algorithms for
the CPP rule is that basic methods have comparable security
performances. In addition, the CPP rule provides a novel tool
for designing steganographic schemes. In previous studies,
it was thought to make sense only when a new method was
found that outperformed the state-of-the-art ones. Now, it also
makes sense if proposed method is comparable with previous
ones, because we can promote the comparable performances
with the help of the CPP rule. This is the most important
contribution of our work.

In the present paper, we use the CPP rule to improve
steganography in spatial images with additive distortion for
±1 embedding. In our future work, applying the CPP rule
to other covers such as JPEG image, videos, and text, is an
interesting direction.
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