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Abstract—We investigate a decentralized patrolling problem for dynamic environments where information is distributed alongside threats. In this problem, agents obtain information at a location, but may suffer attacks from the threat at that location. In a decentralized fashion, each agent patrols in a designated area of the environment and interacts with a limited number of agents. Therefore, the goal of these agents is to coordinate to gather as much information as possible while limiting the damage incurred. Hence, we model this class of problem as a transition-decoupled partially observable Markov decision process with health constraints. Furthermore, we propose scalable decentralized online algorithms based on Monte Carlo tree search and a factored belief vector. We empirically evaluate our algorithms on decentralized patrolling problems and benchmark them against the state-of-the-art online planning solver. The results show that our approach outperforms the state-of-the-art by more than 56% for six agents patrolling problems and can scale up to 24 agents in reasonable time.

Index Terms—Decentralized patrolling, multiagent systems, planning under uncertainty and constraints, transition-dependent partially observable Markov decision process (TD-POMDP).

I. INTRODUCTION

MULTIPLE unmanned aerial vehicles (UAVs) are increasingly being used to carry out situational awareness tasks in the aftermath of major disasters [1]–[5], such as the Haiti earthquake of 2010 and typhoon Haiyan in 2013. In a disaster response system [6], satellite imagery and crowdsourced reports from members of the public can be provided as low quality a priori information about the situation.

Given this, emergency response agencies determine a set of specific locations where further information is needed or where should be continuously monitored. UAVs are then deployed to gather recent and high quality information at the designated locations as quickly as possible in order to support an ongoing operation. However, such patrolling problems are often liable to a high degree of dynamism (e.g., fires may spread, wind direction may change) and uncertainty (e.g., it may not be possible to completely observe the causes of fires or locations of casualties may not be exactly known), and may also contain a number of hazards or threats for the UAVs (e.g., UAVs may fly close to buildings on fire or debris may fall on the UAVs). Hence, the key challenges in such patrolling problems are twofold. First, the UAVs cannot cover the entire area at all times, so the dynamics and uncertainty of the monitored phenomena need to be identified to predict the parts of environmental conditions that cannot be sensed directly. Second, the UAVs must coordinate their behaviors in order to collect the most informative measurements as accurately as possible while limiting the damage to the UAVs caused by threats. The work in [7] has considered these challenges and proposed a centralized approach for multiagent patrolling. However, this centralized fashion may not be desirable in disaster response situations because it creates a single point of failure, thereby increasing the vulnerability of the information stream.

In this paper, we focus on decentralized patrolling problems where each agent has its own patrolling area and each area may overlap with some others. Disaster responders typically choose to deploy in such ways to minimize the risk of collisions and to satisfy air traffic regulations. Given this feature, we show that agents only have to interact with small subsets of the other agents to achieve global welfare, demonstrating sparse interactions (i.e., each agent has limited interactions with a small number of neighbors). The coordination of multiple agents with sparse interactions is typically addressed as a distributed constraint optimization problem (DCOP) [8]. In particular, as an approximation approach, the max-sum algorithm [9] has shown to be effective and efficient for solving large DCOPs.

However, on its own, max-sum does not cater for the uncertainty underlying the operation of UAVs. In turn, decentralized partially observable Markov decision process (Dec-POMDP) [10] offers a framework for sequential multiagent decision-making under uncertainty, which also characterizes incomplete or partial observations of the environment and other agents due to limited or no communication.

However, the high complexity makes the scalability of Dec-POMDPs limited [10] (see Section II-B for more details). Moreover, there is relatively little research on constrained Dec-POMDP [11], capturing situations where there is one criterion (reward) to be maximized while keeping other criteria (costs) below the prescribed thresholds during the process.

Against this background, we propose a new model for decentralized patrolling under uncertainty and threats and develop a novel algorithm to solve this model. In more detail, we first represent the patrolling problem with a graph, where the information and the threat at each location (vertex) are independently modeled as multistate Markov chains (which captures the nonstationary\(^1\) feature), whose states are not observed until the location is visited by an agent (which captures the partially observable\(^2\) feature). Then, we cast the planning problem as a constrained Dec-POMDP and solve it with an efficient online algorithm.\(^3\)

Given this, we first propose transition-decoupled POMDP with health constraints (TD-POMDP-HCs), our decentralized formulation of multiagent patrolling under health constraints in nonstationary environments, which is a special case of constrained Dec-POMDP. We then design scalable online algorithms that incorporate Monte Carlo tree search (MCTS) [12] and the max-sum algorithm [13] to exploit sparse agent interactions. In more detail, this paper advances the state-of-the-art in the following ways.

1) We propose the first formal model for decentralized patrolling under uncertainty and threats. Our formulation not only captures the partially observable and nonstationary features of the dynamic environment and the health status of the patrolling agents, but also explicitly accounts for the fashion of decentralized patrolling.

2) We design scalable decentralized online algorithms based on MCTS and max-sum to solve TD-POMDPs. The novelty of this approach lies in the design that each agent constructs a look-ahead tree and these agents expand and update their own trees in a decentralized manner by passing messages to each other.

3) We empirically evaluate our algorithms in simulations and show that they outperform the benchmark by more than 56% for six agents patrolling problems and can scale up to 24 agents in reasonable time.

The rest of this paper is structured as follows. First, we present the background and the related work in Section II and introduce the process of situational awareness in disaster response in Section III. We then define the model of the patrolling problem in Section IV and formulate the decision-making problem as a TD-POMDP-HC in Section V. Next, Section VI describes the decentralized online planning algorithm. Given this, we discuss the variations of our model and algorithm in Section VII and evaluate these approaches in Section VIII. Finally, we conclude this paper in Section IX.

II. BACKGROUND AND RELATED WORK

In this section, we first review the literature on multi-UAV patrolling. Then, we present the background on the TD-POMDP model and other similar frameworks. Furthermore, we describe the MCTS approach to solving POMDPs that we reuse later.

A. Multi-UAV Patrolling

A number of coordination algorithms have been developed for UAVs to continuously collect and provide up-to-date situational awareness [3], [14], [15]. Given dynamic environments, previous works [3], [14] consider fully observable (agents can directly observe the underlying state of the environment) stationary models (the joint state distribution does not change over time). A partially observable nonstationary model has been proposed by Ny et al. [15], where an agent can only perceive the exact state at its current position. However, these approaches do not consider the health status of agents and the damage that agents may suffer while patrolling.

The work in [7] has considered a general problem of multiagent patrolling under threats, whose method runs in a centralized fashion. It is worth noting that our formulation mainly extends [7] to decentralized patrolling and casts the problem as a TD-POMDP-HC, which is a special case of constrained Dec-POMDP. Compared with the centralized approach in [7], there is no central point of failure and no communication bottleneck in our decentralized patrolling. However, to the best of our knowledge, developing scalable approaches to solve Dec-POMDPs is still an open problem. Fortunately, models of Dec-POMDPs with sparse interactions have been shown to be more scalable than general Dec-POMDPs and our problem has the nature of sparse interaction. We next review the models of Dec-POMDPs with sparse interactions.

B. Transition-Decoupled POMDPs

Dec-POMDP is a natural extension of Markov decision process (MDP) and partially observable MDP (POMDP) to cooperative multiagent settings. While several approaches have been proposed on the scalability of solvers for POMDPs [16]–[18], the computational complexity of solving a Dec-POMDP is significantly higher than that of a POMDP (NEXP-complete [10] versus PSPACE-complete [19]). However, many practical applications suggest that agents have sparse interactions, which show better scalability while preserving optimality. For example, several models have been proposed to capture the sparsity of interactions. Transition-independent reward-dependent models have been developed for transition-independent DEC-MDP [20] and network distributed POMDPs [21], where agents only influence one another through their reward functions. Transition-decoupled POMDPs (TD-POMDPs) model the problems with weakly-coupled transition-dependent agents [22].
TD-POMDPs provide a more natural representation of interactions. However, current approaches for Dec-POMDPs with sparse interactions generate solutions in an offline fashion and no algorithms consider constrained problems. Therefore, we consider the patrolling problems with sparse interactions represented as TD-POMDPs with constraints and consider online methods using a simulator. We next review how MCTS solves general POMDPs in an online fashion.

C. Monte Carlo Tree Search for POMDPs

We design MCTS-based online algorithms in this paper as MCTS has been shown to outperform other planning approaches in many challenging problems [23]. In particular, partially-observable Monte Carlo planning (POMCP) [12], an MCTS-based algorithm, has been successfully applied for single-agent online planning in large POMDPs. POMCP runs by repeatedly performing simulation trials originating from the current belief to incrementally build a look-ahead tree. An unweighted particle filter is used to approximate the belief state. Simulations are performed by using the partially observable upper confidence bounds for trees algorithm [12]. For every history h (history of actions and observations) encountered during a simulation, actions are selected to maximize the upper confidence bounds. Moreover, POMCP has been shown to perform well in large domains with a limited number of simulations and its convergence is satisfied as long as the samples are drawn from the true belief state [12]. In addition, POMCP has been extended by [24] in order to solve multi-agent POMDPs (MPOMDPs), which assume all agents fully communicate with each other to share their view of the world. Instead, our problem only allows the agents to communicate with their adjacent neighbors.

III. Situational Awareness in Disaster Response

This section introduces the process of situational awareness in disaster response. In particular, we explain the process of using a priori information to generate a set of targets for UAVs to patrol.

As introduced in [6], emergency response agencies are typically hierarchical, military-style organizations that employ the observe-orientate-decide-act framework [25], [26], which is a well established information gathering and decision making process for deployments in dynamic environments. The main objectives of the response efforts are decided by decision makers at the strategic level, while the allocation of resources and tasks are decided by a command team at the tactical level.

For situational awareness in disaster response, the process of UAV mission planning (as shown in Fig. 1) is designed in collaboration with emergency responders such as Rescue Global and Hampshire County Council. First, prior information about the environment is collected from various resources, and then used to help the commanders to generate targets where more detailed information needs to be collected by UAVs. In particular, maps of roads and key amenities in the disaster area and weather reports can help the commanders to predict the operation situation of the UAVs. Moreover, crowdsourced reports are gathered from online crowdsourcing platforms such as Twitter or Ushahidi. Combined with satellite imagery, this information provides low quality a priori information. Given this, the commanders designate a set of distributed targets, then dispatch the UAVs to continuously patrol and gather recent and high quality information at these targets. Hence, this paper features the problem of how to use the limited number of UAVs to execute patrolling in the dynamic and uncertain environment where information is distributed alongside threats.

Thus, we have presented the process of situational awareness in disaster response, and illustrated the function of UAVs patrolling in this process. The following sections define and solve the patrolling problem.

IV. Patrolling Problem

This section introduces our patrolling problem by defining the physical environment and patrolling agents. In particular, we build upon the model of the patrolling environment defined in [7] and extend it by defining the decentralized interaction and cooperative performance of patrolling agents.

A. Patrolling Environment

The physical patrolling environment is defined by its spatial, temporal, and dynamic properties. In particular, in the aftermath of a disaster, a number of specific sites might need urgent attention and access to these sites may be limited to certain areas (e.g., due to trees, debris, or natural obstacles). Hence, we can capture such features in terms of paths along which agents can travel from one disaster site to another. Specifically, the spatial property of the environment is encoded by a graph, which specifies how and where agents can move.

Definition 1 (Graph): We model the environment as an undirected graph $G = (V, E)$. Spatial coordinates of the positions $V$ are embedded in Euclidean space and edges $E$ encode the possible movements between them. We denote the number of the vertices as $N$, i.e., $N = |V|$.

In disaster response, each disaster site (or target) is a vertex in the graph, and a traversable area between a pair of sites is an edge of the graph. Given the process of situational awareness that was introduced in Section III, the graph can be created by the commanders based on the prior information.

4http://www.twitter.com
5http://www.ushahidi.com
Fig. 2. Example of information and threat models at a vertex. (a) Threat model with two states (i.e., $R_1$ and $R_2$). (b) Information model with three states (i.e., $I_1$, $I_2$, and $I_3$), where the probabilities that each information/threat state changes to another over a time step are given (e.g., the probability that $R_1$ changes to $R_2$ is 0.1).

Definition 2 (Time): Time is modeled by a set of time steps $\{1, 2, \ldots, T\}$ and at each time step $t \in \{1, 2, \ldots, T\}$ the agents visit some sites in the environment.

To capture the dynamic attributes of the environment, we assume that each vertex holds two states: one for information and one for threats.

Definition 3 (Information State Variable): An information state variable $e^i_v$ indicates different levels of the information at a given vertex $v \in V$.

For example, how many people need help and what is the status of a bridge are information state variables in the disaster response scenario.

Definition 4 (Threat State Variable): A threat state variable $e^t_v$ reflects the level of damage an agent suffers when visiting a given vertex $v \in V$.

For example, the level of fire and the degree of smog are typical threat state variables in disaster response.

Definition 5 (Markov Model of Information and Threat): The two state variables at each vertex change over time according to discrete-time multistate Markov chains.

To capture the transitions of the state variables, we employ a Markov chain model. Specifically, for a Markov chain with $K$ states $S = (S_1, S_2, \ldots, S_K)$, the matrix of transition probabilities is defined as

$$P = \begin{bmatrix}
p_{11} & \cdots & p_{1K} \\
p_{21} & \cdots & p_{2K} \\
\vdots & \cdots & \vdots \\
p_{K1} & \cdots & p_{KK}
\end{bmatrix}$$

where $p_{ij}$ is the probability that threat state $S_i$ transitions to $S_j$ in one time step and $S_i, S_j \in S$. Next, we present the Markov models of information and threat. An example of the information and threat models at a vertex is shown in Fig. 2. Thus, Fig. 2(a) shows a threat model with two states (i.e., $R_1$ and $R_2$) and Fig. 2(b) shows an information model with three states (i.e., $I_1$, $I_2$, and $I_3$), where the probabilities that each information/threat state changes over a time step are given (e.g., the probability that $R_1$ changes to $R_2$ is 0.1).

The set of threat states $R^n = \{R^n_1, R^n_2, \ldots, R^n_K\}$ indicates $K^n$ threat levels of vertex $v_n \in V$. The “damage” that an agent suffers when visiting vertex $v_n$ is captured by the function $e^n_v : R^n \rightarrow \mathbb{R}^+$. The threat state at a given vertex independently evolves over time as a $K^n$-state Markov chain and the matrix of transition probabilities is $P^n$. Similarly, the set of threat states $R^n = \{R^n_1, R^n_2, \ldots, R^n_K\}$ indicates $K^n$ threat levels of vertex $v_n \in V$. The “damage” that an agent suffers when visiting vertex $v_n$ is captured by the function $e^n_v : R^n \rightarrow \mathbb{R}^+$. The threat state at a given vertex independently evolves over time as a $K^n$-state Markov chain and the matrix of transition probabilities is $P^n$.

To bootstrap the information and threat models, we rely on system operators’ understanding of the unfolding situation. Specifically, in disaster response, responders typically collect some information about the environment from various resources (such as satellite imagery, weather reports, and crowdsourced reports) before patrolling. Hence, this prior information can be used to build a statistical model of information and threats by various machine learning techniques (such as independent Bayesian classifier combination [27] and Gaussian process) [28]. Although this statistical model is only our initial guess of the true models, it is still helpful to make an initial schedule for the agents. Once more accurate information is obtained and the model is updated accordingly, our online planning method is able to adjust the agents’ patrolling schedules based on the new model. This is indeed one of the advantages of our online planning algorithm.

Having modeled the environment in which the agents operate, we next elaborate on the agents’ behaviors and goals.

B. Patrolling Agents

Patrolling agents are situated in the patrolling environment defined above.

Definition 6 (Patrolling Agent): A patrolling agent (agent for short) is a physical mobile entity capable of gathering information, and may get damaged by the threat when visiting a vertex. The set of all agents is denoted as $M = \{A_1, \ldots, A_{|M|}\}$.

Definition 7 (Patrolling Area): Each agent $A_m \in M$ has a relatively small designated patrolling area $g_m = (V_m, E_m)$, which is a subgraph of $G$. Each patrolling area overlaps with some other patrolling areas.

Two examples of the division of the patrolling areas are shown in Fig. 3.

Definition 8 (Health Budget): We define a limited health budget $\beta_m \in \mathbb{R}$ for agent $A_m \in M$ during the patrolling process lasting $T$ time steps.

The movement and visit capabilities of the agents are defined as follows.

Definition 9 (Movement): When patrolling in a graph $G$, each agent $A_m$ is positioned at a given vertex in $g_m$ at each time step $t$. Multiple agents can occupy the same vertex.

The movement of each agent is atomic, i.e., takes place within the interval between two subsequent time steps, and is constrained by $g_m$, i.e., agent $A_m$ positioned at a vertex $v_i \in V_m$ can only move to a vertex $v'_i \in \text{adj}_g(v_i)$ that is adjacent to $v_i$ in $g_m$. And we assume that $\forall v_i \in V, v_i \in \text{adj}_g(v_i)$, i.e., an agent can also...
stay at the same vertex. The speed of the agents is sufficient to reach an adjacent vertex within a single time step. 8

Definition 10 (Visit): Each agent \( A_m \) visits its current vertex \( v_m \) at each time step. On the one hand, this makes the agent aware of the current information and threat state at \( v_m \), such as \( P^i \) and \( R^j \), respectively. On the other hand, this agent obtains a reward \( f^n(f^c) \), and suffers a loss \( c(R^e) \) from its health budget \( \beta_m \). The time it takes to visit a vertex is assumed to be negligible.

As the states at each vertex change over time and agents can only access the exact states at the vertices that they visit, the patrolling environment can be considered nonstationary (i.e., joint probability distribution of its states may change when shifted in time) and partially observable.

The interaction and coordination among the agents can be described as follows.

Definition 11 (Neighbor): A neighbor of agent \( A_m \) is an agent whose patrolling area overlaps with that of \( A_m \). We denote \( M_m \subseteq M \) as the set of neighbors of agent \( A_m \) and assume that \( A_m \in M_m \).

Definition 12 (Communication): Each agent \( A_m \) can only communicate with its neighbors.

Definition 13 (Cooperative Performance): To value the cooperative performance of gathering information with different numbers of agents at the same time, we assume that there is a function \( \alpha : \{0, \ldots, |M|\} \rightarrow [0, 1] \). Then \( \alpha(n) \) denotes the amount of information that can be obtained by \( n \) agents for one time step, where these agents are visiting this location together and \( n \in \{0, \ldots, |M|\} \).

Thus, all the agents need to coordinate with each other based on their observations in order to optimize cooperative performance. Specifically, the goal of the agents is to gather as much information as possible while limiting the damage incurred within the health budget.

Given the definition of patrolling environment and patrolling agents, we summarize the patrolling problem as the following scenario. The group of patrolling agents \( M \) is gathering information over the \( N > |M| \) locations in the patrolling environment. While the agents obtain the information at a location, they may suffer attacks from the threat at that location. The information and threat at each location are independently evolving as multistate Markov chains, and the agents only know the state at the locations with certainty when some agent actually visits it. However, given the transition matrices of these Markov chains, the agents can estimate the states of the locations that are not visited by any agent at a given period. Through this model, the agents continuously select the locations to visit based on the current situation of the agents and the environment.

Having defined the patrolling problem, we now need a decentralized approach for each agent to plan its sequential patrolling actions based on the history of actions and observations of its neighbors and the model of the environment. Hence, in what follows, we propose the formulation TD-POMDP-HC for patrolling within a graph and then design algorithms to solve it.

V. TD-POMDP-HC Model

In this section, we first propose the TD-POMDP framework for multiagent patrolling without constraints. Given this, we then incorporate health constraints into the framework.

A. TD-POMDP Formulation

We now set up our problem of multiagent patrolling in a graph as a TD-POMDP \( \langle M, S, A, O, T, \Omega, r, T \rangle \) as follows.

1) \( M = \{A_1, \ldots, A_{|M|}\} \) is the set of agents. \( M_m \subseteq M \) is the set of neighbors of agent \( A_m \in M \).

2) \( S \) is the set of states, which models the positions of the agents and the information and threat states at all the vertices in the environment. There is a particular grouping of state features into local features that make up an agent’s local state. We denote \( A_m \)’s local state as \( s_m \), which is comprised of two sets: \( s_m = \langle \bar{e}_m, \bar{v}_m \rangle \). The set of uncontrollable features \( \bar{e}_m = \langle e^R_{m_1}, e^R_{m_2}, \ldots, (e^R_{m_1}, e^f_{m_2}, \ldots) \rangle \) contains the information and threat states at the vertices of the patrolling area \( g_m \) for agent \( A_m \). \( \bar{e}_m \) is not controllable by any agent, but may be observable by multiple agents. The set of local features \( \bar{v}_m \) contains the positions of agents \( M_m \). \( \bar{v}_m \) is controlled not only by agent \( A_m \), but also by the other agents in \( M_m \).

3) \( A \) is the set of joint actions. \( A = \times_{1 \leq m \leq |M|} A_m \) where \( A_m \) is the set of actions of agent \( A_m \). Each joint action \( a \) is defined by \( \langle a_1, \ldots, a_{|M|} \rangle \), where \( a_m \in A_m \). We denote \( a_{M_m} \) as the joint action of agents \( M_m \). Agent \( A_m \) selects an adjacent vertex in its patrolling area to visit or “do nothing” \( 10 \) as an action \( a_m \).

4) \( O \) is the set of joint observations. \( O = \times_{1 \leq m \leq |M|} O_m \), where \( O_m \) is the set of observations of agent \( A_m \). Each joint observation \( o \) is defined by \( \langle o_1, \ldots, o_{|M|} \rangle \).

8If the distance between two vertices is too far for the agents to reach with its maximal speed, we can simply add another vertex between them where no information needs to be collected.

9Examples for uncontrollable features of other problems include time-of-day or temperature.

10An agent can only perform the action do nothing when it is dead, which will be discussed later.
where \( o_m \in \mathcal{O}_m \). An observation of agent \( A_m \) is \( o_m \), which captures the position of \( A_m \) and the information and threat state at that position. \( o_m \) could be seen as a part of \( s'_m \).

5) \( T \) is the set of joint transition probabilities. \( T(s'|s,a) = \prod_{1 \leq m \leq |\mathcal{M}|} T_m(s'_m|s_m, a_{A_m}) \), where \( T_m(s'_m|s_m, a_{A_m}) = \mathcal{T}_m(e'_m|e_m) \mathcal{T}_m(v'_m|v_m, a_{A_m}) \) is the local transition function of \( A_m \). Based on the Markov models defined in Section IV-A, we know that \( \mathcal{T}_m(e'_m|e_m) \) follows the discrete-time Markov process. \( T_m(v'_m|v_m, a_{A_m}) = 1 \) if \( s'_m \) is the destination of the action \( a_{A_m} \), otherwise \( T_m(v'_m|v_m, a_{A_m}) = 0 \).

6) \( \Omega \) is the set of joint observation probabilities. \( \Omega(o|s,a) = \prod_{1 \leq m \leq |\mathcal{M}|} \Omega_m(o_m|s_m, a_m) \) is the probability of jointly observing \( o \) after taking joint action \( a \) in state \( s \). As an observation \( o_m \) of agent \( A_m \) is directly a part of some local states, the observation probability \( \Omega_m(o_m|s_m, a_m) = 1 \) if \( o_m \) is consistent with the corresponding part of \( s_m \) and \( \Omega_m(o_m|s_m, a_m) = 0 \) otherwise.

7) \( r : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \) is the decomposable reward function. \( r(s,a) = \sum_m r_m(s_m, a_m) \) is the reward of taking action \( a \) in state \( s \). We define \( r_m(s_m, a_m) = \alpha(n_v) n_{vi} f(e'_i) \) as the information value obtained by agent \( A_m \), where \( v_i \in s_m \) is the current position of \( A_m \) and \( n_v \) is the number of agents visiting \( v_i \) and \( \alpha(n_v) \) denotes the amount of information that can be obtained by the agents at this position. Then, we can get the reward of all agents \( r(s,a) = \sum_m r_m(s_m, a_m) = \sum_{v_i \in s_m} \alpha(n_v) f(e'_i) \), \( 11 \) which is the sum of the information values obtained by all the agents, where \( v_i \) is the set of all the current positions of all the agents.

8) \( T \) is the planning horizon.

A history \( h \) is represented as a sequence of joint actions and observations of all the agents. A solution to TD-POMDP is specified as a joint policy \( \pi = (\pi_1, \ldots, \pi_{|\mathcal{M}|}) \), where \( \pi_m \) (agent \( A_m \)'s policy) maps the joint history of agents \( \mathcal{M}_m \) to a probability distribution over the actions of agent \( A_m \). The joint policy value function \( V^\pi(h) \) is the expected reward accumulated from time \( t \) onward when following policy \( \pi \).

**Theorem 1:** The value function of our TD-POMDP can be factored as

\[
V^\pi(h) = \sum_{m=1}^{|\mathcal{M}|} V_m^\pi(h_{\mathcal{M}_m}) \tag{1}
\]

where \( \pi_{\mathcal{M}_m} \) and \( h_{\mathcal{M}_m} \) are, respectively, the joint policy and the history of agents \( \mathcal{M}_m \). \( V_m^\pi(h_{\mathcal{M}_m}) \) is the value function of agent \( A_m \), which is the expected reward accumulated from the joint history \( h_{\mathcal{M}_m} \) onward when agents \( \mathcal{M}_m \) following \( \pi_{\mathcal{M}_m} \).

**Proof:** As the definition of our TD-POMDP model is a special case of the model in [22], in our formulation, agents have local parameters [factored local state \( v_m \) and rewards \( r_m(s_m, a_m) \) for each agent \( A_m \)]. However, \( v_m \) depends on not only the actions of \( A_m \), but also the other agents' actions (movements). As described in [22], the dependency among agents is described using an influence directed acyclic graph (DAG), where each node is an agent. A parent–child relationship in this DAG implies that the child’s local states are controllable by the parent, but not vice-versa. Given its parents’ policies, an agent can compute its value function. In our representation, this translates into a value factor for each agent \( A_m \), which consists of \( A_m \) and all its ancestors in the DAG. The joint-value decomposition along value factors is straightforward. A summary of an agent’s influence on its immediate children can be compactly represented as an influence dynamic Bayesian network [22]. Thus, given a specific joint policy, the patrolling environment is redivided into nonoverlapping areas for the agents to patrol. Intuitively, \( V_m^\pi(h_{\mathcal{M}_m}) \) indicates that the accumulated utility acquired by agent \( A_m \) patrolling its area, while the total value \( V^\pi(h) \) is the sum of the utilities of all the agents patrolling these nonoverlapping areas.

**B. TD-POMDP With Health Constraints**

We define a limited health budget \( b_m \) for each agent \( A_m \in \mathcal{M} \) during the patrolling process lasting \( T \) time steps. A history \( h_{mt} \) is represented as a sequence of actions and observations of agent \( A_m \). For action \( a_m \) and observation \( o_m \), the agent \( A_m \) suffers an instantaneous damage \( c_m(o_m, a_m) = e'_i(e'_i) \), which is associated with the threat state \( e'_i \) at its position \( v_i \). We denote its remaining health budget for history \( h_{mt} \) as

\[
b_m(h_{mt}) = b_m - \sum_{k=1}^T c_m(a_{mk}, o_{mk}). \tag{2}
\]

Then, the health constraint of agent \( A_m \) needs to be incorporated when making decisions based on the history \( h_{mt} \)

\[
\text{s.t. } \mathbb{E}^\pi \left[ \sum_{k=t+1}^{T} c_m(a_{mk}, o_{mk}) \right] < b_m(h_{mt}). \tag{3}
\]

Given the above, we propose TD-POMDP-HCs which extends the TD-POMDP formulation in the following ways. First, we augment the local state of agent \( A_m \) with a set of variables \( b_m = (b_{m_1}, b_{m_2}, \ldots) \), where \( b_m \) keeps track of the remaining health budget for agent \( A_m \in \mathcal{M}_m \), \( b_{m_i} \) is initialized to the total budget \( b_m \). Then, in the transition model, when a joint action \( a_{\mathcal{M}_m} \) is taken, the damage suffered by agent \( A_m \in \mathcal{M}_m \) will be deducted from the corresponding remaining budget \( b_{m_i} \leftarrow (b_{m_i} - c_m(a_{mk}, o_{mk})) \). We then augment the action space \( \mathcal{A}_m \) of agent \( A_m \) with an action do nothing. When \( b_{m_i} \leq 0 \), agent \( A_m \) can only perform the action do nothing and is deleted from the set of agents. The remaining agents continue to patrol until the set of agents is empty or the terminal time point \( T \) is reached. We denote the set of remaining budgets of agents \( \mathcal{M}_m \) for history \( h_{\mathcal{M}_m} \) as \( \mathcal{B}(h_{\mathcal{M}_m}) \). Thus, the health budget is modeled as a local state of each agent and updated stochastically based on the threat model given the action and observation of the agent. A key goal of a constraint for our patrolling problem is to keep the expected damage below the agent’s current health budget (3). However, the expected damage and the future policy of each agent are interdependent (i.e., the expected damage depends
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11Here, the defined reward only factors the obtained information value. We will formulate the cost of threats in the health constraints of the model in Section V-B.
on the agent’s future policy and must be subject to the health constraint). Therefore, in our algorithm for TD-POMDP-HC, we use Monte Carlo simulation to generate the policies while testing the health constraints (lines 10–12 of Algorithm 1), which will be introduced in Section VI-B.

Having defined TD-POMDP-HC for multiagent patrolling under health constraints in partially observable nonstationary environment, we next propose a scalable decentralized algorithm to solve TD-POMDP-HC online.

VI. DECENTRALIZED ONLINE PLANNING

In this section, we first define a factored belief representation of the environment state and then propose the transition-decoupled factored belief based Monte Carlo online planning (TD-FMOP) algorithm to solve TD-POMDP-HC.

A. Factored Belief of Environment States

As the local state of each agent is partially observable, the belief state \( \Lambda(h_{M_{kn}}) = \{ \text{Pr}(s_{mk} | M_{kn}) \} \) for each agent \( A_m \) on joint history \( h_{M_{kn}} \) is a statistic to design an optimal policy of the TD-POMDP-HC. In particular, for local state \( s_{mk} = (\vec{e}_m, \vec{v}_m, \vec{h}_m) \), the elements of \( \vec{v}_m \) and \( \vec{h}_m \) are fully observable while the environment elements \( \vec{e}_m \) are not directly observable. We can define a direct belief representation of the environment states. In more detail, given history \( h_{M_{kn}} \), the knowledge of the internal state of \( \vec{e} \) can be summarized by the belief vector \( \Lambda_e(h) = [\lambda_1(h), \ldots, \lambda_{\text{Num}_e}(h)] \), where \( \lambda_i(h) \) is the conditional probability that the environment state \( \vec{e} \) is at the \( i \)th and \( \text{Num}_e = \prod_{n=1}^N K_{R}^{R} K_{T}^{T} \) is the number of all the environment states. However, the dimension of \( \Lambda_e(h) \) grows exponentially with the number of the vertices, which makes the TD-POMDP-HC computationally prohibitive. Fortunately, a factored belief representation of \( \vec{e}_{mk} \) has been proposed in [7] that grows linearly with the number of the vertices and reduces the memory usage dramatically.

Here, we introduce the factored belief of environment states. As the threat and information state variables at each vertex evolve independently, we can find a representation whose dimension grows linearly with \( N \). Specifically, we define a factored belief vector for each represented history \( h_{M_{kn}} \) as the conditional probability \( \Psi(h) = [\Psi_R(h), \Psi_T(h)] \), where \( \Psi_R(h) \) is defined as

\[
\Psi_R(h) = (w^R_1(h), \ldots, w^R_{N}(h))
\]

\[
\Psi_T(h) = (w^T_1(h), \ldots, w^T_{K_{R}(h)}(h))
\]

where \( w^R_{mk}(h) \) is the probability that the threat state at vertex \( v_{mk} \) is \( R_k \), and \( \Psi_R(h) \) is defined as

\[
\Psi_R(h) = (w^R_1(h), \ldots, w^R_{N}(h))
\]

\[
\Psi_T(h) = (w^T_1(h), \ldots, w^T_{K_{R}(h)}(h))
\]

where \( w^R_{mk}(h) \) is the probability that the information state at vertex \( v_{mk} \) is \( I_k \). Then, there are \( \sum_{m=1}^{N} (K_{R}^{R} + K_{T}^{T}) \) elements in each \( \Psi(h) \), which grows linearly with \( N \). It has been proved in [7] that \( \Psi(h) \) is a compact representation of \( \Lambda_e(h) \) for any \( h \) to design an optimal solution.

Initially, we have probabilistic information about the state at each of the \( N \) vertices. Then, the elements of factored belief vector \( \Psi(h) \) are updated to \( \Psi(hao) \) upon joint action \( a \) and observation \( o \) as

\[
w^R_{mk}(hao) = \begin{cases} \tilde{T}_k & \text{if } v_{mk} \in v(hao), s^T_{rk}(h) = R_k \\
w^R_{mk}(h)P_{R_k} & \text{if } v_{mk} \notin v(hao) \end{cases}
\]

\[
w^T_{mk}(hao) = \begin{cases} \tilde{T}_k & \text{if } v_{mk} \in v(hao), s^T_{rk}(h) = I_k \\
w^T_{mk}(h)P_{I_k} & \text{if } v_{mk} \notin v(hao) \end{cases}
\]

where \( \Psi hao \in V, R_k \in R_1, I_k \in I_1 \), and \( \tilde{T}_k \) is a unit vector with the \( k \)th item is 1. \( P_{R_k} \) and \( P_{I_k} \) are, respectively, the matrices of transition probabilities of the threat and information at position \( v_{mk} \). As shown in (4), the threat belief vector \( w^R_{mk}(hao) \) at one
vertex $v_{m}$ that some agent visits is updated to $\hat{T}_m$ based on the observation $R^a_m(h)$ at this vertex, while $w^a_m(hao)$ at some other vertex that no agent visit is updated by the current threat belief vectors $w^a_m(h)$ and the threat Markov model $R^a_m$ at this vertex. For $\forall v_{m} \in V$, the update of the information belief $w^I_m(hao)$ is similar to $w^a_m(h)$.

Thus, we have defined the factored belief, which is a compact belief representation for TD-POMDP-HC. Given this, we next propose the decentralized online planning algorithm.

**B. TD-FMOP Algorithm**

Using the representation of the factored belief vector of the environment and the factored value function (1), we design the TD-FMOP (see Algorithm 1) based on MCTS for multiagent online planning. The bottleneck of directly applying MCTS for multiagent problems is the fact that the number of joint actions and observations are exponential in the number of agents, which leads to a look-ahead tree with a very high branching factor. To combat this problem, we exploit the factored nature of the value function and construct a number of trees in parallel, one for each agent. In more detail, in this section, we first propose the running procedures of TD-FMOP for each agent. Then we detail the stages in which the agents have to coordinate with each other, while introducing the method that the agents using max-sum to pass messages for decentralized coordination. Given this, we discuss the convergence of TD-FMOP.

1) **TD-FMOP:** Instead of constructing a single tree during MCTS in POMCP for single-agent POMDPs [12], as shown in Fig. 4, we construct $|M|$ trees in parallel by exploiting the sparse interactions between the agents, which addresses the problem of the large number of joint actions and observations. This technique exploits the structure in multiagent problems and makes MCTS scale to larger Dec-POMDPs in terms of the number of the agents. In this section, we propose the procedures of each agent running TD-FMOP while leaving the coordination stages to be explained in Section VI-B2.

Each node in the search tree of agent $A_m$ is denoted as $T_m(h) = (\tilde{v}_m(h), \tilde{b}_m(h), \Psi_m(h), N_m(h), V_m(h))$, where $\tilde{v}_m(h)$, \tilde{b}_m(h), and $\Psi_m(h)$ are the sets of positions, the remaining health budgets, and the factored belief vector of agents $M_m$, $N_m(h)$ is the count of the node visits, and $V_m(h)$ is the value. Each node $T_m(h)$ also contains a value $V_m(h-o)$ and a visitation count $N_m(h-o)$ for each joint action $o$, and the overall count $\sum_o N_m(h-o)$.

The **SEARCH** procedure (lines 1–8) is called from the current joint history $\tilde{h}$. Since $\tilde{v}_m(h)$ and $\tilde{b}_m(h)$ are directly observable, the agent only draws a sample of the environment state $\tilde{e}_m$ from the factored belief vector $\Psi_m(h)$ for Monte Carlo simulations (line 3). For every joint history $\tilde{h}$ encountered during **SIMULATION** (lines 9–30), the algorithm checks the remaining health (lines 10–12), selects a joint action $\hat{a}$ by **COORDINATION**1 (line 13), uses the simulator $G(s_m, \hat{a}^*)$ to generate a new state $s^*_m$, an observation $\hat{o}$ and a reward $r_m$ (line 14), and updates the factored belief vector $\Psi_m(h)$ by (4) (line 21). When **SEARCH** is complete, the agent selects the action $a^*_m$ from the joint action $\hat{a}^*$ by **COORDINATION2** (line 7) to perform, and receives an observation $o_m$ from the environment.

To deal with the health constraints for TD-POMDP-HC, we use this Monte Carlo simulation to generate policies while ensuring the expected accumulated damage of each agent satisfies the health constraint of (3). In particular, each agent $A_m$ keeps track of the remaining health budget by (2). At each time step of a patrolling operation, each agent checks its health budget and informs its neighbors to delete itself from their interaction lists if its health budget has run out. Similarly, during each Monte Carlo simulation in **SEARCH** procedure in Algorithm 1, each agent keeps track of the remaining health budget by (2) (line 16). Once its health budget runs out (line 17), an agent should inform its neighbors to remove its actions from their joint actions when expanding the current node in their trees (line 19).

2) **Decentralized Coordination:** All the agents run TD-FMOP in parallel. Two stages are needed for decentralized coordination: 1) **COORDINATION**1 (line 13) is selecting actions to search/expand the trees within **SEARCH** and 2) **COORDINATION**2 (line 7) is selecting actions to perform after **SEARCH**.

For each joint history $\tilde{h}$ during a **SIMULATE**, we denote $\tilde{T}(\tilde{h}) = \{(T_1(h_{M_1}), \ldots, T_{|M|}(h_{M|M}))\}$ as the set of visiting nodes of all the $|M|$ trees. For each search/expand step in each simulation, the agents are searching/expanding their trees in parallel and actions are selected to maximize the upper confidence bounds as

$$a^* = \arg \max_a \sum_{m=1}^{|M|} U_m(h_{M_m}a_{M_m})$$

where $U_m(h_{M_m}a_{M_m}) = V_m(h_{M_m}a_{M_m}) + c/\log(N(h_{M_m}a_{M_m}))/N(h_{M_m}a_{M_m})$ and $V_m(h_{M_m}a_{M_m})$ is the value of agent $A_m$ that associated with $\tilde{h}_{M_m}$ and $a_{M_m}$.

After **SEARCH**, actions are selected by maximizing the
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15As the maximization of the local value does not guarantee a good overall performance of all agents like single-agent MCTS, a coordination approach is needed for action selections of each agent, which will be discussed later.
We next show that both (5) and (6) can be cast as DCOPs, and how we can use max-sum to solve them.

3) Action Selection: Here, we define the problem of action selection as a standard DCOP \( \langle M, \mathcal{X}, \mathcal{D}, \mathcal{V} \rangle \) (see [8] for more details of DCOPs), where \( M \) is the set of agents and \( \mathcal{X} = \{a_1, \ldots, a_{|M|}\} \) is the set of action variables, each variable \( a_m \) is controlled by exactly one agent. \( \mathcal{D} = \{A_1, \ldots, A_{|M|}\} \) is the set of variable domains, and each variable \( a_m \) selects its actions from \( A_m \). Then, \( \mathcal{V} = \{V_1, \ldots, V_{|M|}\} \) is the set of functions and we define each function \( V_m = V_m(h_{M_m} a_{M_m}) \), which is the \( m \)th item of (5) and depends on \( a_{M_m} \subseteq \{a_1, \ldots, a_{|M|}\} \). The goal of this DCOP is to find an action variable assignment that maximizes the sum of the functions. Now we have mapped this action selection problem as a DCOP. For scenarios of six agents patrolling and 12 agents patrolling illustrated in Fig. 3, the agents must coordinate their actions to maximize the gathered information in the overlapping areas. Therefore, in the formulated DCOP above, constraints connect the agents that share an overlapping area, and Fig. 5 shows the corresponding interaction graphs.

Algorithms for DCOPs have been successfully applied to numerous multiagent problems [8]. As an approximation algorithm, max-sum [9] has shown to be effective for large DCOPs, and is not exponential in the number of agents. We use max-sum for action selections by (5) and (6) of TD-FMOP. Each agent \( A_m \) is responsible for deciding the action selected by its own variable \( a_m \) and for passing messages to its neighbors. Thus, although max-sum is approximating the solution to a global optimization problem [i.e., (6)], it involves only local communication and computation. We refer the reader to Appendix to see the full details of DCOPs and how max-sum is implemented in our context.

Note that, using max-sum in Algorithm 1, each agent only has to communicate with its neighbors and the computation of its local value is only conditioned on the histories and policies of its neighbors. Given this, Algorithm 1 can operate in a decentralized manner with limited local information and rapidly converge to an approximately optimal solution, which is much more efficient and effective than full communication algorithms in [24]. In more detail, the agents need to share all of their observations for using the algorithm in [24], and in practice, these observations may contain a large amount of the sensing data. The computation of agents’ policy can only be started after receiving all of these observations, which may result in severe delay when using low bandwidth network and the algorithm in [24] then cannot be applied to online patrolling problems. However, the agents only send messages that contain limited local information using our max-sum-based algorithm. Moreover, max-sum is an anytime algorithm,\(^{17}\) which makes it more suitable for time critical applications that require good enough solutions rapidly as opposed to optimal ones that take a long time to compute. Moreover, in this decentralized approach, there is no central point of failure and no communication bottleneck for our algorithm, and the patrolling solution scales well as the number of agents increases (as we show later).

4) Convergence: Given the structure of TD-FMOP, its convergence is determined by two aspects: 1) MTCS and 2) max-sum. First, the convergence of MCTS for online planning in partially observable situations has been established in [12] that as long as the samples are drawn from the true belief state. This result can be directly extended to our model. Then, max-sum uses a factor-graph representation of the DCOP and this can generate cycles which undermine its convergence properties [30], max-sum is known to be optimal on acyclic factor graphs but provides no general guarantees on optimality when cycles exist. However, extensive empirical evidence demonstrates that this family of algorithms for DCOPs generates good approximate solutions [9], [30], [31]. To sum up, the convergence of TD-FMOP depends on the performance of max-sum and we show our algorithm can achieve good approximation in the section of experiments.

VII. VARIANTS OF TD-FMOP

Having formulated the decentralized model TD-POMDP-HC and its algorithm TD-FMOP, in this section, we propose some variations of this model and this algorithm that we use as benchmarks to compare the performance of our algorithms.

First, we propose TD-POMCP for solving a TD-POMDP-HC by extending POMCP [12] with decentralized coordination of action selections. The difference between TD-POMCP and TD-FMOP is their two ways of representing the belief state: 1) TD-POMCP uses a particle filter [12] and 2) TD-FMOP uses the factored representation. Similar to POMCP, TD-POMCP is a general algorithm for TD-POMDPs and can be applied to problems that are too large or too complex to represent its belief state.

Second, we can view the POMDP-HC as a centralized version of TD-POMDP-HC by assuming full communication across all the agents. As an MPOMDP with complete communication can be reduced to a POMDP with a single centralized controller that takes joint actions and receives

\(^{17}\)An anytime algorithm is an algorithm that can return a valid solution to a problem even if it is interrupted at any time before it ends.
joint observations [32], a POMDP-HC can be seen as an instance of constrained POMDP. Then, POMCP can be used to solve a POMDP-HC directly by considering its constraints. Furthermore, we can simplify TD-FMOP by centrally selecting an joint action of all the agents and we name this algorithm as FMOP.

Third, we propose FMOP*, an extension of FMOP which balances health considerations in the longer term against information gathering in the shorter term. FMOP defines the parameter \( \tau \) which determines the number of time steps MCTS looks ahead, while the available horizon of the remaining health budget is \( T - t \), where \( t \) is the current time. We define a heuristic budget within \( \tau \) horizon \( h_{mt} = b_{mt} \left( \tau (t)/(T - t) \right) \) for each agent when using FMOP*.

Finally, we illustrate the relations of these models and algorithms in Table 1.\(^{18}\) We empirically evaluate TD-FMOP, TD-POMCP and FMOP and benchmark them with POMCP in the next section.

### VIII. Empirical Evaluation

We consider a disaster response scenario in which an earthquake happened in a suburban area (see [6] for more details). Given the process of situational awareness that was introduced in Section III, the commanders designate a number of locations for UAVs to patrol. The UAVs then continuously fly among these locations to gather and update their specific information, which is used to assist the commanders for an allocation of the relief tasks (such as digging people out of rubble, moving water treatment units to populated areas, or extinguishing fires). To test the performance of our patrolling algorithms, we use the graphs shown in Fig. 3 that mimic typical patrolling problems in the real-world. Given this, we compare the centralized algorithm FMOP with POMCP and the decentralized algorithm TD-FMOP with TD-POMCP, respectively, where POMCP is the state-of-the-art online POMDP algorithm. For the patrolling scenarios, we define several different three-state information Markov models and two-state threat Markov models for each vertex, and attribute these models, different information and damage value functions to different vertices in the graph of each scenario. We run 100 rounds for each scenario and each algorithm, and evaluate the performance of each algorithm by the average total reward and runtime. The algorithms run on a machine with 2.6 GHz Intel dual core CPU and 1 GB RAM.

#### A. Evaluation of Factored Belief and Heuristic Budget

To empirically evaluate the performance of the factored belief, we applied POMCP, FMOP and FMOP* to a POMDP-HC of two agents patrolling on a graph of square grid with 12 vertices (3 × 4), while each agent patrols among all the vertices. FMOP can be seen as combining POMCP with the factored belief representation, while FMOP* extends FMOP with the heuristic budget. The health budgets of the two agents are 100 and 150, respectively. For this two-agent patrolling problem, there are about 5\(^2\) joint actions, 6\(^2\) observations, and approximately 6\(^12\) environment states. Agents continuously patrol for 200 time steps in the stochastically changing graph and look ahead ten time steps at each time.

The average total reward of different algorithms with different number of simulations are shown in Fig. 6 and their runtimes are presented in Table II. We first compare FMOP with POMCP. We can see that FMOP outperforms POMCP for different numbers of simulations (by 21.19% with 50 simulations and by 19.03% with 100 simulations), showing that there is some benefit to its exact belief representation. Both FMOP and POMCP are MCTS-based algorithms and their performance grows with the number of simulations. We then compare FMOP* with FMOP and POMCP. Using its health budget management heuristics in FOMP* for this 200 time step horizon problem, the agents can cover more of the environment. The results show that the performance of FMOP* with 100 simulations supersedes the performance of FMOP and POMCP regardless of the number of simulations.

#### B. Evaluation of Scalability

For TD-POMDP-HC, we empirically evaluate the efficiency and scalability of TD-FMOP, TD-POMCP and FMOP by benchmarking them with POMCP.\(^{19}\) We construct two scenarios.

1) Scenario A: As shown in Fig. 3(a), there are six agents patrolling on a graph with 12 vertices and 15 edges, in which six specific patrolling areas are designated and each agent has about two neighbors. For FMOP and POMCP, the number of joint actions and observations of the six agents are about 3\(^6\) and 6\(^6\), while for TD-FMOP

\(^{18}\)Note that, although we propose algorithms by introducing how to solve problems with health constraints, it is obvious that these algorithms can also be used to solve problems without constraints.

\(^{19}\)We assume that agents have full communication when solving TD-POMDP-HC by FMOP or POMCP.
and TD-POMCP, the number of local joint actions and observations are about $6 \times 3^3$ and $6 \times 6^2$.

2) Scenario B: As shown in Fig. 3(b), there are 12 agents patrolling on a graph with 38 vertices and 59 edges, in which 12 specific patrolling areas are designated and each agent has about three neighbors. For FMOP and POMCP, the number of joint actions and observations are about $3^{12}$ and $6^{12}$, while for TD-FMOP and TD-POMCP, the number of local joint actions and observations are about $12 \times 3^4$ and $12 \times 6^4$.

3) Scenario C: There are 24 agents patrolling on a graph with 76 vertices and 119 edges, in which 24 specific patrolling areas are designated and each agent has about three neighbors. For FMOP and POMCP, the number of joint actions and observations are about $3^{24}$ and $6^{24}$, while for TD-FMOP and TD-POMCP, the number of local joint actions and observations are about $24 \times 3^4$ and $24 \times 6^4$.

For all scenarios, agents patrol for a ten time step horizon in each graph. For scenario A, we mainly compare the performance of these four algorithms for solving this six-agent patrolling problem, and plot the average reward of different algorithms with different numbers of simulations in Fig. 7, also present their runtimes in Table III. For a specific number of simulations, the performance of distributed approaches TD-FMOP and TD-POMCP obviously exceeds FMOP and POMCP, respectively, while TD-FMOP performs best. For small numbers of simulations, TD-FMOP outperforms TD-POMCP by 46.48% in 50 simulations and by 30.24% with 100 simulations, and achieves more than 90% performance of all these algorithms in 100000 simulations. TD-FMOP outperforms POMCP by more than 58.65% because of its exact belief update.

Thus, we have empirically evaluated the effective of the factored belief and the heuristic budget by comparing the algorithms POMCP, FMOP, and FMOP*, and have shown that our TD-FMOP is scalable to large problems (i.e., 24 agents patrolling).

IX. Conclusion

In this paper, we proposed new models for decentralized patrolling under uncertainty and health constraints in partially observable nonstationary environments, the computational complexity of which is too high for state-of-the-art algorithms to solve. We then designed the online planning algorithms with distributed solutions that scale up to a large number of agents. In particular, our algorithms combine the health budget, the factored belief representation, MCTS and max-sum for online planning. Then we empirically showed that our algorithms are efficient in settings with small numbers of agents and can scale up to many agents in settings with sparse interactions.

In real-world disaster response, it is important that UAVs can continuously monitor the environment. As shown, in [5], it is now possible to engineer interfaces that will allow emergency responders, with little knowledge of the algorithmic techniques we employ, to specify tasks and problem spaces for the deployment of multiple heterogeneous UAVs in dynamic and uncertain environments. Hence, we have developed our model to cater for the requirements of the experts who manufacture and deploy UAVs in dangerous environments and who may be able to use such interfaces underpinned by solutions.
like ours. This paper is therefore one important foundational step in helping to solve some of the key challenges they face when sending expensive (human) assets to dangerous environments.

Finally, note that our formulation is a very general model for planning under uncertainty such that the solution can be applied to other domains such as exploring physical structure of crash site environment. Although we assume that the complete graph of the sites in our model is known, we do not make any assumptions about the states of the sites. However, it may be possible to use the physical features (or obstacles) in the environment as one of the state variables of each site to model them more accurately and plan for paths around them.

**APPENDIX**

**DISTRIBUTED CONSTRAINT OPTIMIZATION AND MAX-SUM ALGORITHM**

Here, we introduce the formulation of DCOPs and how max-sum can solve DCOPs in a decentralized fashion.

A standard DCOP formalization of a multiagent coordination problem is a tuple \( \langle M, X, D, V \rangle \), where \( M = \{ A_1, ..., A_M \} \) is the set of agents and \( X = \{ x_1, ..., x_M \} \) is the set of variables, each variable \( x_m \) is controlled by exactly one agent \( A_m \). The agent \( A_m \) is responsible for assigning values to the variables it owns. \( D = \{ D_1, ..., D_M \} \) is a set of discrete and finite variable domains, and each variable \( x_j \) can take values in the domain \( D_j \). Then, \( V = \{ V_1, ..., V_N \} \) is a set of functions that describe the constraints among the variables. Each function \( V_j : D_{i_1} \times \cdots \times D_{i_k} \rightarrow \mathbb{R} \cup \{-\infty\} \) depends on a set of variables \( x_j \in X \), where \( k_j = |x_j| \) is the arity of the function and \(-\infty\) is used to represent hard constraints. Each function assigns a real value to each possible assignment of the variables it depends on. The goal is then to find a variable assignment that maximizes the sum of constraints

\[
\arg \max_x \sum_i V_i(x_i).
\]

DCOPs are usually graphically represented using an interaction graph, where variables are represented as circles and an edge between two variables indicates that the two variables participate in a constraint.

Algorithms for DCOPs have been successfully applied to numerous multiagent problems [8]. As an approximation algorithm, max-sum [9] has shown to be effective for large DCOPs and we then introduce the details of max-sum.

max-sum is a specific instance of a general message passing algorithm that exploits the GDL in order to decompose a complex calculation by factorizing it (i.e., representing it as the sum or product of a number of simpler factors). To use max-sum, a DCOP needs to be encoded as a special bipartite graph, called a factor graph. A factor graph comprises two types of nodes: 1) variable nodes (usually depicted as circles) and 2) function nodes (usually depicted as squares) [14]. Undirected links connect each function to its variables. A factor graph explicitly represents the relationships among the variables and the functions nodes. Considering the situation depicted in Fig. 8 and taking agent \( A_2 \) as an example, we connect the function node representing \( V_2 \) with variable \( x_2 \) (the action of agent \( A_2 \)) and with variables \( x_1 \) and \( x_2 \) (neighbors’ actions). The overall function represented by this factor graph is given by \( V = V_1(x_1, x_2) + V_2(x_1, x_2, x_3) + V_3(x_2, x_3) \), which is the social welfare function for the system. As we can see that it can create loops in this factor graph. max-sum is known to be optimal on acyclic factor graphs but provides no general guarantees on optimality when cycles exist. However, extensive empirical evidence demonstrates that this family of algorithms generate good approximate solutions [9], [30], [31].

Notice that by using this formalization there is a clear allocation of variables and function nodes to the agents. In other words, each agent is responsible for deciding the allocation of its own variable, for receiving messages for its function and variable nodes and for updating the messages that flow out of its function and variable nodes. In this way, the agents can negotiate over the best possible actions continuously, thus being able to quickly react to possible changes in the environment. Finally, we refer the reader to [9] for more details of using max-sum.
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