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Abstract. In this chapter, we first summarize the criteria of satternet design for Bluetooth
network, and review different scatternet formation algorithms for both single-hop and multi-hop
networks. Then, we survey Bluetooth routing algorithms and review several scatternet topologies
which have self-routing properties.

Key words. Bluetooth, scatternet formation, routing, neighbor discovery

1. Introduction. Bluetooth [12] is a promising new wireless technology, which
enables portable devices to form short-range wireless ad hoc networks based on a fre-
quency hopping physical layer. Bluetooth ad-hoc networking presents some technical
challenges, such as scheduling, network forming and routing. User mobility poses
additional challenges for connection rerouting and QoS services. It has been widely
predicted that Bluetooth will be a major technology for short range wireless networks
and wireless personal area networks. This chapter deals with the problem of building
ad hoc networks using Bluetooth technology.

According to the Bluetooth standard, when two Bluetooth devices come into
each other’s communication range, one of them assumes the role of master of the
communication and the other becomes the slave. This simple one hop network is
called a piconet, and may include more slaves. The network topology resulted by the
connection of several piconets is called a scatternet (as shown in Figure 1.1). There
is no limit on the maximum number of slaves connected to one master, although the
number of active slaves at one time cannot exceed 7. If a master node has more
than 7 slaves, some slaves must be parked. To communicate with a parked slave,
a master has to unpark it, thus possibly parking another active slave instead. The
standard also allows multiple roles for the same device. A node can be the master
in one piconet and a slave in other piconets (as node a in Figure 1.1, which is the
master of piconet I and a slave of piconet II) or be slaves in multiple piconets (as
nodes b and c in Figure 1.1). A node with multiple roles acts as bridge or gateway
between the piconets to which it belongs. However, one node can be active only in
one piconet. To operate as a member of another piconet, a node has to switch to
the hopping frequency sequence of the other piconet. Since each switch causes delay
(e.g., scheduling and synchronization time), an efficient scatternet formation protocol
can be the one that minimizes the roles assigned to the nodes, without losing network
connectivity.

While several solutions and commercial products have been introduced for Blue-
tooth communication, the Bluetooth specification does not indicate any method for
scatternet formation. The problem of scatternet formation has not been dealt with
until very recently. The solutions proposed in the literature can be divided into
single-hop and multi-hop solutions. Several criteria could be set as the objectives in
forming scatternet. First of all, the formatted scatternets should keep the network
connectivity, i.e., the scatternets are connected if the original communication graph is
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Fig. 1.1. Scatternet formed by 4 piconets.

connected. Secondly, the protocol should create degree limited scatternets, to avoid
parking any slave node. Thirdly, the number of piconets should be minimized to re-
duce the inter-piconet scheduling and communication cost. Fourthly, the formation
and maintenance of scatternet should have small communication overhead. Fifthly,
the diameter of the scatternet should be small, i.e., the maximum number of hops
between any two devices must be small to provide faster routing. Sixthly, the scatter-
net formation may enable efficient self-routing algorithms in the scatternets. In this
chapter, we survey the solutions for scatternet formation and self-routing for both
single-hop and multi-hop ad hoc networks.

The rest of this chapter is organized as follows. Section 2 discusses a closely
related problem of scatternet formation: neighbor discovery in Bluetooth networks.
Section 3 surveys solutions that for generating scatternets for single-hop and mul-
tihop networks. Section 4 describes some self-routing methods for several proposed
scatternets. Finally, we conclude our chapter in Section 5.

2. Neighbor Discovery. Previous literature on scatternet formation assumed
that devices are not able to communicate unless they have previously discovered each
other by synchronizing their frequency hopping patterns. Thus, even if all nodes
are within direct communication range of each other, only those nodes, which are
synchronized with the transmitter, can hear the transmission. Synchronizing the fre-
quency hopping patterns is apparently a time consuming and pseudo-random process
[58]. Most of the scatternet formation algorithms have device discovery procedure to
learn about devices in its neighborhood. The device discovery procedure is also called
inquiry procedure in Bluetooth specifications.

Bluetooth devices use the inquiry procedure to discover nearby devices, or to be
discovered by devices in their locality. The inquiry procedure is asymmetrical. The
inquiry procedure uses a special physical channel inquiry scan channel for the inquiry
requests and responses. A Bluetooth device that tries to find other nearby devices is
known as an inquiring device and actively sends inquiry requests. It iterates (hops)
through all possible inquiry scan channel frequencies in a pseudo-random fashion,
sending an inquiry request on each frequency and listening for any response. Bluetooth
devices that are available to be found are known as discoverable devices and listen
for these inquiry requests on their inquiry scan channel and send responses to those
requests.

In [58, 9, 17, 59], the device discovery is performed as follows. Each device
alternates between inquiry mode (as the inquiring device) and inquiry scan mode (as
the discoverable device), remaining in each mode for a time selected randomly and
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uniformly in a predefined time range. Inquiry nodes select a repeated pattern of 32
frequencies in inquiry scan channel and send inquiry request on selected frequency.
Inquiry scan nodes also select a frequency at random in each frequency of the the
inquiry scan channel and listen to the requests. When two devices in opposite inquiry
modes handshake (frequency-matching), they set up a temporary piconet that lasts
only the time necessary to exchange their ID and other information necessary for
the scatternet formation. In [13], the authors conduct real-world measurements and
simulations, derive the optimal parameters for symmetric ad hoc neighbor discovery.

Recently, several methods have been proposed to improve the Bluetooth device
discovery procedure [27, 69, 15, 68, 33, 49, 60, 57]. In [27], the authors let each device
perform the device discovery protocol until it is connected with c neighbors, where c
is a constant between 5 and 7. Their experiments show that the resulting graph is
connected with high probability if the original communication graph is connected. In
[68], the authors suggest three possible changes to the Bluetooth specification: elim-
inating or decreasing the random backoff delay in INQUIRY SCAN, using a single
frequency train instead of two in INQUIRY, and a combination of the two. Their
experiments show that these methods can improve the connection setup time up to
75% without deteriorating the overall system performance. A hardware empirical
testbed is developed to verify these methods in [49]; the result suggests that a single
train with no backoff has the best performance. In [33], the authors also proposed
three methods to speed up the device discovery: half inquiry interval (HII), dual
inquiry scan (DIS), and combination of HII and DIS. The result shows a reduction
of average frequency-matching time from 23.55 seconds to 11.38 seconds. In [60], it
is pointed out that the scalability of Bluetooth inquiry procedure is not sufficient if
many devices are present. As a result of this observation, an adaptive protocol for
cooperative device discovery is proposed to allow devices to exchange their knowledge
of nearby devices, such as addresses and clocks, to reduce energy consumption and
improve scalability for environments with many devices. In [69, 15], it is suggested
to use auxiliary devices, such as IrDA interfaces or RFID transponders, to facilitate
connection setup. Recently, [57] propose a simple neighbour discovery (SND) proce-
dure instead of Bluetooth inquiry procedure for Bluetooth, which is suited to systems
where peer nodes are communicating.

3. Bluetooth Scatternet Formation. Given n nodes currently distributed in
the network, Bluetooth scatternet formation algorithms group the nodes into piconets
and join the piconets into a connected scatternet. After the neighbor discovery, the
Bluetooth devices know the information of its neighbors in the communication graph.
Here, the communication graph is a graph in which there is a link between any two
devices who are in each other’s transmission ranges. If we assume that all devices
have the same transmission ranges, the communication graph is modelled by a unit
disk graph in which there is a link between two nodes whose Euclidean distance is less
than or equal to one. Then the problem of scatternet formation becomes to construct
a connected subgraph of the unit disk graph and to select piconets (and assign master
and slave roles to nodes in each piconet) so that the resulting scatternet has some
desirable properties.

3.1. Criteria of Scatternet Design. There are various desirable properties
[63, 8, 51] for scatternets which have been used by different scatternet formation
algorithms. We summarize the criteria of scatternet design as follows:

• Guarantee of Connectivity. If the communication graph from device discovery



4 Y. WANG, W.Z. SONG AND X.Y. LI

phase is connected, the scatternet formed by scatternet formation algorithm
should also be connected. Connectivity is the most basic feature of the net-
work topology, it guarantees that there exist at least one path from one device
to any other devices.

• Single Master Role. Master node is belong to exactly one piconet, there is no
master-master bridge. This is a requirement in the Bluetooth specifications.

• Minimal Number of Roles. The standard allows multiple roles for the same
device, but one node can be active only in one piconet. To operate as a
member of another piconet, a node has to switch its hopping frequency. The
switch operation causes delays and big overheads. So an efficient scatternet
formation algorithm may minimize the number of roles assigned to each node.
Some algorithms even only allow bridges connect to at most two piconets.

• Minimal Number of Piconets. The number of piconets (i.e., the number of
nodes with master role) should be minimized to provide faster routing and
keep maintenance overhead small. Notice that the worse case we can have all
nodes as masters of their neighbors.

• Limited Piconet Size. Though each piconet can have more than eight devices,
only eight of them can be active as one master and seven slaves in the same
time, other devices are forced to be parked. In order to communicate with
all nodes, the master node need to park and unpark its slaves. This will
significantly reduce the bandwidth and throughput of the network. Therefore,
the size of piconet is expected to be limited by eight, so that the nodes can
communicate with each other without parking and unparking operations. In
other words, we hope the scatternet have node degree bounded by eight.

• Minimal Number of Master-Slave Bridge. When a device serves as a master-
slave bridges (as node a in Figure 1.1) between two piconets, if it acts as the
slave in one piconet, all the communication in the other piconet (where it
serves as the master) will be ”frozen”. This reduces the throughput of the
network. Therefore, comparing to master-slave bridges, slave-slave bridges
(as nodes b and c in Figure 1.1) are to be preferred by scatternet formation.

• Minimal Scatternet Diameter. The diameter of the resulting scatternet is the
number of hops of the longest path between any two devices in the networks.
If the diameter is bounded by f(n), then we can find a route with at most
f(n) hops for every pair of devices. For example, the diameter of dBBlue [61]
is bounded by O(log n), which means the length of route is at most O(log n)
for any pair of source and target.

• Efficient Routing. Several proposed scatternet formation algorithms [61, 64]
also enable efficient self-routing in which device does not need to maintain
routing table. Some routing protocols [14, 36] ask the topology be planar so
that they can guarantee the delivery, then planar scatternets are constructed
in [66, 40]. In addition, the scatternet should have multiple routes between
any pairs of devices to keep the routing robustness.

• Easy To Formate, Update. Due to the limited resources and high dynamics
(e.g. node leaving, node joining or node moving) of the wireless nodes, it
is preferred that the scatternet can be constructed and maintained in a dis-
tributed (or even localized) manner. Here, in localized scatternet formation,
each node makes formation decisions solely based on the local information
from its neighbors. When a node move, appear or disappear from the net-
work, the scatternet should be updated easily by scatternet maintenance (or
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self-healing) protocols.
• Resource-based Master Selection. Notice that a master need to handle and

operate all the communication with its slaves in the piconet. So it will cost
more resources in master node than in slave nodes. Therefore, scatternet
formation algorithm may consider the available resources in each node when
selecting the master node.

• QoS: Delay, Throughput and Capacity. Many algorithms [48, 47, 44, 2] also
consider the QoS criteria during the scatternet formation. For example, given
the traffic matrix of the network, find the scatternet that can minimize the
average packet delay or maximize the network capacity.

Some of these properties are contradictive and hard to achieve together, but an
efficient scatternet formation protocol can achieve most of them or at least several
of them. The solutions proposed in literature can be divided into single-hop and
multi-hop solutions.

3.2. Scatternet Formation Algorithms for Single-hop Networks. In a
single-hop ad hoc network, all wireless devices are in the radio vicinity of each other,
e.g., electronic devices in a laboratory, or laptops in a conference room. A single-hop
network can be modeled by a complete graph. In this subsection, we review several
scatternet formation algorithms for single-hop networks.

3.2.1. Central Decision Methods. Salonidis et al. [58] proposed a topology
construction algorithm based on leader election, called Bluetooth Topology Construc-
tion Protocol (BTCP). It first collects neighborhood information using an inquiry
procedure, where senders search for receivers on randomly chosen frequencies, and
the detected receivers reply after random backoff delay. Leader is elected in the first
process, one for each connected component. In the second phase, leader then collects
the information about the whole network, decides the roles for each node, and distrib-
utes back the roles to all nodes. In other words, basically, it is a centralized approach,
and the decision is made by a central super node. Thus, the solution is not scalable
(for dynamic environments where devices can join and leave after the scatternet is
formed), and not localized, the time complexity is large. Moreover, how to assign the
roles is not elaborated in [58]. They also assume up to 36 nodes in the network.

3.2.2. Tree Based Methods. Law, Mehta and Siu [38] described an random-
ized and distributed algorithm that creates connected degree bounded scatternet in
single-hop networks. Every node starts out as a leader. Each leaser flips a coin to
see whether it goes into scan or seek mode. When two leaders are connected, one
must retire and the components will be merged. The authors gave five cases to handle
the merge. The final structure is a tree like scatternet, which limits efficiency and
robustness. They proved that the algorithm achieves O(log n) time complexity and
O(n) message complexity. The scatternets formed by their protocol have the following
properties: (1) any device is a member of at most two piconets, and (2) the number of
piconets is close to be optimal. They validated the theoretical results by simulations,
which also show that the scatternets formed have O(log n) diameter.

Tan et al. [65] proposed a distributed Tree Scatternet Formation (TSF) protocol
for single-hop networks, which is similar with the multi-hop methods in [71]. TSF
connects nodes in a tree structure that simplifies packet routing and scheduling. At
any point in time, the TSF-generated scatternet is a forest consisting of connected
tree components. Every root node in one component elects a single coordinator re-
sponsible for discovering other tree scatternets. The coordinator is prefer to be leaf
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nodes, since leaf nodes are not communication bottlenecks and have more spare ca-
pacity for discovering neighboring devices. TSF allows nodes to arrive and leave at
arbitrary times, incrementally building a tree topology and healing partitions when
they occur. The extensive simulation results indicated relatively short scatternet for-
mation latency. However, TSF is not designed to minimize the number of piconets.
The simulation results suggest that each master usually has fewer than 3 slaves.

Sun, Chang and Lai [64] described a self-routing topology for single-hop Bluetooth
networks where the routing overhead is kept to a minimum. Nodes are organized and
maintained in a search tree structure, with Bluetooth ID’s as keys (these keys are
also used for routing). It requires only fix-sized message header and no routing table
at each node regardless of the size of the scatternet. These properties make the
solution scalable to deal with networks of large sizes. It relies on a sophisticated
scatternet merge procedure with significant communication overhead for creation and
maintenance.

(a) (b) (c)

Fig. 3.1. Different Scatternets: (a) BlueTree; (b) BlueRing with master-slave bridges; (c)
BlueRing with slave-slave bridges.

Notice that the tree topology suffers from a major drawback: the root is a commu-
nication bottleneck as it will be overloaded by communications between the different
parts of the tree. Figure 3.1(a) illustrates a BlueTree formed by four piconets, where
the leaves are pure slaves, the root is a master, and other nodes are master-slave
bridges.

3.2.3. Ring Based Methods. Bluerings as scatternets are proposed in [28,
42]. Ring structure for Bluetooth has simplicity, easy creation and easy routing as
advantage, but it suffers large diameter (i.e., the maximum number of hops between
any two devices can be as bad as O(n/2)) and large number of piconets. In the ring
structure from [28], each device acts as a master-slave bridge to connect itself to the
two neighbors in the ring. See Figure 3.1(b) for illustration. However, in [42], the
authors used slave-slave bridges and masters to form the ring, as in Figure 3.1(c). In
[42], they also addressed in detail the formation, routing and topology maintenance
for the ring structure. Due to the self-routing and easy to maintain, ring structure is
good for small-size or median-size scatternets.

3.2.4. Other Well-known Structures Based Methods. Barriere, Fraigni-
aud, Narajanan, and Opatrny [3] described a connected degree limited and distributed
scatternet formation solution based on projective geometry for single-hop networks.
They assume that only slave nodes can act as bridges, in other words there are only
slave-slave bridges. Figure 3.2(a) illustrates an example of the scatternet based on
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projective geometry with 36 nodes. They described procedures for adding and delet-
ing nodes from the networks and claimed that it uses O(log4 n log4 log n) messages and
O(log2 n log2 log n) time in local computation, where n is the number of nodes in the
network. The degree of the scatternet can be fixed to any q +1, where q is a power of
a prime number. The diameter of the scatternet is bounded by O(log2 n log2 log n). In
addition, the connectivity of masters is high (i.e., for any pair of master, the number
of edge-disjoint paths connecting them in the network is large than some constant).
However, in their method, every node need hold information of the projective plane
and the master node who has the ”token” needs to know the information of the pro-
jective scatternet (which label should be used for the new coming master and which
existing nodes need to be connected to it). In [3], the authors did not discuss in detail
how to compute the labels for the new master and its slaves, and what will happen
when the number of nodes reaches the number of nodes of a complete projective
scatternets.

(a) and (b)

Fig. 3.2. Different Scatternets: (a) Projective scatternet; (b) dBBlue based on de Bruijn graph.

Song et al. [61] adopted the well-known structure de Bruijn graph to form the
backbone of Bluetooth scatternet, called dBBlue, such that every master node has at
most seven slaves, every slave node is in at most two piconets, and no node assumes
both master and slave roles. Figure 3.2(b) illustrates an example of dbBlue based
on the de Bruijn graph B(2, 3). Their structure dBBlue also enjoys a nice routing
property: the diameter of the graph is O(log n), s.t., it can find a path with at most
O(log n) hops between every pair of nodes without any routing table. Moreover, the
network congestion is at most O(log n/n), assuming that a unit total traffic demand is
evenly distributed among all pair of nodes. They also proposed a vigorous method to
locally update the structure dBBlue using at most O(log n) communications when a
node joins or leaves the network. In most cases, the cost of updating the scatternet is
actually O(1) since a node can join or leave without affecting the remaining scatternet.
The number of affected nodes is always bounded from above by a constant when a
node joins or leaves the network. Their method can construct the structure dBBlue
incrementally when the nodes join the network one by one. In addition, the structure
formed by their method can sustain the faults of 2 nodes and the network is still
guaranteed to be connected. If a node detects a fault of some neighboring master
node or bridge slave node, it can dynamically re-route the packets and the path
traveled by the packet is still at most O(log n) hops. By designing a novel method
for assigning MAC addresses to nodes, dBBlue structure can enable the self-routing
even during the updating procedures when node leaves or joins the network. We will
review it in Section 4.
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Fig. 3.3. Scatternet: BlueCube.

Chang et al. [16] presented a three-stage distributed construction protocol to
automatically construct a hypercube based scatternet, called BlueCube. Figure 3.3
illustrates an example of BlueCube. The proposed protocol tackles the link construc-
tion, role assignment, scatternet formation and network management problems, to
construct efficiently a hypercube structure. The construction of the scatternet has
three phases: first form a ring scatternet, then switch roles for some nodes to reduce
the number of piconets and connect some unconnected devices, at last form the hy-
percube for all devices in the ring. The proposed protocol enables Bluetooth devices
easily to construct a routing path, tolerate faults and create disjoint paths.

3.2.5. Cluster Based Methods. Ramachandran et al. [56] proposed a two-
stage distributed O(n) randomized cluster algorithm for a n node single-hop network,
that always finds the minimum number of star-shaped clusters, which have maximum
size 8. The first stage of the algorithm is randomized, at the end of which each node
either becomes a master-designate or a slave-designate. The second stage corrects the
effect of the randomness introduced in the previous stage by using a deterministic
algorithm to decide on the final set of masters and slaves, and to efficiently assign
slaves to masters. A super-master is elected, which counts the actual number of
masters and collects information about all the nodes. The super-master can then run
any centralized algorithm to form a network of desired topology (selecting the bridges).
The election of the super-master is interleaved with the cluster formation, which
speeds up the ad hoc network formation. In [56], they also proposed a deterministic
distributed algorithm for the same model which achieves the same purpose. The basic
idea of this algorithm is that nodes discovering each other form a tree of responses,
the root of each tree being a master, all other nodes in the tree being its slaves. Each
tree form a cluster. Then the second half of the algorithm involves the election of
a super-master among the masters. They applied the same method (form a tree of
responses) among all the masters. And again the super-master will decide the final
scatternet.

3.2.6. QoS Based Methods. Baatz et al. [2] proposed a single-hop Bluetooth
scatternet formation scheme based on 1-factors which allow a maximum aggregated
throughput in the corresponding scatternet. They first elaborated on Bluetooth scat-
ternet capacity with special respect to co-channel interference. Then they introduced
a class of Bluetooth scatternet topologies (constructed from one-factorizations) with
optimal aggregated throughput that are easy to schedule in a fair manner. In other
words, the scatternet allows a maximum number of simultaneously active piconets.
As a variable number k of 1-factors may be used to build a topology, one is able
to find a tradeoff between scheduling overhead on the one hand and robustness and
average path length on the other hand. Due to the chosen construction, the 1-factors
can be computed easily for a given number of nodes and a given k (in time linear to
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the number of links). However, piconets are not degree limited in their scheme.
Miorandi and Zanella [48] investigated the impact of the master choice on the

performance of a Bluetooth piconet. They assumed the end-to-end traffic matrix of
the single-hop network is given. They proposed an optimal and a suboptimal criterion
for the choice of the master unit to minimize the average packet delay. However, the
optimization requires high computational capability. In [47], Miorandi, Trainito and
Zanella further studied the relationship between capacity and topology for Bluetooth
scatternets. They discussed how Bluetooth nodes should be organized to build up a
scatternet, where the efficiency of the resulting configuration is measured in terms of
network capacity instead of packet delay. They presented a theoretical study of intrin-
sic capacity limits of a scatternet, where the maximum throughput may be achieved
under local traffic. They first discussed some conditions to achieve efficient piconets
interconnection. Then, they investigated the performance achieved by some specific
scatternet topologies, both ”planar” and ”solid”, in case of uniform traffic matrix,
that is, assuming that every node in the network generates an equal amount of traffic
towards any other node. In [44], Marsan et al. also studied how to construct the op-
timal topology that provides full network connectivity, fulfills the traffic requirements
and the constraints posed by the system specification, and minimizes the traffic load
of the most congested node in the network, or equivalently its energy consumption.
By using a min-max formulation, they provided a solution based on integer linear
programming. Due to the problem complexity, the optimal solution is attained in a
centralized manner, which is the limitation of their method.

3.2.7. Virtual Position Based Methods. In [66], Wang et al. applied the
position-based scheme proposed by Li et al. [40] for multi-hop networks. In case of
multi-hop networks, these schemes require exact position information. Obtaining the
precise positions currently poses challenging technological tasks [31] for short range
Bluetooth devices, aimed primarily at home and office environments. However, when
the same scheme is applied to single-hop network, virtual positions (random position
selected by each node independently and without any hardware requirements) are suf-
ficient. The problem with virtual positions being applied in multi-hop networks is that
two nodes which select virtual positions that are close to each other may physically
be outside of each other’s transmission range. On the other hand, in single-hop ad
hoc networks, every node can communicate with each other directly, and the problem
in multi-hop networks does not occur. Another advantage of using virtual positions
for single-hop network is that our scatternet formation can be used for wireless nodes
in three-dimensional space (such as a building) by just generating 2-dimensional vir-
tual positions in a virtual plane. In their method [66], nodes first randomly select
their virtual positions, then based on these positions, a planar structure (minimum
spanning tree, Gabriel graph, relative neighborhood graph or Delaunay triangulation)
can be built. As in [40], then they bound the degree by applying Yao graph on the
structure, and assign the roles for the scatternet. We will review the detailed method
of [40] in Section 3.3.3.

3.2.8. Genetic Methods. Recently, Sreenivas and Ali [62] proposed an evolu-
tionary approach to scatternet construction, wherein they used a genetic algorithm to
find a global optimum: the best, or fittest, combination of masters, slaves and bridges
in a given Bluetooth network. Their solution considered only slave-slave bridges. The
algorithm executes in two phases, role determination and connection establishment.
In the first phase, the genetic algorithm selects random groups of nodes: these groups
constitute the initial population. Each group corresponds to a combination of mas-
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ters, slaves and bridge nodes. The fitness of each group of nodes is evaluated based
on the number of master nodes (or piconets), slave nodes and bridge nodes in the
network. A desirable property of scatternets is to minimize the number of masters,
maximize the number of slaves and ensure that the bridge nodes are not too few such
that bottlenecks are created. Taking this property into consideration, a fitness value
is derived for each group in the population. Then a new population will be generated
repeatedly by the genetic algorithm, until the end condition based on the universal
lower bound for the number of piconets is satisfied. They showed that their scatter-
net formation algorithm produces scatternets with certain desirable characteristics:
minimal delay to the end-users during scatternet formation (i.e. the number of gen-
erations that the genetic algorithm in first phase iterates through), minimal number
of piconets in order to reduce inter-piconet interference during communication and
bounded number of slaves to minimize the overhead associated with slave parking and
unparking operations.

3.3. Scatternet Formation Algorithms for Multi-hop Networks. In this
section we review the solutions of scatternet formation for multihop networks. In a
singlehop topology, all devices are in the radio vicinity of each other, which is not
always the case in realistic scenarios.

3.3.1. Tree Based Methods. Zaruba, Basagni and Chlamtac [71] proposed
two distributed tree-based protocols for forming connected scatternet. In both cases,
the resulting topology is termed as BlueTree. The number of roles each node can
assume is limited to two or three. The first protocol is initiated by a single node,
called the blueroot, which will be the root of the BlueTree. A rooted spanning tree
is built as follows. The root will be assigned the role of master. Every one hop
neighbor of the root will be its slave. The children of the root will be then assigned
an additional master role, and all their neighbors that are not assigned any roles
yet will become slaves of these newly created masters. This procedure is repeated
recursively till all nodes are assigned. Each node is slave for only one master, the one
that paged it first. Each internal node of the tree is a master on one piconet, and slave
of another master (its parent in the initial tree). See Figure 3.1(a) for illustration.
In order to limit the number of slaves, they [71] observed that if a node in unit disk
graph has more than five neighbors, then at least two of them must be connected.
This observation is used to re-configure the tree so that each master node has no more
than five slaves. If a master node has more than five slaves, it selects its two slaves s1

and s2 that are connected and instructs s2 to be master of s1, and then disconnects s2

from itself. Such branch reorganization is carried throughout the network. However,
whether this approach will terminate is not proved in [71]. In the second protocol
[71], several roots are initially selected. Each of them then creates its own scatternet
as in the first protocol. In the second phase, sub-tree scatternets are connected into
one scatternet spanning the entire network. Remember that the tree topology suffers
from a major drawback: the root is a communication bottleneck. In addition, dynamic
updating that preserves correct routing is not discussed in these protocols. There are
several modified versions of BlueTree, such as [26, 32], to improve the communication
overhead or increase the connectivity. Cuomo et al. [21] also proposed a tree-based
scatternet formation algorithm SHAPER for multi-hop network, which focuses on the
self-healing behavior of the tree structure: i.e., it is able to dynamically reconfigure
the scatternet after topological variations due to mobility or failure of nodes.

Guerin et al. [30] proposed depth/breath first search and MST-based scatternet
formation schemes for unit graphs in two and three dimensions. They construct a



SCATTERNET FORMATION AND SELF-ROUTING IN BLUETOOTH NETWORKS 11

tree where all nodes at one level are either masters or slaves (i.e., they construct
bipartite graphs). Their construction does not guarantee maximum degree bound
unless the structure itself provides the bound. For example, MST in two dimensions
has a maximum degree of five, but in three dimensions, some nodes can have degrees
up to 13. The schemes are also not localized.

3.3.2. Cluster Based Methods. Basagni, Petrioli and Chlamtac [53, 6] de-
scribed a multihop scatternet formation scheme based on clustering scheme [41]. The
constructed scatternet is called BlueStars. The protocol proceeds in three phases:
device discovery, partitioning of the network into piconets (stars) by clustering, and
interconnection of the piconets to connected scatternet. In the second phase, BlueS-
tars Formation, clusterhead (master role) decisions are based on node weights (instead
of node IDs, as used in [41]), that express their suitability to become masters, fol-
lowing a variant of the clustering method described in [4]. All clusterhead nodes are
declared master nodes in a piconet, with all nodes belonging to their clusters as their
slaves. Then in the third phase, BlueConstellation, some of the slaves become masters
of additional piconets, i.e. become master-slave bridges, to assure the connectivity of
the scatternet. However, piconets in the scatternet may have more than seven slaves.
This may result in performance degradation, as slaves need to be parked and unparked
in order for them to communicate with their master. A performance evaluation of the
clustering-based scatternet formation scheme [6] is given in [5, 53].

To fix the unbound slave number, Basagni, Petrioli and Chlamtac [54, 52] modified
their protocol [53, 6] and proposed a new scatternet called BlueMesh. The idea of
bounding the slave number in BlueMesh is again based on the observation (also used
in [71]) that if a node in unit disk graph has more than five neighbors then at least
two of them must be connected. Same with BlueStars, the selection of the masters
is based on the node weights. However, the selection of slaves is performed in such
a way that if a master has more than 7 neighbors, it only chooses 7 slaves among
them so that via them it can reach all the others. This phase proceeds in iterations.
Initially all nodes are undecided. Nodes that participate in a given iteration perform
the above modified clustering process (deciding the master and slave roles). In each
iteration, the decided nodes and links will be removed from the next iteration. After
the roles decided for all nodes, finally, the bridges are chosen to connect all piconets
to the connected scatternet. The selection of bridges is same as in BlueStars, bridges
are chosen so that there is an inter-piconet route between all masters that are at most
three hops away.

Variants of clustering-based scatternet formation schemes were proposed in [67,
29]. Wang, Thomas and Haas [67] proposed a scatternet formation shceme, called
Bluenet. It is a 3-phase algorithm. In the first phase, nodes enter page state ran-
domly, trying to invite less than seven neighbors to join its piconet. Once a node
becomes a slave, it will stop paging or answering pages. When phase-1 is finished,
several separate piconets are formed, and there are also some isolated nodes. In the
second phase, isolated nodes will page all of its neighbors and try to connect them
to some initial piconets built in phase-1. In last phase, master of each piconet in-
structs their slaves to set up outgoing links, so that piconets are connected to form
a scatternet. Guerin, Kim and Sarkar [29] also proposed a distributed cluster algo-
rithm for scatternet formation. Initially all nodes have unassigned states, and nodes
discover other nodes randomly. When two nodes meet for the first time and both
are unassigned, the one with the highest ID becomes master, the other becomes its
slave. When two nodes meet and one is unassigned while the other is master, the
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unassigned node become a slave of the master, if the master has less than 7 slaves.
When two nodes meet and one is unassigned while the other is slave, the unassigned
node becomes master, and the slave becomes a bridge node. When two nodes meet
and both are masters, nothing changes. When a master node meets a slave node,
the slave will join the master’s piconet, and becomes a bridge node. Both clustering
processes [67, 29] follow a random fashion. Initial connections are made by nodes
entering scan or inquiry scan phases at random. Already existing master nodes have
priority in attracting more slaves, up to the limit. After each node is assigned master
or slave role, or is unable to join any piconet or attract any neighbor as its slave
to create its own piconet, some bridge piconets are added to connect the scatternet.
However, both methods [67, 29] do not always lead to a connected structure.

3.3.3. Position Based Methods. In [40, 39], Li, Stojmenovic and Wang pro-
posed the first schemes that construct degree limited (a node has at most seven slaves)
and connected piconets in multihop networks, without parking any node. Notice that
the schemes in [54, 52] can also achieve bounded degree scatternet. Their neat scheme
does not require position information, but instead the local information is extended to
two hop information, with a two round device discovery phase for obtaining necessary
information. In Li et al.’s solution, nodes know their positions and are able to es-
tablish connections with other nodes within their transmission radius in the neighbor
discovery phase. The second phase of the proposed formation algorithm is optional,
and can be applied to construct a sparse planar geometric structure, such as Gabriel
graph (GG), relative neighborhood graph (RNG) or partial Delaunay triangulation
(PDT). Note that each node can make local decisions about each of its edges in these
graphs without any message being exchanged with any of its neighbors. Thus this
construction has basically no cost involved. In the third mandatory phase, the de-
gree of each node is limited to 7 by applying Yao structure 1, and the master-slave
relations are formed in created subgraphs. This phase follows clustering based ap-
proach, and consists of several iterations. In each iteration, undecided nodes with
higher keys than any of their undecided neighbors apply Yao structure to bound the
degree, decide master-slave relations on the remaining edges, and inform all neighbors
about either deleting edge or master-slave decision. The authors considered two ways
to decide master-slave relations: node with initially higher key is master, and cluster
based (deciding node becomes master iff it has no previously assigned slave role). In
cluster based approach, a dominating set of masters in the degree limited subgraph is
implicitly constructed, and some gateway piconets are added to preserve connectivity.
The creation and maintenance of the scatternets require small overhead in addition
to maintaining accurate location information for one-hop neighbors. The experiments
confirmed good functionality of created Bluetooth networks in addition to their fast
creation and straightforward maintenance.

Algorithm 1. Postion-based Scatternet Formation Algorithm
1. Neighbor discovery and information exchange (collecting the node degree in-

formation).
2. Planar subgraph construction (constructing RNG, GG, or PDT and degree

information exchange), if desirable.

1The Yao graph [70] is proposed by Yao to construct MST of a set of points in high dimensions
efficiently. At given node u, any k equal-separated rays originated at u define k cones. In each cone,
choose the closest node v within the transmission range of u, if there is any, and add a directed link−→uv. Ties are broken arbitrarily. The remaining edges are deleted from the graph.
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3. Bounding degree and assigning roles (consisting of several iterations).
Initially all nodes are undecided. In each iteration, if a undecided node u has
the highest degree among its all undecided neighbors, it runs the following
steps:
(a) Bound its degree (applying Yao structure).
(b) Assign role to itself (based on the information on each link or using

cluster based method).
(c) Mark itself decided, and notice the deleted edges and its status to its

undecided neighbors.
Repeat the iterations, until all nodes are decided.

Recently, Basagni et al. [10, 7] described the results of an ns2-based comparative
performance evaluation among four major solutions for forming multihop scatternet:
[40, 53, 71, 67]. They found that device discovery is the most time-consuming opera-
tion, independently of the particular protocol to which it is applied. The comparative
performance evaluation showed that due to the simplicity of its operations BlueStars
[53] is by far the fastest protocol for scatternet formation. However, BlueStars pro-
duces scatternets with an unbounded, possibly large number of slaves per piconet,
which imposes the use of potentially inefficient Bluetooth operations. They proposed
a combined solution by applying a Yao structure as described here on each piconet, to
limit the degree of each master node to seven. This is a variant of the clustering-based
scheme presented in this article, with degree limitation applied at the end instead of
during the scatternet creation process.

3.3.4. On-demand Methods. Most above scatternet formation protocols tend
to interconnect all Bluetooth devices at the initial network startup stage and maintain
all Bluetooth links thereafter. The master or bridge nodes in the resulting scatternet
may become the traffic bottleneck and reduce network throughput. To make the
scatternet structure more suitable to serve in mobile ad hoc networks, recently several
on-demand methods [43, 37, 50, 20] (to build scatternets only along the multihop
routes with traffic demands and eliminate unnecessary link and route maintenances)
are proposed.

Liu, Lee and Saadawi [43] proposed a scatternet-route structure to combine the
scatternet formation with on-demand routing, thus build scatternets only along the
multihop routes with traffic demands. This route-type scatternet is called scatternet
route. As the scatternet routes survive along with the on-going traffic flows, no un-
necessary Bluetooth link maintenance is needed. The scatternet route is designed to
have a special master-slave alternate structure to enable the devices along the route to
connect together via Bluetooth links. The formation of the scatternet route is similar
to the common on-demand routing protocols. They introduced an extended ID (EID)
connectionless broadcast scheme to expedite the route discovery and construction. To
remove the piconet switch overhead suffered by the bridge devices inside the scatter-
net route, they proposed to align the time slot of all piconets along each scatternet
route. The synchronized scatternet route is shown to reach higher network through-
put and undergo shorter data transmission delays. Finally, in order to enable fair and
efficient packet transmissions over scatternet routes, they also designed a route-based
scatternet scheduling algorithm.

Kawamoto et al. [37] proposed a Two-Phase Scatternet Formation (TPSF) pro-
tocol with the aim of supporting dynamic topology changes while maintaining a high
aggregate throughput. In the first phase, a control scatternet is constructed for con-
trol purposes (i.e., to support dynamic join/leave, route discovery, etc). After the
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control scatternet formation in the first phase, each master node maintains all the
information of its slaves and bridges nodes within its piconet and adjacent piconets.
This information is exploited during the second phase. The second phase is invoked
whenever a node needs to initiate data communications with another node. A dedi-
cated piconet/scatternet is constructed on-demand between the communicating nodes,
using any on-demand source routing protocols proposed for wireless mobile ad hoc
networks. In [37], they use the dynamic source routing (DSR) protocol [34] for route
selection. Since the on-demand scatternet can dedicate all the time slots to a single
communication session, it has the capability to provide a high throughput and a small
end-to-end data transfer delay. The on-demand scatternet is torn down when the data
transmissions are finished. The simulation results showed that the proposed TPSF
protocol achieves a higher average aggregate throughput when compared with BTCP
[58].

Pagani et al. [50] also proposed an On-Demand Bluetooth scatternet formation
algorithm (ODBT). ODBT characterizes an ad hoc infrastructure with a tree topology.
It is able to cope with topology changes due to either leaving or moving Bluetooth
devices, as well as with devices that dynamically join the scatternet. The authors
described in detail how ODBT can be implemented in the Bluetooth protocol stack,
and analyzed its performance by simulations.

3.3.5. QoS Based Methods. Marsan et al. [44] studied how to construct the
optimal topology that provides full network connectivity, fulfills the traffic require-
ments and the constraints posed by the system specification, and minimizes the traffic
load of the most congested node in the network, or equivalently its energy consump-
tion. By using a min-max formulation, they provided a centralized solution based on
integer linear programming.

Recently, Chiasserini et al. [18] extended the work in [44] and enhanced the opti-
mization problem by adding the constraints on the network capacity. As in [44], they
gave a min-max formalization of the topology formation problem. They assume that
just one route is used for each source destination pair. For each traffic source, they
took the average traffic rate as an input parameter to the problem. The min-max
problem is solved in a centralized manner due to its complexity and the large number
of parameters involved. The solution provides topologies which minimize the traffic
load of the most congested node in the network while meeting the constraints on the
scatternet formation and network capacity. By varying the maximum number of pi-
conets that can be created, they derived the performance of the attained solutions as
the requirements on the throughput and on the role played by some of the network
nodes change. The results can be used to find the optimal trade-off between system
complexity and network efficiency. However, the optimization problem requires de-
tailed system information and is not suited for a distributed implementation both for
the algorithm characteristics and for its intrinsic complexity. It can only deal with
a limited number of network nodes. Then, to overcome such a limitation, They dis-
cussed the key building blocks for a distributed solution approach to the scatternet
formation problem. They outlined two procedures to handle the insertion and the
removal of a node in/from the scatternet, in a distributed fashion. Both procedures
aim at satisfying the Bluetooth technology constraints, while providing full network
connectivity, high throughput, and reduced overhead due to control messages. Al-
though these procedures may generate sub-optimal topologies, they can be easily
implemented and are designed to deal with a large number of nodes.

Augel and Knoor [1] proposed a new approach of scatternet formation in which
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the formation is dependent on the QoS requirements of the applications. In their
solution, to avoid larger degree which may cause bad influence on throughput, nodes
with high degree stop paging and instructs a neighbor with a low degree to start
paging instead. Each device may try to influence the topology depending on the QoS
requirements. They describe a greneral scatternet formation design guidelines for QoS
applications, and they did not present any particular scatternet formation protocol.

In [45, 23, 46], the scatternet formation issue in Bluetooth was discussed, by
setting a framework for scatternet analysis based on a matrix representation, which
allows developing and applying different metrics. They identified several metrics (ca-
pacity, average load, or path length) both in a traffic independent and in a traffic
dependent context, and showed the relevant numerical results. In the traffic indepen-
dent case, the scatternet is formed without knowledge of traffic relationships among
involved devices. The scenario is described only by means of the adjacency matrix.
If traffic relationships between nodes (e.g., flows at given data rates) have to be
taken into account, they can be conveniently described by a traffic matrix. Then,
a distributed algorithm for scatternet topology optimization, Distributed Scatternet
Optimization Algorithm (DSOA), is introduced, that supports the formation of a lo-
cally optimal scatternet based on a selected metric. Numerical results obtained by
adopting this distributed approach to optimize the network topology are shown to be
close to the global optimum.

Cuomo, Melodia and Akyildiz [24, 22] extended their work and provided an
integrated approach for scatternet formation and quality-of-service support (called
SHAPER-OPT) by combining the tree-based scatternet formation algorithm SHAPER
[21] and the distributed scatternet optimization algorithm (DSOA) [45, 23, 46]. The
approach produces a meshed topology by applying DSOA on the network built by
SHAPER. Performance evaluation of the proposed algorithms, and of the accordingly
created scatternets, is carried out by using ns2 simulation. Devices are shown to be
able to join or leave the scatternet at any time, without compromising the long term
connectivity. Delay for network setup and reconfiguration in dynamic environments is
shown to be within acceptable bounds. DSOA is also shown to be easy to implement
and to improve the overall network performance.

4. Self-Routing in Bluetooth Scatternet. Routing in Bluetooth network
received little attention so far. Though considerable research has been done in the
area of routing in ad hoc networks, the direct application of this may be inefficient
to Bluetooth scatternets. Some routing schemes [11, 55, 19, 35] for scatternets have
been proposed recently.

Bhagwat and Segall [11] proposed a routing method, Routing Vector Scheme
(RVM), in Bluetooth based on a concept of route vector. In their scheme, the com-
plete path is carried in the header (i.e., source routing) and Bluetooth addresses are
expressed very efficiently. They described the protocols for on-demand route discov-
ery and packet forwarding. Their design illustrates three design compromises, namely
minimization of soft-state, protocol simplicity, and bandwidth conservation, all of
which are crucial for efficient operation over small size Bluetooth scatternets. How-
ever, due to carrying the complete path in the source routing, their scheme will lead
to a large packet overhead in large Bluetooth scatternets, particularly since Bluetooth
packets are very small.

Prabhu and Chockalingam [55] proposed a routing protocol that employs flooding
to obtain battery levels of nodes. The protocol uses the available battery power
in the Bluetooth devices as a cost metric in choosing the routes. We propose two
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techniques, namely a) battery power level based master-slave switch and b) distance
based power control, to increase the network lifetime in scatternets. The master-slave
switch technique is motivated by the fact that a piconet master has to handle the
packet transmissions to/from all its slaves, and hence may drain its battery soon. By
role switching, each device in a piconet may have to play the master role depending
on its available battery power. In the second technique, devices choose their transmit
powers based on their distances from their respective masters. Their performance
results show that a considerable gain in network lifetime can be achieved using these
two power saving techniques.

There are also some Bluetooth routing protocols by applying ad hoc routing
protocols with adjustments to fit Bluetooth own characteristics. Choon-sik Choi and
Hae-Wook Choi [19] proposed a Bluetooth routing protocol based on DSR (Dynamic
Source Routing) [34]. Kapoor and Gerla [35] presented a routing scheme for Bluetooth
scatternets based on ZRP (Zone Routing Protocol) [72] by customizing the scheme
for use in Bluetooth scatternets.

An important problem for scatternet formation algorithms is to choose the struc-
ture that also provides efficient routing on the designed scatternet, in terms of hop
count, power consumption, and delay in message delivery (the delay depends on the
amount of multiple roles performed by various nodes). Several scatternet formation
algorithms consider routing issue in design. In the following, we will review those
scatternet formation algorithms with self-routing properties.

4.1. Blue-tree Scatternet. Tree shaped scatternets are promising in terms of
minimizing the number of piconets and allowing simpler routing protocols. BlueTree
in [64] is capable of self-routing for single-hop Bluetooth networks. Nodes are orga-
nized and maintained in a search tree structure, with Bluetooth ID’s as keys (these
keys are also used for routing).

Let ADDR(x) be node x’s Bluetooth MAC address as defined in the Bluetooth
Specification. Define child(x) to be the set of children for a node x. Assuming the
ADDR has an total order, node x is before (after) node y if and only if ADDR(x) <
ADDR(y) (ADDR(x) > ADDR(y)). The min(x) and max(x) are defined to be
the smallest and the largest ADDR of the nodes in the subtree rooted at x. The
range(x) = (min(x),max(x)) is defined as the address range of nodes in the subtree
rooted at x. The dist(x, range(y)) is defined to be 0 if address of x falls in range(y),
i.e. min(y) ≤ ADDR(x) ≤ max(y). Otherwise, it is defined to be the minimum of
(|ADDR(x)−min(y)|, |ADDR(x)−max(y)|).

The Blue-tree can be implemented by maintaining the following information at
any node x:

1. An array of range for all x’s children.
2. Its own range(x) = (min(x),max(x)).

The concept of Blue-tree is the extension of the binary search tree. If we consider
the destination address as the key, then routing is just like doing a search. In message
routing, an unique ADDR is given and one is required to find the device that has this
address along the tree. If we map a Blue-tree into a scatternet, each of the internal
node is the master and its immediate children are its slaves. Based on the limit
imposed by Bluetooth piconet, the maximal number of children is 7. The second
property divides the nodes into subtrees in a special way, making the self-routing
possible. If a scatternet is a Blue-tree, as long as each node maintains the ranges of
itself and its children, routing can be done easily using the protocol similar as binary
search. Please refer to [64] for more details.
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Worth to mention that, Blue-tree scatternet relies on a sophisticated scatternet
merge procedure with significant communication overhead for creation and mainte-
nance.

4.2. BlueRing Scatternet. Bluerings as scatternets are proposed in [28, 42].
Ring structure for Bluetooth has simplicity, easy creation and easy routing as ad-
vantage. Routing on BlueRing is stateless in the sense that no routing information
needs to be kept by any host once the ring is formed. This would be facorable for
environments such as Smart Homes where computing capability is limited. In [42],
the author presented the detailed routing protocol, which supports both unicasting
and broadcasting on BlueRing. In the protocol, data packets will be routed foloowing
the direction of the BlueRing. Since a packet flowing around the ring will eventually
reach its destination piconet, no route discovery process is required. For detailed pro-
tocol, please refer to [42]. Notice, due to large diameter (i.e., the packet may reach its
destination after travelling the whole ring), ring structure is only good for small-size
or median-size scatternets.

3 4 5 6 7

13 14 15 16 17 23 24 25 2726 3736353433

1112 22

10 20 30

0

1 2

Fig. 4.1. Node labeling for the projective scatternet.

4.3. Projective Scatternet. Barriere et al. [3] also proposed a routing method
for Bluetooth scatternets formatted by their method using their specific labels. The
projective scatternet is constructed by using a basic procedure called Q-plication of
scatternet S using a base scatternet N . The complete projective scatternet consists
of many layers of scatternets. Each layer contains a finite number of scatternets, any
one is obtained by a repeated Q-plication of the last element of the preceding level
with a fixed base scatternet also taken from the preceding layer. The labeling rule of
the scatternet is as follows. The master of a piconet is labeled 0, and the slaves are
labeled arbitrarily from 1 to p − 1, where p is a integer larger than q (a power of a
prime). Figure 4.1 shows the illustration, where p = 8 and q = 1. Given the labeling
of the nodes in a scatternet S, a node x of the Q-plication of S receives as label L(x) a
pair (i, l) where i indicates the index of the copy of S where x is located, 0 ≤ i ≤ Q−1,
and l is the label of x in this copy. A node resulting from the identification of q + 1
free slaves receives a unique label (i, l) which is the smallest label among those q + 1
slaves, according to the standard lexicographic ordering of the labels. In Figure 4.1,
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the upper figure shows the labels for a piconet, which is the base scatternet. The
lower figure shows the labels for projective scatternet formed by Q-plication of the
base scatternet. For example, for the node with label 11, it is slave for both nodes
10 and 30. So its label is the smallest label between 11 (its label in the 10’s piconet)
and 31 (its label in the 30’s piconet).

Routing in the scatternet is based on following the path suggested by labels.
Routing in a complete scatternet from a node x with label akak−1 · · · a1 to a node y
with label bkbk−1 · · · b1 consists of routing from akak−1 · · · a1 to a node bkck−1 · · · c1 to
node bkbk−1dk−2 · · · d1, etc., each time matching one of the components in the label of
the destination from the left until finally reaching the node bkbk−1 · · · b1. Thus all we
have to describe is how the routing proceeds from akak−1 · · · a1 to a node bkck−1 · · · c1.
Notice that the length of the label, k, is the level number in the construction of the
scatternet. The routing algorithm works as follows. 1) Node x determines, using the
block design information, the position of a slave z in its base scatternet of level k,
that is shared by the two copies labeled by ak and bk. 2) x sends the message for y
to z within the base scatternet shared by x and z. 3) z forwards the message to y
within the subscatternet of level k − 1 recursively. For example, if we want to send a
packet from 27 to 15. First, we find the slave 12 in its base scatternet that shared by
piconets 2 and 1. Then 27 sends the message to 12 via 20 within the base scatternet
piconet 2. At last, the 12 send the message to 15 via 10 within the subscatternet of
level 0. For more detailed labeling rules and routing method, please refer to [3].

4.3.1. dBBlue Scatternet. The dBBlue [61] scatternet first builds a backbone
based on the well-known de Bruijn graph [25], then adds the remained nodes into
the network with a flexible MAC assignment scheme to enable the self-routing in
Bluetooth networks.

The de Bruijn graph, denoted by B(d, k), is a directed graph with dk nodes. As-
sume that each node is assigned a unique label of length k on the alphabet {0, · · · , d−
1}. There is an edge in B(d, k) from a node with label x1x2 · · ·xk to any node with la-
bel x2 · · ·xky, where y ∈ {0, · · · , d−1}. Figure 4.2 illustrates B(2, 3). It is well-known
that the de Bruijn graph enables self-routing intrinsically. The self-routing path from
the source with label x1x2 · · ·xk to the target with label y1y2 · · · yk is x1x2 · · ·xk

→ x2 · · ·xky1 → x3 · · ·xky1y2 → · · · → xky1 · · · yk−1 → y1 · · · yk. Observe that, we
could find a shorter route by looking for the longest sequence that is both a suffix of
x1x2 · · ·xk and a prefix of y1y2 · · · yk. Suppose that xi · · ·xk = y1 · · · yk−i+1 is such
longest sequence. The shortest path between the source and the target is x1 · · ·xk

→ x2 · · ·xkyk−i+2 → x3 · · ·xkyk−i+2yk−i+3 → · · · → xi−1 · · ·xkyk−i+2 · · · yk−1 →
y1 · · · yk. Clearly, the route between any two nodes is at most k hops, i.e., B(d, k) has
diameter k = logd n, where n = dk is the number of nodes of the graph.
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Fig. 4.2. The de Bruijn graph B(2, 3).

The classical de Bruijn graph is balanced in the sense that the labels of all nodes
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have the same length. A generalized de Bruijn graph is pseudo-balanced if the lengths
of the labels are different by at most one. In dBBlue[61], they used a pseudo-balanced
de Bruijn graph to be the backbone and handle the node leaving and joining. In a
pseudo-balanced de Bruijn graph B(2, k), each node has at most 4 out-neighbors and
2 in-neighbors. To route a packet from a node u with label x1x2 · · ·xs−1xs to another
node v with label y1y2 · · · yt−1yt, where s, t ∈ [k, k+1]. Node u will forward the packet
to its neighbor node with label x2 · · ·xs−1xs, or x2 · · ·xs−1xsy1, or x2 · · ·xs−1xsy1y2.
Notice that since the labels of the nodes are a universal prefix set, we know that
exactly one of these three labels does exist. The following nodes keep forwarding
the packet similarly until it reaches node v. Consequently, the diameter of pseudo-
balanced de Bruijn graph is still O(log n). dBBlue[61] proposes a scalable scatternet
structure based on pseudo-balanced de Bruijn graph B(2, k).

In [61], the authors presented a novel rule of assigning the MAC address in a
piconet. In the dBBlue scatternet, when we route a packet to a destination node v,
we only know the piconet ID of node v, say y1y2 · · · yk, which is same as the label
of its master node, and the MAC address, say z1z2z3, of this node in that piconet.
When some node joins or leaves the scatternet, we often have to reorganize some
piconets and thus re-assign the MACs of some nodes. The method of assigning MAC
addresses in a piconet and reorganizing the piconets guarantees that the new piconet
(even the new MAC address) can be found by a simple appending or deleting the least
significant bit, which keeps the label prefix of updating nodes unchanged so that even
the delivery of the packets on the way to those updating nodes will not be interrupted.

In a piconet, MAC 000 is always reserved by the master node. For simplicity, they
omit the MAC address of a master node hereafter while representing its label, i.e., the
master node with label x1x2 · · ·xm−1xm actually has a label (x1x2 · · ·xm−1xm, 000) if
consistent labels with slave nodes are needed. Remember that, in a pseudo-balanced
de Bruijn graph, any node has 2 in-neighbors (except 0m and 1m) and at most 4
out-neighbors, so MAC addresses 011 and 111 are always reserved for the two bridge
slaves to in-neighbors, MAC 010, 101, 001 and 110 are reserved for bridge slaves to
out-neighbors if they exist, and 100 is reserved for the 7th slave (it must be a pure
slave) if it exists. Figure 4.3 illustrates all four possibilities for the piconet MAC
address assignment according to the number of out-neighbors in scatternet backbone.
In the figure, for simplicity, we use y1y2 · · · ym−1ym(y) to denote a node with label
y1y2 · · · ym−1ym or y1y2 · · · ym−1ymy, whichever exists in the network. Notice that a
master node in the constructed scatternet based on a pseudo-balanced de Bruijn graph
B(2,m) always has two incoming neighbors. For example, a master node x1x2 · · ·xm

in level m can have incoming neighbor 0x1x2 · · ·xm−1 or 0x1x2 · · ·xm, but not both
since the de Bruijn graph is built upon a universal prefix set; similarly another in-
coming neighbor is 1x1x2 · · ·xm−1(xm). Analogously, a master node x1x2 · · ·xmxm+1

in level m + 1 has incoming neighbors 0x1x2 · · ·xm−1(xm) and 1x1x2 · · ·xm−1(xm).
On the other hand, the number of out-neighbors of a node in the pseudo-balanced de
Bruijn graph B(2,m) could be 1, 2, 3, 4. Only the node at level m could have 3 or
4 out-neighbors and only the node at level m + 1 could have 1 out-neighbor (except
nodes 0m and 1m if they exist).

Table 4.1 summarizes the rule of assigning the MAC address to the bridge slave
nodes in a piconet. Their MAC addresses can be decided uniquely according to the
label bit difference between current piconet and neighbor piconet IDs. For example, if
the master u is labeled x1x2 · · ·xs and its out-neighbor v is labeled x2 · · ·xsy1y2, then
the MAC addresses of their bridge slave is y1y2y2 assigned by u, and x111 assigned
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Fig. 4.3. MAC address assignment for a piconet.

by v. Remember that every bridge slave has one MAC address in each of the two
piconets it resides.

Table 4.1
The rule to assign MAC address to bridge slave nodes.

In-Neighbor Out-Neighbor
Node yx1 · · ·xr x2 · · ·xs x2 · · ·xsy1 x2 · · ·xsy1y2

x1 · · ·xs y11 010 y1y1y1 y1y2y2

Notice that, in bluetooth scatternet, the bridge slave nodes have two independent
piconet IDs and MAC addresses in two piconets respectively. However, since the
routing mechanism in de Bruijn is directional, only their piconet ID and MAC address
assigned by their in-master is public and meaningful for routing, saying label in the
remaining paper, and the other one is only used for inter-communication in a piconet.

The updating of scatternet due to node joining or leaving is to maintain the
pseudo-balanced de Bruijn based backbone, conforming the labelling rule as described
before. More details, please refer to [61].

5. Conclusion. In this chapter, we reviewed different scatternet formation al-
gorithms for both single-hop and multi-hop networks, and surveyed some Bluetooth
routing algorithms and several scatternet topologies which have self-routing proper-
ties.
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