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k-Anycast Game in Selfish Networks
Weizhao Wang? Xiang-Yang Li? Ophir Frieder?

Abstract— Conventionally, many network routing protocols assumed
that every network node will forward data packets for other nodes with-
out any deviation. However, this may not be true when nodes are owned by
individual users. In this paper, we propose a new routing protocol, called
k-anycast routing, that works well even network nodes are assumed to be
selfish. In our protocol, the source node will first find a tree that spansk re-
ceivers out of a set of possible receivers and pay relay nodes to compensate
their costs. We prove that every relay node will maximize its profit when it
follows the routing protocol and truthfully declares its actual cost.

I. I NTRODUCTION

Conventionally, network routing protocols assumed that each
network link/node will forward data packets without any devi-
ation. However, this may not be true when they are owned by
individual users. For example, consider a library wireless ad
hoc network where each wireless devise is owned by individual
student. The wireless devise is often powered by batteries only,
thus, it is not in the best interest of a node to forward data pack-
ets for other users. When a node refuses to relay data for other
nodes when it is supposed to do so by a prescribed routing pro-
tocol, the network performance will degrade, and the network
connectivity may be brokende facto. Thus, we need design a
routing protocol that works even when all nodes are assumed to
be selfish: it will maximize its own benefit only. In this paper,
we assume that each network link/node has aprivately known
cost of providing service for others. It will provide the service
only when it gets a payment enough to compensate its cost.

How to achieve cooperation among terminals in selfish net-
works was previously addressed in [1], [2], [3], [4], [5]. A key
idea behind these approaches is that terminals providing a ser-
vice should be remunerated, while terminals receiving a service
should be charged. Each terminal maintains a counter, called
nuglet counter, in a tamper resistant hardware module, which is
decreased when the terminal sends a packet as originator and in-
creased by one when the terminal forwards a packet. Srinivasan
et al. [6], [7] proposed several acceptance algorithms for each
wireless node to decide whether to relay data for other nodes.

Recently, incentive based methods [8], [9], [10], [11], [17]
have been proposed for routing in a non-cooperative setting.
Majority of such schemes are based on a well-known family
of VCG mechanisms (named after Vickrey [12], Clarke [13],
and Groves [14]). Each selfish node is paid a monetary value to
compensate its cost incurred by providing service to other nodes.
VCG mechanisms do have limit: they are applicable only if we
can find the optimal solution that maximizes (or minimizes) an
utilitarian objective function. For example, VCG mechanisms
cannot be used to solve the multicast problem [15] since it is
NP-hard to find the minimum cost multicast tree.

In this paper, we first propose a new routing method calledk-
anycast, which is an extension of anycast routing. Unlike mul-
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ticast, which is the communication between a single sender and
a given multiple receivers, and unicast, which is communica-
tion between a single sender and a single receiver, anycast is
a communication between a single sender and the nearest re-
ceiver among a group of receivers. Anycast could happens both
in network and application layer. One common application of
anycast is router table updating: one router initiates an update
of a router table for a group of routers by sending the data to the
nearest router. That router received the data sends the data to
its nearest router that has not received the data yet. Repeat this
process until all the routers in that group have received the data.
With the support by IPv6, anycast is expected to be deployed
more widely in the near future. Unfortunately, like unicast and
multicast, anycast has its own problem. Let us reconsider the
router table updating scenario. Remember that when a router
receives the data, it should anycast to its nearest router that has
not received the data yet. What if the router goes down or re-
boots before it sends/receives the date? Obviously, this process
will stuck which results in that part of the routers will not be
able to receive the data. Another concern about anycast is that
the updating process is serialized, which may take a long time.

Now we consider another scenario in application layer: a
group of users wants to download a movie via some Peer-to-Peer
file-sharing systems, i.e, BitTorrent. Due to the large population
of group members, every member usually retrieves the movie
from some of the members. In order to speed up the download,
the source will choose these members that are not far away. No-
tice in both applications mentioned above, the source need de-
liver the data to more than one but not all receivers. Thus, we
design a new routing method calledk-anycastto solve these
problems. We formally define thek-anycast problems as fol-
lowing: assume that there is a source nodes and a groupQ of
potential receivers, we need build a tree rooted ats that spans at
leastk nodes inQ. Herek could be any value between1 and
|Q|. If k = 1 then it is the traditional anycast problem. When
k = |Q|, it becomes the multicast problem.

Truthful incentive-based routing protocols have been pro-
posed for unicast [16], [17], [10], and for multicast [18], [15],
[19] in selfish networks. Fork-anycast problem, ifk > 1, as
we will show later, a VCG mechanism doesn’t work. We first
propose a new routing method calledk-anycast and then design
a non-VCG truthful payment scheme based on this new rout-
ing method. Notice that, in order to achieve the truthfulness,
we does have to pay a compensation to a relay node at least its
actual cost. To study how much we “overpay” relay nodes, we
conduct extensive simulations on the ratio of the total payment
node over the total costs of all relay nodes.

The rest of the paper is organized as follows. First, we in-
troduce some preliminaries and related works in Section II. We
propose a strategy-proof routing protocol fork-anycast in Sec-
tion III. Simulation results are presented in Section IV. We
conclude our paper in Section V with possible future work.
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II. PRELIMINARIES AND PRIORI ART

A. Preliminaries

In this paper, we assume the network nodes or links are selfish
and rational. Here an agent is calledselfishif it will always try to
maximize its gain; an agent is said to berational if it responds to
well-defined incentives and will deviate from the protocol only
if it improves its gain. A standard model in the literature for the
design and analysis of scenarios in which the participants are
selfish and rational is as follows.

Assume that there aren agents, which could be wireless
devices in a wireless ad hoc networks, computers in peer-to-
peer networks, or network links in networks. Each agenti, for
i ∈ {1, · · · , n}, has some private informationti, called itstype.
Here, the typeti could be its minimum cost to forward a unit
data in a network environment. Then the set ofn agents define
a type vectort = (t1, t2, · · · , tn).

A mechanism defines, for each agenti, a set of strategiesAi.
For each strategy vectora = (a1, · · · , an), i.e., agenti plays a
strategyai ∈ Ai, the mechanism computes anoutputo = O(a)
and apaymentvectorp = (p1, · · · , pn), wherepi = pi(a) is
the money given to agenti. For each possible outputo, agent
i’s preferences are given by a valuation functionvi that assigns
a real monetary numbervi(ti, o) to outputo. Then the utility of
agenti at the outcome of the game, given its preferencesti and
strategiesa selected by all agents, isui(ti, o) = vi(ti, o) + pi.

Let a−i = (a1, · · · , ai−1, ai+1, · · · , an) denote the vector of
strategies of all other agents excepti. A strategyai is called
dominant strategyif it maximizes the utility for all possible
strategies of all other agents, i.e.,

ui(ti, o(ai, b−i), pi(ai, b−i)) ≥ ui(ti, o(a′i, b−i), pi(a′i, b−i))

for all a′i 6= ai and all strategiesb−i of agents other thani.
Thus, an rational agent always tries to maximize its utilityui by
finding its dominant strategy.

In this paper, the strategy of an agent is to report its type.
A mechanism isincentive compatible(IC) if reporting its true
typeti is one of the dominant strategies. A mechanism satisfies
individual rationality or voluntary participationif the agent’s
utility of participating is not less than the utility of the agent if it
did not participate.

Arguably the most important positive result in mechanism de-
sign is what is usually called the generalized Vickrey-Clarke-
Groves (VCG) mechanism by Vickrey [12], Clarke [13], and
Groves [14]. The VCG mechanism applies to maximiza-
tion problems with autilitarian objective functiong(o, t), i.e.,
g(o, t) =

∑
i vi(ti, o). A direct revelation mechanismM =

(O(t), p(t)) belongs to the VCG family if (1) the outputO(t)
maximizes the objective functiong(o, t) =

∑
i vi(ti, o), and (2)

the payment to an agenti ispi(t) =
∑

j 6=i vj(tj , o(t))+hi(t−i).
Herehi() is an arbitrary function oft−i.

It is proved by Groves [14] that a VCG mechanism satis-
fies IC property. Green and Laffont [20] proved that, under
mild assumptions, VCG mechanisms are theonly mechanism
satisfying IC for utilitarian problems. An output function of a
VCG mechanism is required to maximize the objective func-
tion. This makes the mechanism computationally intractable in
many cases. Notice that replacing the optimal algorithm with

non-optimal approximation usually leads to untruthful mecha-
nisms if VCG payment method is used.

B. Priori Arts on Unicast Routing

Consider any communication networkG = (V, E, c), where
V = {v1, · · · , vn} is the set of communication terminals,E =
{e1, e2, · · · , em} are the set of links, andc is the cost vector of
links. Remember thatci is private to linki in selfish networks.
Given a source nodes and a destination nodevi, we want to
find the path with the minimum total cost. This path is known as
the shortest path, denoted asLCP(s, vi, d), which can be found
by Dijkstra’s Algorithm. Consider all paths from sources to
destinationvi, they can be divided into two categories: with
edgeej or not. The path having the minimum length among
paths with edgeek is denoted asLCPek

(s, vi, d); and the path
having the minimum length among these paths without edgeek

is denoted asLCP−ek
(s, vi, d). Fixed the source,for simplicity

we denote the length ofLCP(s, vi, d) asL(i, d), the length of
LCPek

(s, t, d) asLek
(i, d), and the length ofLCP−ek

(s, i, d) as
L−ek

(i, d) if no confusion is caused. In [16], Nisan and Ronen
[16] provided a polynomial-time strategyproof mechanism for
optimal unicast route selection in a centralized computational
model. The payment to linkej ∈ LCP(s, vi, d) is

pj(d) = L−ek
(i, d)− L−ek

(i, d|j0)

And the payment to linkej ∈ LCP(s, vi, d) is 0. Since this
payment scheme is a VCG mechanism, so it is truthful.

Feigenbaumet. al [10] then addressed the truthful low cost
routing in a different network model. They assume that each
nodek incurs a transit costck for each transit packet it carries.
For any two nodesi andj of the network,Ti,j is the intensity of
the traffic (number of packets) originating fromi and destined
for nodej. Their strategyproof mechanism again is essentially
a VCG mechanism. They gave a distributed method such that
each nodei can compute a paymentpk

ij > 0 to a nodek for
carrying the transit traffic from nodei to nodej if nodek is on
the least cost pathLCP(i, j).

III. K-ANYCAST GAME

A. Problem Statement

Consider any communication networkG = (V, E, c), where
V = {v1, · · · , vn} is the set of communication terminals,
E = {e1, e2, · · · , em} are the set of links, andc is the cost vec-
tor of links. Given a source nodes and a set of possible receivers
Q = {q1, q2, · · · , qr} ⊂ V , thek-anycast problem1 ≤ k ≤ q is
to selectk terminalsR from Q and build atree that spans these
k receiversR. In different applications, we may want to con-
struct ak-anycast tree that optimizes different objectives. For
example, we may want to minimize the total cost or minimize
the maximum latency of thek-anycast tree. Here, we will con-
sider thek-anycast tree whose maximum length (or called cost
in this paper) is minimized.

Given a graphG, we useω(G) to denote the total cost of all
links in this graph. If we change the cost of a linkei to c′i, we
denote the new network asG′ = (V,E, c|ic′i), or simplyc|ic′i. If
we remove one linkei from the network, we denote it asc|i∞,
i.e., the cost of linkei is assumed to be infinity. Sometimes
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we useG\ei to denote the network without linkei. For the
simplicity of notation, we will use the cost vectorc to denote
the networkG = (V, E, c) if no confusion is caused.

In our protocol, a linkei is required to declare a costdi of
relaying the message. Based on the declared cost profiled, we
should first select thek terminals amongQ, and construct the k-
anycast tree, then decide the payment for all agents. The utility
of an agent is its payment received, minus its cost if it is selected
in the k-anycast tree.

In this paper, we construct thek-anycast tree as follows. First,
sort the distances from the source nodes to all receivers. For
the simplicity of notations, we assume thatL(i, d) < L(j, d)
for any two nodesqi andqj with i < j. The final tree is then
the union ofk pathsLCP(s, qj , d) for 1 ≤ j ≤ k, i.e., the first
k-shortest paths. We call the final tree ask least cost paths star,
denoted as LCPSk. For simplicity of our notations, letQk(d)
be thek receivers selected by the method LCPSk. Following,
we will discuss how to compensate the relay links such that they
will relay the data out of their own interests and they will declare
their costs truthfully.

B. VCG Mechanism is not strategyproof

Intuitively, we would use the VCG payment scheme in con-
junction with the k-anycast tree structure LCPSk as follows. The
payment to a link that is not in LCPSk is 0. And the payment
pi(d) to a linkei in LCPSk is

pi(d) = ω(LCPSk(d|i∞))− ω(LCPSk(d)) + di.

However, this simple application of VCG mechanisms is not
truthful. We show this by an example that the above payment
scheme is not strategyproof for anyk. Our example will show
that the payment of some selected linkei is negative even it
reveal its true cost.
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Fig. 1. Payment Scheme for LCPSk

The first part of Figure 1 illustrates the example with termi-
nal s being the source node andqi (1 ≤ i ≤ r) are possible
receivers. The cost of linksv1 and linksv1qi (1 ≤ i ≤ r)
are 1. The cost of linksv2 is 2 and the cost of linksv2qi+1

areε, whereε is a sufficiently small positive real number. For
any 1 < k ≤ r, it is not difficult to show that, tree LCPSk is
just formed by the linksv1 plus anyk links in the set of links
{v1q1, v1q2, · · · , v1qr}, whose weight is1 + k ∗ 1 = k + 1.
Now remove linke1 = sv1, tree LCPSk becomes linksv2 plus
anyk links in {v2q1, v2q2, · · · , v2qr}, whose weight is2 + kε.
Thus, the payment to edgesv1 according to VCG mechanism is
(2 + kε) − k − 1 + 1 = kε − k + 2, and edgesv1’s utility is
kε − k + 1 < 0 whenε < k−1

k . This violates the individual

rationality, which means that the payment based on VCG is not
truthful.

C. Strategyproof payment scheme

In subsection III-B, we shown that if we apply VCG mech-
anism on LCPSk, it is not strategyproof. In this subsection,
we will present a non-VCG strategyproof mechanism using tree
LCPSk. Intuitively, we will pay link ej the mount that equals
to the maximum cost it could declare while it is still selected
in LCPSk. To find this maximum cost forej , we will construct
two sets of paths: one is the set of shortest paths to all receivers
containing linkej , while the other one is the set of shortest paths
to all receivers without using linkej .

Algorithm 1: Strategyproof payment scheme for linkej

1. For each receiverqi ∈ Q, find the shortest path
LCPej

(s, qi, d) using link ej . Sort all these shortest paths ac-
cording to their costs in an ascending order. For simplicity,
we assume that the sorting is denoted by an orderingσ1, i.e.,
Lej (σ1(t1), d) ≤ Lej (σ1(t2), d) for any 1 ≤ t1 ≤ t2 ≤ r.
Notice that hereσ1(t) denotes thatLCP(s, qσ1(t), d) is thet-th
longest path among all such shortest paths.
2. Similarly, for each receiverqi ∈ Q, find the shortest path
LCP−ej (s, qi, d) without using link ej . Sort all these shortest
paths according to their costs in an ascending order. We as-
sume that the sorting is denoted by another orderingσ0, i.e.,
Lej (σ0(t1), d) ≤ Lej (σ0(t2), d) for any1 ≤ t1 ≤ t2 ≤ r. Let
Φ = {σ0(1), σ0(2), · · · , σ0(k)}.
3. Find the smallest valueα such thatσ1(α) 6∈ Φ.
4. Define two variables

κj =
α−1
max
i=1

{L−ej (σ1(i), d)− Lej (σ1(i), d|j0)} (1)

γj = L−ej (σ0(k), d)− Lej (σ1(α), d|j0) (2)

5. Defineηj as
ηj = max{γj , κj , 0}. (3)

6. If ej ∈ LCPSk(d) then it gets paymentηj ; else it gets pay-
ment0.

We first show how our payment scheme works by the follow-
ing example illustrated in the second part of Figure 1. There
are 5 receiversq1, q2, · · · , q5. Assume thatk = 3. It is
easy to see that LCPSk is formed by links: sv1, v1q1, v1q2,
sv2 andv2q5. The selected three receivers will beq1, q2, and
q5. Let us see what is the payment for linksv1. The receivers
sorted in increasing order of their shortest paths to the source
node using linksv1 are q5, q1, q2, q3, andq4. The receivers
sorted in increasing order of their shortest paths to the source
nodewithout using link e = sv1 are q5, q2, q3, q4, and q1.
ThenΦ = {q5, q2, q3}. Clearly,α = 2 sinceq1 is the first re-
ceiver not inΦ. Thenκ = L−e(σ1(1), d) − Le(σ1(1), d|j0) =
L−e(q5, d) − Le(q5, d|j0) = 6, and γ = L−e(σ0(3), d) −
Le(σ1(2), d|j0) = L−e(q3, d) − Le(q1, d|j0) = 11 − 4 = 7.
Thus, the payment to linksv1 should be7 = max(6, 7, 0).

In order to prove payment calculated by Algorithm 1 is truth-
ful we first prove the following two lemmas.

Lemma 1: If a link ej ∈ LCPSk(d) thendj ≤ ηj .
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Proof: If ej ∈ LCPSk(d), there exists at least onei that
satisfiesej ∈ LCP(s, qi, d) andqi ∈ Qk(d). If there are more
than one such indices, we choose the one that ranks first in the
permutationσ1. Without loss of generality, we assume such
index isσ1(β), i.e., its rank isβ in sorted shortest paths using
link ej . From the assumption thatej is onLCP(s, qσ1(β), d), we
haveLej

(σ1(β), d) ≤ L−ej
(σ1(β), d), which implies

dj ≤ L−ej (σ1(β), d)− Lej (σ1(β), d|j0) (4)

If β < α, from inequality (4) and equation (1), we havedj ≤
κj ≤ ηj .

So we only need consider the case whenβ ≥ α. We prove
that dj ≤ ηj by contradiction. For the sake of contradiction,
assume thatdj > ηj . Thendj > ηj ≥ γj = L−ek

(σ0(k), d) −
Lek

(σ1(α), d|j0). This implies

Lek
(σ1(α), d|j0) + dj = Lek

(σ1(α), d) > L−ek
(σ0(k), d)

Combining the above inequality and assumptionβ ≥ α, we
haveL−ek

(σ0(i), d) ≤ L−ek
(σ0(k), d) < Lek

(σ1(α), d) ≤
Lek

(σ1(β), d) for any 1 ≤ i ≤ k. Remember thatej ∈
LCP(s, qσ1(β), d), thusσ1(β) 6= σ0(i) for anyi ∈ [l, k]. There-
fore,σ1(β) 6∈ Qk(d) since there are at leastk paths tok different
receivers, with length less thanLek

(σ1(β), d). It is a contradic-
tion to that the pathLCP(s, qσ1(β), d) is used. This finishes our
proof.

A simple but useful observation about the tree LCPSk con-
structed by our method is

Observation 1:If ej 6∈ LCPSk(d), then for anyqi ∈ Qk(d),
LCP(s, qi, d) = LCP−ej (s, qi, d).

Lemma 2: If ej 6∈ LCPSk(d) thendj ≥ ηj

Proof: We prove by contradiction by assuming thatdj <
ηj . Remember thatηj = max{γj , κj , 0}. We disprove the as-
sumption thatdj < ηj by three cases.

Case 1:ηj = 0. This implies thatdj < 0, which is impossi-
ble from our protocol.

Case 2: ηj = κj . Remember thatκj =
maxα−1

i=1 {L−ej (σ1(i), d) − Lej (σ1(i), d|j0)}. Without loss
of generality we can assumeκj = L−ej (σ1(t), d) −
Lej (σ1(t), d|j0), for some indext ∈ [1, α − 1]. From the
assumption we havedj < ηj = κj = L−ej (σ1(t), d) −
Lej (σ1(t), d|j0). This implies thatLej (σ1(t), d|j0) + dj <
L−ej (σ1(t), d). Consequently,

Lej (σ1(t), d) < L−ej (σ1(t), d).

Thus, ej ∈ LCP(s, qσ1(t), d), which implies thatqσ1(t) 6∈
Qk(d).

Observe thatej 6∈ LCPSk(d) implies that we will selectΦ
as the receivers to be spanned. Thus,σ1(t) ∈ Φ implies that we
have to selectqσ1(t), which is a contradiction to what we proved
in the last paragraph.

Case 3: ηj = γj . Combining the above equation and
the assumption thatdj < ηj , we get Lej (σ1(α), d) <
L−ej (σ0(k), d). Remember thatej 6∈ LCPSk(d) implies that
Qk(d) = Φ. Thus,Lej (σ1(α), d) ≥ L−ej (σ0(k), d), which is a
contradiction. This finishes our proof.

Now we ready to prove our payment scheme satisfies IC and
IR.

Lemma 3:Payment scheme (1) satisfies IR.
Proof: If ej 6∈ LCPSk(d) thenej ’s valuation and pay-

ment are both0, thus its utility is also0.
If ej ∈ LCPSk(d), then its payment isηj . From lemma 1,

we knowcj ≤ ηj . Thus, its utility isηj − cj ≥ 0. Thus, our
payment scheme (1) satisfies IR.

Lemma 4:Payment scheme (1) satisfies IC.
Proof: We show that linkej won’t increase its utility by

lying it cost. Notice if the output whetherej is selected doesn’t
change, then its utility doesn’t change. Thus, we only need to
distinguish the following two cases:

Case 1: Edgeej ∈ LCPSk(d|jcj). when it declares its
true costcj , and when it declares a cost ascj > cj , ej 6∈
LCPSk(d|jcj). From lemma 1 we havecj ≤ ηj . If ej de-
clares its true costcj , it will get utility ηj(d−j) − cj ≥ 0. If ej

declares its cost ascj , then it will have utility0. Thus, edgeej

will choose to reveal its true cost.
Notice that if it declares a cost ascj < cj , ej is still in

LCPSk(d|jcj). Thus its utility does not change.
Case 2: Edge ej 6∈ LCPSk(d|jcj) when it declares its

true costcj , and when it declares its cost ascj < cj , ej ∈
LCPSk(d|jcj). From lemma 2 we havecj ≥ ηj . If ej declares
its true costcj , it will get utility 0. If ej declares its cost ascj , it
will have utility ηj − cj ≤ 0. Thus, edgeej will also choose to
reveal its true cost in this case.

Notice that if it declares a cost ascj > cj , ej is still not in
LCPSk(d|jcj). Thus its utility does not change.

Overall, edgeej maximizes its utility when it reveals its true
costcj , which means payment scheme (1) satisfies IC.

From Lemma 3 and 4, we have the following theorem.
Theorem 5:Payment scheme 1 is strategyproof.

D. Optimality of our payment scheme

We proved that our payment scheme is truthful in subsection
III-C. In this subsection, we will prove that it is optimal, i.e.,
for any strategyproof mechanismP based on output LCPSk, the
payment to any link calculated byP is greater than or equal to
the payment calculated by Algorithm 1. In other words, we can-
not find a strategyproof payment scheme that pays less than our
payment scheme. Before we prove this, we prove the following
lemma regarding all truthful payment schemes based on LCPSk.

Lemma 6:For any strategyproof mechanism̃p whose output
is LCPSk, for every linkej , if ej ∈ LCPSk(d) then the pay-
ment to edgeej p̃j(d) should be independent ofdk.

Proof: We prove it by contradiction by assuming that
there exists a strategyproof payment schemep̃ such thatp̃j(d)
depends ondj when ej ∈ LCPSk(d). There must ex-
ist two different valid declared costsa1 6= a2 such that
p̃j(d|ja1) 6= p̃j(d|ja2), ej ∈ LCPSk(d|ja1) and ej ∈
LCPSk(d|ja2). Without loss of generality we assume that
p̃k(d|ka1) > p̃j(c|ja2). Now consider edgeej with actual cost
cj = a2. Obviously, it can lie its cost asa2 to increase his
utility, which violates the incentive compatibility (IC) property.
This finishes the proof.



5

Now we show that our mechanism is optimal among all strat-
egyproof mechanism using LCPSk as its output.

Theorem 7:Among any strategyproof mechanism using
LCPSk as the output, our mechanism is optimal.

Proof: We prove it by contradiction. Assume that there is
another truthful mechanismM = (LCPSk,P), whose pay-
ment is smaller than our payment for a linkej on a graph
G = (V, E) with cost vectorc. Assume that the payment calcu-
lated byP for link ej is Pj(c) = pj(c) − δ, wherepj(c) is the
payment calculated by Algorithm 1 andδ > 0.

Now consider the same graph with a different costc′ = c|jdj ,
wheredj = pj(c′)− δ

2 . Sincepj(c′) = pj(c), from Lemma 2 we
haveej ∈ LCPSk(c′). Applying Lemma 6, we know that the
payment for linkej using payment schemeP is pj(c)−δ, which
is independent of the edgeej ’s declared cost. Notice thatdj =
pj(c)− δ

2 > pj(c)−δ. Thus, edgeej has a negative utility under
payment schemeP for graphG = (V,E) under cost profilec′,
which violates the Individual Rationality (IR) property. This
finishes the proof.

IV. EXPERIMENTAL STUDY

From Lemma 1, we know the payment to any link is greater
than or equal to its actually cost. Thus, the total payment is
often larger than the actual cost of the k-anycast tree LCPSk.
Let c(LCPSk) be its cost andp(LCPSk) be the total pay-
ment by Algorithm 1. We define the overpayment ratio as
OR(LCPSk) = p(LCPSk)

c(LCPSk) .
No doubt, we don’t want to overpay too much to guarantee the

truthfulness. But unfortunately, Archer and Tardos have shown a
simple example in [21] such that the overpayment ratio could be
as large asΘ(n) for unicast problem. By a simple modification
of their example, the overpayment ratio fork-anycast could also
be as large asΘ(n).

We conducted extensive simulations to study the overpayment
ratio of LCPSk structure proposed in this paper. Notice that,
we need guarantee that the network is bi-connected to prevent
the possible monopoly of some links. Given a random graph
of n vertices, it is known that the graph is bi-connected only
when its number of neighbors is in the order ofO(log n). In
our experiment, we randomly generaten terminals, every ter-
minals’ number of neighbors are drawn from a uniform distri-
bution from[log(n), 5 log(n)]. The weight of edge is uniformly
and randomly selected from[20, 100].

In our first experiment, we vary the number of terminals in
this region from100 to 490, and fix the number of sender to1
and receivers to30. For a specific number ofk, we generate
500 different networks, and study the performance of structure
LCPSk according to two metrics: average overpayment ratio
(AOR) and maximum payment ratio (MOR). Left and Middle
figures of Figure 2 illustrate the maximum overpayment ratio
and the average overpayment ratio for three different values:
k = 1, 10 and 30. Whenk = 1, it is just anycast, and for
k = 30 it becomes multicast. We also vary the numberk from
1 to 30, and fix the number of sender to1 and receivers to30.
Right figure of Figure 2, we show MOR and AOR when fix the
number of terminals as200 an400 respectively.

In our simulations, we found that the overpayment ratio has

a trend of decreasing when the number of network nodes in-
crease, and it becomes almost steady when the number of net-
work nodes reach some threshold.

When we vary both thek from 1 to 30 and number of nodes
from 100 to 400, we summarize our results in Table I and II. It is
easy to notice that when fixesn, both MOR and AOR decrease
whenK increases; when fixesK and decreasesn, both MOR
and AOR first decrease then become steady. Another important
observation is that whenn is greater than some value, say100,
both MOR and AOR won’t be too large.

V. CONCLUSION

In this paper, we defined a new routing calledk-anycast,
which has potential applications in several areas such as peer-
to-peer computing. We then studied how to performk-anycast
in selfish and rational networks, in which every node or link
will provide services to others only when it receives a payment
to compensate its cost, and it will try to maximize its own profit.
In this paper, by assuming that each link in the network has a
private cost of providing services to other nodes, we design ak-
anycast routing protocol such that every node will follow this
protocol and will maximize its profit when it reports its cost
truthfully. Notice that, without modification, our protocol also
works in the scenario when each network node has a private cost
of providing services to other nodes.

A possible future work is to design a routing structure that
approximates the minimum costk-anycast tree, and then design
a truthful payment scheme based on that structure.
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