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Abstract— Conventionally, many network routing protocols assumed ticast, which is the communication between a single sender and
that every UePNOF'(H”Ode Wi”tgiosr"\rf;fd :Oﬁ;tgeptfﬁ'éevflshg r?é*;grsg?giiv‘r’]"ggb a given multiple receivers, and unicast, which is communica-
ﬁ]lgi\igﬁalet\jlsaélg.n'ln ?rws\[/g[’)er, we gropose a new routing protocol, calledy tion betwegn a smgle sender ",md a smgle receiver, anycast is
k-anycast routing, that works well even network nodes are assumed to be @ cOmmunication between a single sender and the nearest re-
selfish. In our protocol, the source node will first find a tree that spang re-  ceiver among a group of receivers. Anycast could happens both
ceivers out of a set of possible receivers and pay relay nodes to compensatgy patwork and application layer. One common application of
their costs. We prove that every relay node will maximize its profit when it . : L
follows the routing protocol and truthfully declares its actual cost. anycast is router table updating: one router initiates an update
of a router table for a group of routers by sending the data to the
nearest router. That router received the data sends the data to
its nearest router that has not received the data yet. Repeat this

Conventionally, network routing protocols assumed that eaptocess until all the routers in that group have received the data.
network link/node will forward data packets without any deviwith the support by IPv6, anycast is expected to be deployed
ation. However, this may not be true when they are owned ore widely in the near future. Unfortunately, like unicast and
individual users. For example, consider a library wireless adulticast, anycast has its own problem. Let us reconsider the
hoc network where each wireless devise is owned by individualuter table updating scenario. Remember that when a router
student. The wireless devise is often powered by batteries ombteives the data, it should anycast to its nearest router that has
thus, it is not in the best interest of a node to forward data pacdiet received the data yet. What if the router goes down or re-
ets for other users. When a node refuses to relay data for otheots before it sends/receives the date? Obviously, this process
nodes when it is supposed to do so by a prescribed routing piiH stuck which results in that part of the routers will not be
tocol, the network performance will degrade, and the netwogkle to receive the data. Another concern about anycast is that
connectivity may be brokede facto Thus, we need design athe updating process is serialized, which may take a long time.
routing protocol that works even when all nodes are assumed tyow we consider another scenario in application layer: a
be selfish: it will maximize its own benefit only. In this papergroup of users wants to download a movie via some Peer-to-Peer
we assume that each network link/node hasiaately known file-sharing systems, i.e, BitTorrent. Due to the large population
cost of providing service for others. It will provide the servicgf group members, every member usually retrieves the movie
only when it gets a payment enough to compensate its cost. from some of the members. In order to speed up the download,

How to achieve cooperation among terminals in selfish neke source will choose these members that are not far away. No-
works was previously addressed in [1], [2], [3], [4], [5]. A kettice in both applications mentioned above, the source need de-
idea behind these approaches is that terminals providing a $er the data to more than one but not all receivers. Thus, we
vice should be remunerated, while terminals receiving a Serv'@@sign a new routing method callédanycastto solve these
should be charged. Each terminal maintains a counter, calfgdblems. We formally define thi-anycast problems as fol-
nuglet counterin a tamper resistant hardware module, which iswing: assume that there is a source nedmd a group of
decreased when the terminal sends a packet as originator angéitential receivers, we need build a tree rootedtat spans at
creased by one when the terminal forwards a packet. Srinivasgdstk nodes inQ. Herek could be any value betweenand
et al. [6], [7] proposed several acceptance algorithms for ea@|. If k£ = 1 then it is the traditional anycast problem. When
wireless node to decide whether to relay data for other nodes; = ||, it becomes the multicast problem.

Recently, incentive based methods [8], [9], [10], [11], [17] Truthful incentive-based routing protocols have been pro-
have been proposed for routing in a non-cooperative settifgsed for unicast [16], [17], [10], and for multicast [18], [15],
Majority of such schemes are based on a well-known fami[yg] in selfish networks. Fok-anycast problem, it: > 1, as
of VCG mechanisms (named after Vickrey [12], Clarke [13]ye will show later, a VCG mechanism doesn’t work. We first
and Groves [14]). Each selfish node is paid a monetary valugji@pose a new routing method calleeinycast and then design
compensate its cost incurred by providing service to other nodgsaon-VCG truthful payment scheme based on this new rout-
VCG mechanisms do have limit: they are applicable only if wigg method. Notice that, in order to achieve the truthfulness,
can find the optimal solution that maximizes (or minimizes) afe does have to pay a compensation to a relay node at least its
utilitarian objective function. For example, VCG mechanismgctual cost. To study how much we “overpay” relay nodes, we
cannot be used to solve the multicast problem [15] since itdgnduct extensive simulations on the ratio of the total payment
NP-hard to find the minimum cost multicast tree. node over the total costs of all relay nodes.

In this paper, we first propose a new routing method calted  The rest of the paper is organized as follows. First, we in-
anycast, which is an extension of anycast routing. Unlike mylguce some preliminaries and related works in Section I1. We
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Il. PRELIMINARIES AND PRIORI ART non-optimal approximation usually leads to untruthful mecha-

A. Preliminaries nisms if VCG payment method is used.

In this paper, we assume the network nodes or links are selfighPriori Arts on Unicast Routing
and rational. Here an agent is calkalfishif it will always try to Consider any communication netwotk= (V, E, ¢), where
maximize its gain; an agent is said toflagional if it responds to V = {or,-- ,un) is the set of Communication7ter’mi’naﬂ§ e
X ; i ; X ={v1, -, v, =
yv_el!-deflned |.ncent.|ves and will deviate f_rom th_e protocol onl e1,9,--- em) are the set of links, andis the cost vector of
if it improves its gain. A standard model in the literature for th nks. Remember that, is private to linki in selfish networks

desjgn and analysi§ of scenarios in which the participants #Ren a source node and a destination node, we want to
selfish and rational is as follows. . _ find the path with the minimum total cost. This path is known as
A.SS“”.‘e that' there are agents, which could be ywrelessthe shortest path, denotedlaBP(s, v;, d), which can be found
devices in a wireless ad hoc networks, computers in peer-{g; i sira's Algorithm. Consider all paths from sourseo
F’eer networks, or network I!nks n ”e‘WOT"S- Each ggerfmr destinationv;, they can be divided into two categories: with
i € {1,---,n}, has some private informatidp, called itstype _edgee; or not. The path having the minimum length among
Here, the type; could be its minimum cost to forward a unltpaths with edge, is denoted a&CP,, (s, v;,d); and the path
data in a network environment. Then the sehaigents define having the minimum length among tﬁes’e p’ath’s without eglge
atype Vectot = (ty, tz, - , tn). , . is denoted a&CP_., (s,v;,d). Fixed the source,for simplicity
A mechanism defines, for each agén set of Strajteg|eAi. we denote the length dfCP(s, v;,d) asL(i,d), the length of
For each strategy vector= (ai, -, an), €., agent playsa | cp ‘s 4 g)asc, (i,d), and the length dECP_, (5,1, d) as
strategyu; < A;, the mechanism computes aatputo = O(a) L., (i,d) if no confusion is caused. In [16], Nisan and Ronen
and apaymentvectorp = (pi,---,pn), Wherep; = pi(a) iS 16 provided a polynomial-time strategyproof mechanism for

t,f]e money given to ggem‘t For each.p033|ble. outpuf ag_ent optimal unicast route selection in a centralized computational
i's preferences are given by a valuation functigrihat assigns model. The payment to link; € LCP(s, v;, d) is
. \] R 2

a real monetary number (¢;, o) to outputo. Then the utility of

agent; at the outcome of the game, given its prefererigesd pi(d) = L_o, (i,d) — L_, (i,d]70)
strategies: selected by all agents, i5(t;, 0) = v;(t;,0) + p;.
Leta_; = (a1, ,@i—1,ait1, - ,a,) denote the vector of And the payment to link; € LCP(s,v;,d) is 0. Since this

strategies of all other agents excéptA strategya; is called payment scheme is a VCG mechanism, so it is truthful.

dominant strategyf it maximizes the utility for all possible Feigenbaunet. al[10] then addressed the truthful low cost

strategies of all other agents, i.e., routing in a different network model. They assume that each

nodek incurs a transit cost;, for each transit packet it carries.

wi(ti; 0(as, boi), pi(ai, b)) > ui(ti, o(ai, b—i), pi(a; b-i))  For any two nodesand; of the networkT; ; is the intensity of

the traffic (number of packets) originating froiand destined

for nodej. Their strategyproof mechanism again is essentially

a VCG mechanism. They gave a distributed method such that

each node can compute a paymepfj > 0 to a nodek for

A meth;];?aﬁqer,'r:hzn?'trztig{nd ?t?l ?Cg:enft ': tg t_rqutrt t'tsetypgarrying the transit traffic from nodeto nodej if node % is on
chanism ISncentiv patibl¢IC) if reporting itstru the least cost pathCP (i, j).

typet; is one of the dominant strategies. A mechanism satisfies
individual rationality or voluntary participationif the agent’s . K-ANYCAST GAME
utility of participating is not less than the utility of the agent if it
did not participate. A. Problem Statement

Arguably the most important positive result in mechanism de- Consider any communication netwotk= (V, E, ¢), where
sign is what is usually called the generalized Vickrey-Clarké? = {v;,---,v,} is the set of communication terminals,
Groves (VCG) mechanism by Vickrey [12], Clarke [13], andZ = {ej,eq,-- ,e,,} are the set of links, andis the cost vec-
Groves [14]. The VCG mechanism applies to maximizder of links. Given a source nodeand a set of possible receivers
tion problems with autilitarian objective functiong(o, t), i.e., @ ={q1,q2, - ,¢-} C V, thek-anycast problert < k < ¢ is
g(o,t) = >, vi(ti,0). A direct revelation mechanism/ = to selectk terminalsR from @ and build atreethat spans these
(O(t), p(t)) belongs to the VCG family if (1) the outpd®(t) & receiversR. In different applications, we may want to con-
maximizes the objective functiay(o, t) = >, v;(t;, 0), and (2) struct ak-anycast tree that optimizes different objectives. For
the paymentto anagenisp;(t) = 3_; ., v;(t;,0(t))+hi(t—;). example, we may want to minimize the total cost or minimize
Hereh;() is an arbitrary function of ;. the maximum latency of the-anycast tree. Here, we will con-

It is proved by Groves [14] that a VCG mechanism satisider thek-anycast tree whose maximum length (or called cost
fies IC property. Green and Laffont [20] proved that, undén this paper) is minimized.
mild assumptions, VCG mechanisms are tmy mechanism  Given a graphG, we usew(G) to denote the total cost of all
satisfying IC for utilitarian problems. An output function of dinks in this graph. If we change the cost of a liakto ¢}, we
VCG mechanism is required to maximize the objective fundenote the new network a8 = (V, E, c|'c}), or simplyc|ic}. If
tion. This makes the mechanism computationally intractable\ire remove one link; from the network, we denote it a$ oo,
many cases. Notice that replacing the optimal algorithm witke., the cost of linke; is assumed to be infinity. Sometimes

for all o, # a; and all strategie$_; of agents other than
Thus, an rational agent always tries to maximize its utiityoy
finding its dominant strategy.



we useG\e; to denote the network without link;. For the rationality, which means that the payment based on VCG is not
simplicity of notation, we will use the cost vectorto denote truthful.
the networkG = (V, E, ¢) if no confusion is caused.

In our protocol, a linke; is required to declare a cogt of C. Strategyproof payment scheme

relaying the message. Based on the declared cost piofile |4 subsection 111-B, we shown that if we apply VCG mech-

should first select thg terminals among), and construct the k- gnism on LCP$, it is not strategyproof. In this subsection,

anycast tree, then decide the payment for all agents. The utilig will present a non-VCG strategyproof mechanism using tree

of an agent is its payment received, minus its cost if it is selectg@p&_ Intuitively, we will pay link e; the mount that equals

in the k-anycast tree. to the maximum cost it could declare while it is still selected
In this paper, we construct tiieanycast tree as follows. First,in | CPS,. To find this maximum cost for;, we will construct

sort the distances from the source nod® all receivers. For g sets of paths: one is the set of shortest paths to all receivers

the simplicity of notations, we assume thati,d) < L(j,d) containing linke;, while the other one is the set of shortest paths
for any two nodes;; andg; with 7 < j. The final tree is then g g receivers without using link; .

the union ofk pathsLCP(s, g;,d) for 1 < j < k, i.e., the first

k-shortest paths. We call the final treekakeast cost paths star, Algorithm 1: Strategyproof payment scheme for linke;
denoted as LCBS For simplicity of our notations, lef,(d) 1. For each receiverg; € @, find the shortest path
be thek receivers selected by the method LGP%ollowing, LCP¢;(s,qi,d) using linke;. Sort all these shortest paths ac-
we will discuss how to compensate the relay links such that thegrding to their costs in an ascending order. For simplicity,
will relay the data out of their own interests and they will declar&e assume that the sorting is denoted by an ordering.e.,

their costs truthfully. Le,(01(t1),d) < Le;(01(t2),d) foranyl < t; < to < 7.
Notice that herer, (t) denotes that CP(s, ¢, (1), d) is thet-th
B. VCG Mechanism is not strategyproof longest path among all such shortest paths.

Intuitively, we would use the VCG payment scheme in cort: Similarly, for each receivey; € Q, find the shortest path

junction with the k-anycast tree structure LGRS follows. The LCP—¢; (8,4, d) withoutusing link e;. Sort all these shortest
payment to a link that is not in LCRSs 0. And the payment paths according to their costs in an ascending order. We as-

pi(d) to alinke; in LCPS, is sume that the sorting is denoted by another ordesiggi.e.,
’ ’ Le,(00(t1),d) < Le,(00(t),d) foranyl < t; < t, < r. Let
pi(d) = W(LCPSy(d|'oc)) — w(LCPSy(d)) + d;. ® = {00(1),00(2),--+ ,00(k)}-

3. Find the smallest value such thav; (a) & ®.
However, this simple application of VCG mechanisms is ndt Define two variables
truthful. We show this by an example that the above payment ot 4
scheme is not strategyproof for aky Our example will show Kj = m_afc{ﬁ_ej (01(i),d) = Le, (01(3),d0)} (1)
that the payment of some selected liakis negative even it = ;
reveal its true cost. Vi = Lee;(00(k),d) — Le;(01(),d[0) (2)

5. Definen; as

n; = max{vy;, k;,0}. 3)
6. If e; € LCPSi(d) then it gets payment;; else it gets pay-
mentO0.
g 4 G g 9 We first show how our payment scheme works by the follow-
VCG mechanism for LCPS An example of our truthful ing example illustrated in the second part of Figure 1. There
is not truthful. payment scheme based on LGRS ~ are 5 receiversqi, g, -+, gs. Assume thatt = 3. Itis

easy to see that LCRSs formed by links: svy, v1q1, v1qo,

svy andwags. The selected three receivers will bg ¢-, and

5. Let us see what is the payment for ligk;. The receivers
orted in increasing order of their shortest paths to the source
node using linksv, aregqs, ¢1, ¢2, q3, andgqy. The receivers
sorted in increasing order of their shortest paths to the source

. o " node without using linke = sv; aregs, ¢2, g3, q4, andq;.
aree, wheree is a sufficiently small positive real number. ForThenfb — (45,42, q3). Clearly,a — 2 sinceq, is the first re-

any1l < k < r, itis not difficult to show that, tree LCRSs ceiver not in®. Thensx — £ D.d) — L 1. dlio) =
just formed by the linksv; plus anyk links in the set of links ' i —e(o1(1), d) = Le(o(1), d0)

e © L_o(gs,d) — Le(gs,dP’0) = 6, andy = L_(00(3),d) —
{v1q1,v1q2,--'_ ,v1¢r }, Whose weight isl + & = L=Fk+1 Le(01(2),d[70) = L_o(q3,d) — Le(qr,d)70) = 11 —4 = 7.
Now remove linke; = svq, tree LCP$ becomes linksvs plus Thus, the payment to linky; should be? = max(6, 7, 0).

anyk links in {vaqy, v2ga, -+, v2g, }, WhoSe Weight i€ + ke. 1 o er 1o prove payment calculated by Algorithm 1 is truth-
Thus, the payment to edge; according to VCG mechanism IS¢41 we first prove the following two lemmas

(2+ke) —k—1+4+1 = ke—k+ 2, and edgesv's utility is '
ke — k +1 < 0 whene < .-, This violates the individual Lemma 1:Ifalink e; € LCPS(d) thend; < n;.

Fig. 1. Payment Scheme for LCPS

The first part of Figure 1 illustrates the example with termg
nal s being the source node amg (1 < i < r) are possible
receivers. The cost of linkv; and linksviq; (1 < i < 7)
arel. The cost of linksvy is 2 and the cost of linksyq; 41



Proof: If e; € LCPS(d), there exists at least orighat Now we ready to prove our payment scheme satisfies IC and
satisfiese; € LCP(s, g;,d) andg; € Qx(d). If there are more IR.
than one such indices, we choose the one that ranks first in th
permutations;. Without loss of generality, we assume such
index iso1(0), i.e., its rank isg in sorted shortest paths usin
link e;. From the assumption thaf is onLCP(s, g5, (3, d), we
haveLl.,(01(8),d) < L_.;(01(3),d), which implies

Eemma 3:Payment scheme (1) satisfies IR.

Proof: If e; ¢ LCPSi(d) thene;’s valuation and pay-
gment are botld, thus its utility is alsd.

If e; € LCPSy(d), then its payment ig;. From lemma 1,
we knowc; < ;. Thus, its utility isn; — ¢; > 0. Thus, our

4. <Ll_. d) — L, alio 4y Payment scheme (1) satisfies IR. |
5 S Loey(01(B), d) 1 (01(8),d0) @ Lemma 4: Payment scheme (1) satisfies IC.
Ky <1 lying it cost. Notice if the output whether; is selected doesn’t

So we only need consider the case wherr «. We prove change, then its utility doesn’t change. Thus, we only need to
thatd; < 7, by contradiction. For the sake of contradictiondistinguish the following two cases: . _
assume tha; > 1;. Thend; > n; > ~; = L_., (oo(k), d) — Case 1. Edgee; < L_C’PSk(chj). when it declares its
L., (o1(a),d[0). This implies true costc;, and when it declares a cost as > c¢;, ¢; ¢

LCPSy(dJg;). From lemma 1 we have; < n;. If e; de-

Le,(01(a),d0) +dj = Le, (01(a),d) > L_¢, (00(k),d) clares its true cost;, it will get utility 7;(d_;) —c; > 0. If e;

declares its cost &s, then it will have utility0. Thus, edge:;

Combining the above inequality and assumptib> o, we will choose to reveal its true cost.
have £L_., (00(i),d) < L_c, (o0(k),d) < Le,(01(a),d) < Notice that if it declares a cost ag < c¢;, e; is still in
Ley(01(P),d) for any 1 < i < k. Remember that; € rcpg, (dic;). Thus its utility does not change.
LCP(s, 4o, (s), d), thuso1 () # oo (i) foranyi € [, k]. There-  case 2: Edgee; ¢ LCPSk(d|’c;) when it declares its
fore, a1 (0) ¢ Qy(d) since there are at ledspaths tok different e costc;, and when it declares its cost as < c;, e; €
receivers, with length less thak,, (o1(5), d). Itis a contradic-

tion to that the path CP(s, ¢, (), d) is used. This finishes our
proof. |

LCPSk(dc;). From lemma 2 we have; > 7;. If e; declares
its true cost;, it will get utility 0. If e; declares its cost as, it
will have utility n; — ¢; < 0. Thus, edge; will also choose to
A simple but useful observation about the tree LGRSn- reveal its true cost in this case.

structed by our method is Notice that if it declares a cost @ > c;, e; is still not in
Observation 1:1f e; ¢ LCPSy(d), then foranyy; € Qx(d), LCPS.(d|’c;). Thus its utility does not change.
LCP(s,qi,d) = LCP_, (s, q;,d). Overall, edgez; maximizes its utility when it reveals its true

Lemma 2:1f ¢; ¢ LOPSy(d) thend; > n, costc;, which means payment scheme (1) satisfies IC. W

Proof: We prove by contradiction by assuming tliat < From Lemma 3 and 4, we have the following theorem.
n;. Remember thay; = max{v;,x;,0}. We disprove the as- Theorem 5:Payment scheme 1 is strategyproof.
sumption thatl; < n; by three cases. o
Case 1:7; = 0. This implies thatl; < 0, which is impossi- D- Optimality of our payment scheme

ble from our protocol. We proved that our payment scheme is truthful in subsection
Case 2: 17, = &;. Remember thatsx; = |lI-C. In this subsection, we will prove that it is optimal, i.e.,
max{ " '"{L_. (01(i),d) — Le,(01(i),d’0)}. Without 0SS for any strategyproof mechanisfbased on output LCRSthe
of generality we can assume; = L_. (01(t),d) — paymentto any link calculated by is greater than or equal to
Le;(01(t),d?0), for some indext € [l,a — 1]. From the the payment calculated by Algorithm 1. In other words, we can-
assumption we havd; < n; = k; = L_.;(01(t),d) — notfind a strategyproof payment scheme that pays less than our
Le;(01(t),d[’0). This implies thatl., (o1(t),d’0) + d; < payment scheme. Before we prove this, we prove the following
L_,;(01(t),d). Consequently, lemma regarding all truthful payment schemes based on |,CPS
Le;(01(t),d) < L_c,(01(1),d). Lemma 6: For any strategyproof mechanigitwhose output

is LCPS;, for every linke;, if e; € LCPSk(d) then the pay-
Thus, e; € LCP(s,q,,(1),d), which implies thatg,, (t) ¢ mentto edge; p;(d) should be independent df..
Qr(d). Proof: We prove it by contradiction by assuming that
Observe thate; ¢ LCPSy(d) implies that we will selec® there exists a strategyproof payment schegnseich thatp; (d)
as the receivers to be spanned. Thugt) € ® implies that we depends ond; whene; € LCPS(d). There must ex-
have to seleai,, (t), which is a contradiction to what we provedst two different valid declared costg; # as such that
in the last paragraph. pi(dar) # pj(dfasz), e; € LCPSk(dJa;) ande; €
Case 3: 7; = ;. Combining the above equation andL.CPSj(d|as). Without loss of generality we assume that
the assumption thatl; < n;, we get L, (o1(a),d) < pr(d|*a1) > p;(claz). Now consider edge; with actual cost
L_c(oo(k),d). Remember that; ¢ LCPS)(d) implies that ¢; = ay. Obviously, it can lie its cost ag, to increase his
Qr(d) = ®. Thus,L,, (01(a),d) > L_,(00(k),d), whichis a utility, which violates the incentive compatibility (IC) property.
contradiction. This finishes our proof. B This finishes the proof. |



Now we show that our mechanism is optimal among all strad-trend of decreasing when the number of network nodes in-

egyproof mechanism using LCR&s its output. crease, and it becomes almost steady when the number of net-
] . . work nodes reach some threshold.

Theorem 7:Among  any stratggyproof mechanlsm USING \when we vary both thé from 1 to 30 and number of nodes

LCPS: as the output, our mechanls_m_ is optimal. from 100 to 400, we summarize our results in Table | and Il. Itis
Proof: We prove it py contradiction. Assume that there 'éasy to notice that when fixes both MOR and AOR decrease

another truthful mechanisst = (LCPS, P), whose pay- \yhen ¢ increases; when fixek and decreases, both MOR
ment is smaller than our payment for a limk on a graph ,nq AQR first decrease then become steady. Another important

G = (V. E) with cost vector. Assume that the payment calcuypgeryation is that when is greater than some value, SEY),

lated by for link e; is P;(c) = p;(c) — 0, wherep;(c) isthe  oith MOR and AOR won't be too large.
payment calculated by Algorithm 1 aid> 0.

Now consider the same graph with a different eost cd;, V. CONCLUSION
whered; = p;(c’)—$. Sincep;(¢’) = p;(c), from Lemma 2 we
havee; € LCPSy(c'). Applying Lemma 6, we know that the
payment for linke; using payment schentis p, (c) —d, which
is independent of the edge’s declared cost. Notice tha =
pj(c)—$ > p;(c)—4. Thus, edge; has a negative utility under
payment schem® for graphG = (V, E) under cost profile’,
which violates the Individual Rationality (IR) property. Thi
finishes the proof.

In this paper, we defined a new routing callkeanycast,
which has potential applications in several areas such as peer-
to-peer computing. We then studied how to perfdrranycast
in selfish and rational networks, in which every node or link
will provide services to others only when it receives a payment
to compensate its cost, and it will try to maximize its own profit.
Sn this paper, by assuming that each link in the network has a

private cost of providing services to other nodes, we design a
anycast routing protocol such that every node will follow this
protocol and will maximize its profit when it reports its cost

From Lemma 1, we know the payment to any link is greatefuthfully. Notice that, without modification, our protocol also
than or equal to its actually cost. Thus, the total paymentwgrks in the scenario when each network node has a private cost
often larger than the actual cost of the k-anycast tree LCP%f providing services to other nodes.

Let ¢(LCPSy) be its cost ang(LCPSy) be the total pay- A possible future work is to design a routing structure that
ment by Algorithm 1. We define the overpayment ratio agpproximates the minimum coktanycast tree, and then design
OR(LCPSy) = %. a truthful payment scheme based on that structure.

No doubt, we don't want to overpay too much to guarantee the
truthfulness. But unfortunately, Archer and Tardos have shown a REFERENCES
simple example in [21] such that the overpayment ratio could Bé L. Buttyan and J. Hubaux, “Stimulating cooperation in self-organizing

h : e . mobile ad hoc networks,”ACM/Kluwer Mobile Networks and Applica-
as large a®(n) for unicast problem. By a simple modification  jjons vol. 5, no. 8, October 2003.
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IV. EXPERIMENTAL STUDY
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TABLE |
MAX OVERPAYMENT RATIO.

15
number of nodes

MOR and AOR for200 and400 nodes

Nodes 100 130 160 190 220 250 280 310 340 370 400 | 430 | 460 490
Receivers
3 1.962| 1.963| 1.630| 1.782| 1.742| 1.821| 1.824| 1.944| 1.738| 1.811| 1.828| 1.817| 1.825| 1.729
6 1.799| 1.659| 1.899| 1.721| 1.738| 1.673| 1.703| 1.834| 1.695| 1.905| 1.626| 1.617| 1.721| 1.771
9 1.718| 1.747| 1.821| 1.756| 1.647| 1.629| 1.678| 1.632| 1.725| 1.630| 1.625| 1.725| 1.528 | 1.654
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18 1.637| 1.581| 1.565| 1.475| 1.467| 1.459| 1.456| 1.453| 1.407| 1.414| 1.416| 1.476| 1.399| 1.389
21 1.616| 1.472| 1.593| 1.431| 1.444| 1.508| 1.413| 1.399| 1.375| 1.415| 1.387| 1.396| 1.355| 1.374
24 1.655| 1.504| 1.460| 1.400| 1.442| 1.424| 1.383| 1.372| 1.378| 1.333| 1.357| 1.323| 1.357| 1.318
27 1.496| 1.455| 1.419| 1.394| 1.404| 1.354| 1.383| 1.388| 1.314| 1.331| 1.320| 1.302| 1.300| 1.313
30 1.497| 1.491| 1.437| 1.409| 1.378| 1.318| 1.332| 1.307| 1.306 | 1.272| 1.325| 1.277| 1.315| 1.263
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AVERAGE OVERPAYMENT RATIO.
Nodes 100 130 160 190 220 250 280 310 340 370 400 | 430 | 460 490
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