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Abstract—It is conventionally assumed that all wireless devices will fol- other nodes since it consumes its scarce energy and memory
low some prescribed routing protocols without any deviation. However, the ragources. Thus, a stimulation mechanism is required to encour-

scarce resources in wireless devices raise a concern about this assumption, . .
Most often, the owners of wireless devices will try to manipulate the proto- age users to provide service to other nodes and follow the de-

cols for its own benefit, instead of faithfully following the protocols. There-  Signed routing protocols.
fore, some new protocols intended for selfish and rational wireless devices |:0||0Wing the common assumption in the literature, we as-

needtobe designed. o . sume that each wireless deviceasional: it will deviate from
In this paper, we specifically study the multicast in selfish and rational

wireless ad hoc networks. By assuming that each wireless node has a pri-& protocol Pnly if it ?mproves its gain. We study hOW to d?'
vate cost of forwarding data for other nodes, we give an efficient method to Sign a multicast routing protocol such that every rational selfish
construct a m“'“f?‘St tree, ”ame'¥ VMST, whose COSt_is]ameXimatli(O” Ofd wireless node will follow the protocol without any deviation. In
the optimum multicast tree cost for homogeneous wireless networks mod- . .
elled by unit disk graph. Based on VMST, we design a truthful payment our model, we a;sume that each wireless ngdeas a prlvatg
scheme that pays minimum for any relay node among all truthful payment  COStc;, of forwarding data for any other node. Our protocol first
schemes based on VMST. We also conduct extensive experiments to studyfequires every node declaring a minimum monetary vajui
the practical performances of proposed protocol. will charge for relaying a unit data. The protocol then finds a
structure for multicast based on the report costs of all nodes and
I. INTRODUCTION computes a paymeni, to compensate the cost for each node
i . o . v The profit of nodeyy, is thenpy, — ¢y, if it relays. Notice node
Wireless networks have received significant attentions over, P k Pk = Ck ey
tf due to it tential licati . . i s declared costl;, may be different from its actual cost.
pastlew years due 1o 1is potential applications n various st _1As to our knowledge, this is thirst paper to study how to
ations such as battlefield, emergency relief and enwronmenéa ) . ' L
esign a multicast protocol that feuthful in wireless ad hoc

monitoring, etc. Unlike wired networks and cellular netWorkSSettin S. Here truthful means that every node will get maximal
which have fixed infrastructures, wirelead hocnetworks en- gs. I - ) °ry g o
on-negative utility when it declares its true cost. In addition,

joy a more flexible composition. A wireless ad hoc networﬁ1 . . :
is a collection of radio devices (transceivers) located in a geo—e cost of multicast tree (called VMST) used in our protocol is

%{I most5 times of the optimum when the original communica-

raphic region. Each node is equipped with an omni-directio . -
gntgnna agr]1d has limited trans?nisgon power. One of the &IS?-” graph is modelled by unit disk graph. We further prove that

Qur payment scheme based on VMST is the minimum for any re-

Enctlve feqtures of W|_reless networks_ is that the signal sgn_t q node among all truthful payment schemes based on VMST.
y each wireless device can be received by all nodes W|th|n\|?%

transmission range, i.e., it can use a broadcasting-like manner © also conduct extensive experiments to study the practical

distribute the message to all neighboring nodes. In this pap%(?rformances of our protocol compared to the most often used

we consider a wireless ad hoc netwa@rk= (V, E) consisting multicast routing protocol.

of a setV of n nodes distributed in a two-dimensional plane The rest of the paper is organized as follows. In Section I,
and an edgew € E if u andv can receive signal from eaChv’ve what is a truthful mechanism design. In Section IlI, we first

jpLesent a method to construct a spanning tree whose total cost
mission range, by a proper scaling, the wireless networks é?ew'thm a CO”SFa”‘ factor of thg optlm_um, and ther_w p_resent a
modelled by unit disk graphs in the literature: an edgeexits truthful mechanism based on this multicast tree .Priori arts are
iff [|uo < 1 reviewed in In Section Il. We conclude our paper in Section VI

: . o . bé/ pointing out some possible future works.
In multi-hop wireless networks, a communication session i

established either through a single-hop radio transmission if the I
communication parties are close enough (within the transmis-
sion range of each other), or through relaying by intermedh Network Model

ate devices . Many existing rout?ng_ p_rotocol_s for wireless ad In a wireless ad hoc Network, if a node sends a packet, then
hoc networks assume that each individual wireless node (PRsy;i consume some energy and usually it is assumed that it
sibly owned by individual selfish users) will follow prescrlbeqNouldn,t cost the receiving node any energy to receive the mes-

routing protocols without deviation — except, perhaps, for theye e consider a wireless ad hoc network consisting of a
faulty or malicious ones However, some users may deviate froig o se/ — {1, 09, , v} distributed in a two dimensional
- bl 9 »yUn

this, or even modify the behavior of routing protocols for selfs ne. Each node, has a cost; to relay a unit data for other
interested reasons: a user may refuse to relay the messagedfes. Here the unit data could be one packet, or the data sent

_ o _ , in one communication session. In this paper, we assume that
*Dept. of Computer Science, lllinois Institute of Technology, Chicago, ”Th te i fixed tant k v t Wh
Email: wangwei4@iit.edu , xli@cs.iit.edu . The work of the second € COSl¢; IS @ fixed cons ?‘n nown only to nodg. _en
author is partially supported by NSF CCR-0311174. the node’s cost are dynamic, we can show that our routing pro-
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tocols still work as long as it is static for the current commuzalledstrategyprooj if it satisfies both IR and IC properties.
nication session. We usg to represent the access point (AP) Arguably the mostimportant positive result in mechanism de-
of the wireless network to the wired network if it presents. Aign is what is usually called the family of generalized Vickrey-
wireless network is then represented by a node weighted grafiarke-Groves (VCG) mechanisms by Vickrey [1], Clarke [2],
G = (V, E, ¢), whereFE is the set of linkuv such that: andv  and Groves [3]. A VCG mechanism applies to mechanism de-

can receive the signal from each other, and (¢, co, -+ ,¢,)  sign maximization problems where the objective function is util-
is the cost vector of all nodes. We assume that the géaph itarian and the set of possible outputs is assumed to be finite.
node bi-connected. A maximization mechanism design problem is callgditar-

In this paper, we devise a truthful routing protocol for multiian if its objective function isg(o,t) = >, v'(t*,0). Thus, a
cast in a selfish and rational wireless network. In a multicast, weechanismM = (O(t), p(t)) belongs to the VCG family if
assume that there is a set of nodgs= {q1,42,93,--- ,¢-} C (1) the output method(t) maximizes the objective function
V forming a group. We assume that at some moment, a nagle,t) = >_, v'(t, 0), and (2) the payment to ageinis
¢; € @ wants to send data to all nodes in gralpand all nodes
in @ € g; want the data. For simplicity, we assume that a set prt) =) vt 0(t) + B (tTY),
of of receivers{qs, g3, - - - , ¢} Will get data from source node i
q1. Since all nodes are in a same group, we assume that any
receiver nodey; will relay the data for any other receiver nodesvherer’() is an arbitrary function of~* and different agent
for free if it is chosen as relay node, i.e,,= 0for 1 < k <. could have different functio’() as long as it is defined on
In this paper, all wireless nodes are assumed t@bienal, i.e., ¢ . Itis proved by Groves [3] that a VCG mechanism is truth-
they respond to well-defined incentives and will deviate froiftll. Green and Laffont [4] proved that, under mild assumptions,

the protocol only if it improves its gain. VCG mechanisms are the only truthful implementations for util-
itarian problems.
B. Truthful Mechanism Design An important observation here is that the output function of a

Traditionally, the following model is used to analyze scenal.CG mechanism s required to maximize the objective function.

ios in which the agents act according to their own self-interestd!iS makes the mechanism computationally intractable in many
There aren agents, i.e., there are selfish wireless devices. CaSes, such as the multicast problem studied in this paper. No-

Each agent, fori € {1,--- ,n}, has some private informationtice 'Fhat _replacing the optimal algorithm with nqn-optimal ap-
#i, called itstype In this paper, the typ# is its cost to forward proximation usually leads to untruthful mechanisms. To made

a unit data packet in a network environment. Then the set of '€ Méchanism polynomial time computable, we have to add
agents define a type vector= (', 12, -- "), which is called computational efficiency to the set of concerns that must be ad-

the profile. There is an output specificatia that maps each dressed [5]- _
type vectort to a set of allowed outputs. Agefis preferences L€ta” * denote thle v2ector of_stlrateglles of all other agents ex-
are given by a valuation functiosi that assigns a real numberCePt: i-€.a™" = (a%,a?,--- ,a" %, a’*, ... a"). Leta['b =

Lo 1 2 1—1 1+1 n .
vi(t,0) to each possible output Here, we assume that the(® »@" =~ ,a'™,b,a™", .-, a"), i.e., each agent # i uses
valuation of an agent does not depend on other agents’ typeisatedya’ and the agentuses strategy.
Everything in the scenario is public knowledge except the type
t*, which is a private information to ageitEach agent has a
set of strategiedl’ that the agent can choose from. In this paper, In this section, we propose a truthful multicast routing proto-
we only consider direct revelation mechanisms, i.e., the strate@f} for wireless ad hoc networks such that each selfish and ra-
of an agent is to report its type. tional node will follow the protocol out of its own self-interest.

For each strategy vectar= (a',--- ,a"), i.e., agent plays
strategya’ € A?, the mechanism= (O, p) defines aroutput A. Problem Statement
O(a) and apaymentrectorp = (p*,--- ,p"), wherep’ = pi(a) We consider a wireless ad hoc network consisting of a node
is the money given to each participating agéntThe mecha- setV = {vy,vs,---,v,}. Every nodev; has a fixed trans-
nism designer defines an output metlg@duch that an objective mission range and thus transmit a unit data needs a fixed cost
function g(o(a), t) is maximized under output meth@. For ¢;. Usually we need to communicate among a group of nodes
example, the objective functiaf(o(a),t) = "1, v (¢, 0(a)), Q = {q1,q2, - ,q-} C V instead of a pair of nodes, which is
maximizes the total valuation of all agents. known as multicast problem. For the simplicity of notations, we

Agent i’s utility (or called profit by some researchers) isassume thag; = v;, for 1 < ¢ < r. In order for every node
u’ = v'(t',0) + p'. We assume that each agentdsional, i.e., ¢; € Q to broadcast the message to the other receiving nodes
agenti always tries to maximize its utility. A mechanism in @, we first should construct a broadcasting tféspanning
satisfies thendividual compatibility(IC), if each agent maxi- all nodes inQ such that, whenever an internal nodes T re-
mizes its utility by reporting its typ# truthfully regardlessof ceiving a new message, it relays the message to all its neighbors
what other agents do. Clearly, an agent will not participate in(except the neighboring node from which the message came).
routing if its profit is negative. A mechanism satisfies ihdi- Remember that such relaying can be done by a single message
vidual rationality(IR), (or called voluntary participation) if eachin wireless networks. The summation of cost of every node in
agent gets non-negative profit by reporting its typ&uthfully 7T is called the weight of the treE, denoted asy(7). Remem-
regardlessof what other agents do. A mechanisniristhful (or ber that for wireless broadcasting, a leave nod& idoes not
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incur any cost here and it must be a receiver (otherwise, weFirst, for all nodes inT,,,, when disregarding the node
can shrink the tree by removing the non-receiver leaf node). Weight, there is a spanning tré¢,,, on V (7,,;) with node de-
save the energy consumption, we want to find afge whose gree at mosb since the wireless network is modelled by a unit
weight is the minimum among all trees used for multicast. dtisk graph. This is due to a well-known fact that there is an
is well-known (see e.g., [8]) that it is NP-hard to find the optiEuclidean minimum spanning tree with the maximum node de-
mal solution when given an arbitrary wireless ad hoc netwogkee at mos$ for any set of two-dimensional points. Note here
modelled by a node weighted graph Finding the minimum we do not need construct such spanning tree with maximum de-
cost multicast tree is at least as hard as to approximate thegree at mos$ explicitly. Obviously,w(T,,) = w(T},,;). Thus,
cover problem. Guha and Khuller [8] showed that it can be apeeT;pt is also an optimal solution. with maximal node degree
proximated withinO(In k), wherek is the number of receivers. degree at mosi.

Thus, we have to rely on some heuristics to approximate theFor spanning treé&, ,,, we root it at an arbitrary node and du-
optimum multicast tred,,;. In this paper, given an arbitrary plicate every linkirll; , (the resulting structure is calldd ;.
wireless network modelled by a node weighted unit disk grai@iearly, every node i)7, ,, has even degree now. Thus, we can
G, we present an efficient method to construct a spanningtredind an Euler circuit, denoted bEC’(DT;pt), that visits every
whose total cosb(7) is at mosb times the cost of the minimum vertex of DT}, and uses every edge &7}, exactly once,

W(Topt)- which is equivalent to say that every edgeTif), (G) is used
exactly twice. Consequently, we know that every nagen
B. Multicast Tree Construction V(Tope) is used exactlylegr,  (vi) times. Heredegg(v) de-

tes the degree of a nodén a graphGG. Thus, the total weight

Our method constructing a cost efficient spanning tree fgr R . ! .
g P g the Euler circuit is at most times of the weight(7; ), i.e.,

multicast routing works as follows. First, we calculate th@
pairwise shortest pathCP(g;, ¢;, G) between any two nodes w(EC(DT,,
gi,q; € @ for a network modelled by a node weighted graph r
G = (V, E,c), where the node cost vectords We then con- Notice that here if a nodey appears multiple times in
struct a complete edge weighted graisi;, Q, w) using@ as  EC(DT},,), its weight is also counted multiple times in
its vertices, where edggq; corresponds taCP(g;, ¢;, G), and  w(EC(DT},,)).

its weightw(g;q;) is the cost oLCP(qg;, ¢;, G), i.e.,w(qig;) = If we walk along EC(DTy,,), we visit all receivers, and
ILCP(g:,q;,G)||. For our later convenience, here the totdength of any subpath between receivgrandg; is no smaller
weight of the least cost patlCP(¢;, g;, &) does notinclude the than [LCP(g;,q;,G)|. Thus, the cost ofEC(DT,,) is at
cost of two end-pointg; andg;. For convenience of our analy-leastw(V M ST(G)) sinceV M ST(G) is the minimum span-
sis, we also assume that no two edge§'is: (V, E, ¢) have the ning tree spanning all receivers and the cost of the edge
same length, and there are no two path&ins- (V, E,c) have ¢;q; in VMST(G) corresponds the path with the least cost
the same length. Dropping this assumption doesn’t change theCP(qg;, ¢;, G)||. In other words,

result of our analysis.

o

) <5 w(Tly)-

w(EC(DT!

opt

) > w(VMST(G)).
Algorithm 1: Virtual MST Algorithm
1. First, we construct the virtual weighted complete graphonsequently, we have
K (G, Q) on the original networky = (V, E, ¢). / y
2. Construct the minimum spanning tree (MST) &G, Q). w(VMST(G)) < w(EC(DTop)) < 5 - (Tope)-
The resulting MST is denoted &M ST'(G). This finishes the proof.
3. For each edge;q; selected iV M ST (G), we find the cor-
responding least cost palitP(¢;, ¢;, G) in G. We mark every  Notice that the assumption that the receiver nodes will relay
internal node;, on the patiLCP(q;, ¢;, G) asrelay node the transit traffic for other receiver nodes for free is crucial in
4. In graphG, build a spanning tree using all nodes marketihe above proof. If this is not the case, then Theorem 1 does not
with relay nodeand all receiver node®, and denote the final hold anymore. Let us assume that the receiver node does charge
spanning tree oty asSV M ST(G). for relay. Remember that we will not count the cost of all leaf
) o . o nodes (which must be receivers) when we count the cost of a
Notice a node is in tre§V M ST(G) if and only if it is on myiticast treeT,,,. First, we cannot guarantee any relation be-
some virtual edges i M ST(G), thus we consider the struc-yeen the cost of,,,; and the tred/?,,, with bounded degres.
tureVM ST (G) instead ofSV M ST(G). Secondly, when we transform a trég,, to an Euler circuit, we
Theorem 1:VMST(G) is a5-approximation of the optimal cannot say that the weight of an virtual edge; in EC(DT},,,)
solution in terms total cost if the wireless network is modelled larger than its weight iV M/ ST(G) anymore. It is because
by unit disk graph. we only count the cost of internal node Bf,, when compute
PROOF. Assume that the optimal solution is a tree calleg;. the cost ofg;q; in EC(DT},,), but on the other hand, we have
Let V(Toy) be the set of nodes used in the tiEg,. Clearly, to count the cost of two end nodgsandg; when compute the
w(Topt) = Yv,ev(t,,,) Ci- Similarly, for any spanning tree cost of ¢;¢; in K(Q,G). Figure IlI-B illustrates an example
T of K(G,Q), we definew(T) = > . .pw(e). In order to thatV MST(G) does not give constant approximation when re-
prove the theorem, we prove a stronger resblt:w(7,,:) > ceiver nodes charge for relaying transit traffic. In the example,
w(VMST(G)). nodew, has cost,, = M + e. There arer receiversg;, qo,
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Fig. 2. A node could lie to improve its utility when payment is computed
based on VMG mechanisms. Here the cost of nodegare c2 = M and
c3 =M +e.

Fig. 1. VMST does not approximate minimum cost multicast tree when receiver

nodes charge for relay.

lie its cost to improve its utility when output is VMST structure.

o . The payment to nodes is 0 and its utility is alsd) if it reports
~-+, ¢r On the unit circle centered at nodg, each with cost s cost truthfully since it will not be selected. Let us see what
M. Clearly, the VMST tree will be formed by linkggi+1 for  nappens if nodes lies its cost toc; = M — e. It is easy to
1 <i<r—1. Thus, the relay nodes chosen by VMST will bgee that the total payment to nodewhenw; reported a cost
i, 1 <4 < r — 1, and the total cost of all chosen relay nodes, _ s _ . isw(VMST(c]Po0)) — w(VMST(cPes)) + c5 =
is (r — 1) - M. On the other hand, the minimum cost multicasf;; _ (M —€¢) + M — ¢ = 2M and the utility of nodev; be-
tree will be formed by linksy,, g;, for 1 < i < r. The total cost comesu®(cf3cs) = 2M — (M + ¢) = M — €, which is larger

of the optimum tree i8/ + e. thanu3(c) = 0. This example prevents us from using VCG
mechanism to compute payments for relay nodes. Next, we will
study how to design a payment schemesuch that the multicast

In the previous subsection, we show that the virtual minimupauting based on VMST and the payment schenisetruthful.
spanning tree is & approximation for the minimum cost multi-
cast tree for homogeneous wireless networks modelled by u@i2 Truthful Payment Based on VMST
disk graphs. Remember a truthful multicast routing protocol is
composed of two parts: a spanning tree used for multicast g?
the payment paid to each relay node. We use the spanning gﬁ

VM ST for multicast and what we remain to solve is then hov(g ; ce
; . : this path ag E T). F licity, & E(p,q.d
each node o M ST will be paid to compensate its cost. tondelnso?gLE?p q (\1/7}\3’512(@;“ simplicity, we use.£(p, g d)

In a truthful multicast routing protocol, every node is re- Based on the structuré M ST(d), we then design a truth-

gu':ﬁg t%g%ﬁg;tr:rﬁ frrilriyit(s:oastt:’t ur;(l)tz:coes;;a ngzedggﬁrsgcf?af mechanism for calculating the payment to relay nodes on
k may ' VM ST(d) as follows.

tord = {dy,ds,---,d,} to denote all nodes’ declared cost.
For simplicity, we will use cost vectat to represent the graph  Algorithm 2: Truthful payment using’ M ST(G)
G = (V, E,d) if there is no confusion. Thu&CP(s,t,G) can 1. Each nodey, € V is required to report a cost, sdy.
be simplified as CP(s, t,d) andV M ST'(G) is simply denoted 2. For every nodey, € V' \ Q in G, first calculateV’ M ST(d)
asVMST(d) whenG = (V, E,d). If we change the cost of a andV M ST(d|*oo) according to the nodes’ declared costs vec-
nodev, € V tod,, we denote the new graph dé‘“d;. If we tord.
remove one vertex; from G, we denote the resulting graph a8, Find Ej,(d,) which is the set of edgegq; such thaty, €
d|Foc. LCP(g;, q;,d) andg;q; € VM ST (d) when nodey;, declares a
. costdy,.

C.1 VCG mechanism Is Not Truthful 4. For any edgee = ¢;q; € Ex(dx) and any nodey, €

VCG mechanisms have been used to design strategy-prb@P(g;, ¢;, d), we define the payment to nodg based on the
protocols to problems such as unicast [9], [10], single mindedttual link ¢;q; as
auctions [11]. Thus, using VCG mechanism is a nature way to
design a payment scheme for multicast. The payment to a node
vy, selected i/ M ST based on VCG mechanisms is as followsp;; (d) = [|LE(g;, ¢;, d|"o0)|| = [LCP(qi, ¢, d)|| + d. (1)

C. Payment Scheme

iven a spanning tre&, and a pair of nodeg andq on T,
arly there is a unigue path connecting then¥orwe denote
€n path a$lr(p, q), and the edge with the maximum length

Poe =w(VMST(d|"0)) — w(VMST(d)) + dy. Here||II|| denotes the total cost of a pdth The final payment
to nodevy, based o/ M ST'(d) is
In other words, the payment to a relay nogeequals its de-
clared cost plus the difference between the VMST constructed pF(d) = max pfj(d). (2
without this nodey;, and the VMST constructed using. 4iq; €Er(di)
Unfortunately, if we compensate relay nodes based on the

payment computed using VCG mechanisms, a wireless nod&Ve next show that our payment scheme is truthful, i.e., node
may have incentives to lie about its cost to improve its profit;, cannot lie about its cost to improve its non-negative profit.
or will refuse to relay the packets since its profit may be nedhroughout our proofs, we fix the codt ;, of all nodes other
ative. Figure 2 illustrates such an example where ngdean thank.



Assume that nodev; is used in the least cost path We first show thatv, is still in the least cost path con-
LCP(g¢;, gj,d) ande = ¢;q; € VM ST(d). We first show that necting ¢; and ¢; when v, declares a cost;.  Since
nodev,, cannot manipulate its declared cdst# ¢, to improve v, € LCP(g;, g5, d|"cx), we have||LCP_,, (¢, g;,d|"cy)|| >

its payment based on the virtual edge; from K (G, R). |LCP.,, (¢i, q;,d|*ck)|| > |LCPy,(¢i,q;,d*ck)|. Remem-
Lemma 1:Assume that node;, € LCP(g;, q;, d) with cost Per that|LCP_UZ(qi,qj,d|k%)\ = |LCP_,, (qz‘7qg‘akd|k0)| >
dy, ande = g¢;q; € VM ST(d),then the payment}; (d) does not [LCPu, (¢i, 45, d|"ck )|, s0 we gowy, € LCP(g;, g5, d|"cy)-

depend ony,’s declared cost,. We then show thag;q; € VM ST (d|*c;). Here we consider
PROOF. From the payment definition, when nodgdeclares a the node partition(Q;, Q;} introduced by removing link;q;
costdy, and edgey;g; is still in VM ST(d), its paymenp?;(d) from VMST(d), whereg; € Q; andg; € ;. Remember that

based on edgegg; is the least cost path corresponding to virtual eqdgge contains
. nodev;, and keeps the same, so the weight of virtual egige
ILE(gi,qj,d|"o0)|| — [[LCP(gs, g5, d)|| + d. decreased by, — c;. Whenwvj, changes its cost from, to ¢y,

all virtual edges inK (Q, G) decreases at mogt — c;,. Thus,
¢ig; is still the bridge ovef{Q;, Q,}. From the Observation 1,
we haveg;q; € VM ST (d|*¢;). This finishes the proof.

Notice that the first pait E(q;, g;, d|*oc) is the longest edge of
the unique path fron; to g; on treeV M ST (d|*c). Clearly,
the spanning tre¥ M ST'(d|*oo) does not depend af).. Thus,

5 HEE &
LE(gi, gj, d|"o0) is independent of,. Observation 1:If {V4, V,} is a partition of vertices in graph

Now cpnsider the least cost patlCP(g;, ¢;,d). From the G = (V, E) andv,v, is the bridge ovel; andV, with minimum
assumption we know that, € LCP(qg;,¢;,d), thus, the path length, thens,v, € MST.

LCP(g;, g5, d) remains the same regardlessipk declared cost  giiiar to Lemma 2, we have the following lemma.
di as long asy;, € LCP(qg;,q;,d). Thus, the summation of all Lemma 3: By (&) C Ex(cx)
nodes’ cost orLCP(g;, ¢;,d) except nodevy, is a fixed cost, ' = '

which equals td|LCP(g;, g;,d|*0)|| = |[LCP(g;,q;,d)|| — di. In order to prove the truthfulness (IC and IR property) of this
In other word, the second pa#t||LCP(q;, q;,d)|| + di is also mechanism, we first give some related definitions. Consider
independent ofl;,. This finishes the proof. any spanning tre€’ of graph K (G, Q). Removing any edge

¢iq; € T will partition the treeT" into two trees. All nodes of
tthe two trees form two disjoint vertex sefk (1') and Q;(T')
Sfeh that; € Q;(T) andg; € Q,(T). An edgeg,q; satisfying
the following property is called bridge ovér;(T") and @, (T):
pi(d) = | LE(gi, g5, dI*o0)|| — ILCP(gi, gj, )|, s € @i(T) anda; € Q;(T) org, € Q:(T) andg: € Q5 (7).
Definition 1: Considering the graphK(G,Q) (G =
(V, E,d)) and a node partitiodQ;, Q;} of Q, we define the
follows:
1. All bridges ¢,q: over node partition@;,Q; of graph
K(G,Q) satisfying vy, ¢ LCP(qgs,q,d) forms a set
B~ (Q,, @, ), and the one with the minimum length is denoted
asBM ™" (Q;, Q;,d) when the nodes’ cost vectords
2. All bridges ¢,¢: over node partitiorQ);, ); satisfyingv;, €
LCP(qgs, g+, d) form a setB"*(Q;, Q;), among them the bridge
with the minimum length is denoted &\/ "+ (Q;, Q;, d) when
he nodes’ cost vector i
3. All bridges g.¢: over node partition@;,Q; form a set

Based on the above lemma, we can rewrite the paymen
nodev,, based on an edggg; as

when nodey, € LCP(g;, ¢;,d) andg;q; € VMST(d).

Given two receiversy; and ¢; and another nodey, we
divide all the paths connecting, and g; in G (denoted by
II(g;, ¢;)) into two categories: the paths with node (de-
noted byIl,, (¢;,¢;)) and the paths without nods, (denoted
by II_,, (¢:,q;)). The least cost path if,, (¢;, ¢;) is denoted
asLCP,, (¢, g;, d), and the least cost pathiif_,, (¢;, g;) is de-
noted ad. CP_,, (¢;, ¢;, d). Clearly, the pathCP_,, (¢;, g;, d)
is independent of the declared cat of nodev,. Notice
LCP,, (gi,q;,d) andLCP_,, (¢;, ¢;, d) doesn’t depend on node
vi's declared cosfly,. For simplicity, we denote the total cost o

nodes on the least cost pdtkP,, (g;,q;,d), other than node B(Qs,Q;), among them the bridge with the minimum length

Uk, @SCj;. is denoted a8 M (Q;, Q;, d) when the nodes’ cost vectords
In our proof of the the truthfulness, we consider two cases: (@i, Qj, )

(1) whether the node has the incentive to lie its cost upward; (2)Some observations regarding the bridges are listed as follows

whether the node has the incentive to lie its cost downward. (proofs are omitted due to space limit or its simplicity). For a

order to simplify and clarify our proofs, we use the followinglisjoint node partitio{ Q;, Q; }, we have

notations. 1. BM(Q;,Q;,d) = min(BM"(Q;,Q;,d), BM~"*(Q;,Q;,d)).
If a nodeuy, lies its cost upward, we denote the new costas 2. The pathsBM"*(Q;, Q;,d) and BM ~"*(Q;, Q;,d) in the

and the VMST calculated from;; asV M ST'(d|*er,). Similarly, graphG = (V, E, d) are independent of;,’s declared cosdy,.

if nodew, lies its cost downward, we denote the new cost;as In other words, node;, cannot change these two pathgirby

and the VMST calculated from, asV M ST (d|*cy,). merely changing its declared ceft. .
We first consider the case when the nagedeclares a cost e are now ready to prove that the payment scheme described
ci. In this case, we have the following lemma. in Algorithm 2 satisfies the IR and IC property.
Lemma 2: Ey,(c;) C Eg(ck). Theorem 2:0ur payment scheme satisfies IR property, i.e.,

PROOF. Consider any edge;q; from Ej(c;). We show that for any nodev; -
this edgey;q; is still kept in B (cy,). u(d|"e) > 0.



ProOOFE First of all, if nodew,, is not chosen as relay nodea tree with smaller weight, which is a contradiction. Thus,
then its paymenp* (d|*c;) is clearly0 and its valuation is also
0. Thus, its utilityu* (d|*c;,) is 0. ILE (a5, q5.dI )|l < ||LCP(q“qf’d|kC’;)||

When nodevy, is chosen as a relay node, we show that its = |[LCPy, (gi;qj, d| k).

payment is non-negative by showipg;(d|*c) > ¢, for any Applying this to our payment scheme, the paymeitd|*c) to
edgeg;q; € VMST(d|kck) andvy € LCP(qi,qj7d|kck). Let nodeuy, is ||LE(q1,qj,d|koo)||f||LCPq, (114,Qj7d|k0k)||+zk <
{Q:,Q;} be the node partition_ introduceql by removing Iinlﬁk_ This finishes the proof for this sul:fcaée. -
giq; from VMST(d|"cx). Consider the unique path connect-" g ncase 2.2nodewy is originally selected as relay node. We
ing ¢; and g; in the spanning tre¢/ M ST(d|"cc). Clearly, nroe that, doesn't have any incentive to lie downward. From
there is at least one edge, say;, that crosses); andQ; | emma 2, we know thaky,(c) C Ex(cy). Thus, we only need
'nL(t:hI'DS unique pztg. Here; ECI% and qjke QJ"_ Clea:jly, focus our attention on these edgedip(c;,) — Ex (cx). Consider
H~ j hiaq;;c (fﬁéqrﬁin!rﬁﬁgru vjei”ht ar(’rggnqj,aI'I thr)u'd' 2ngg isggvapy sugh edge = di; < Bi(cx) — Ei(ck). Letajd; be. the
id; 9 9 P ge edge %dge with the largest weight among all edges on the unique path
{Qi, Qj} Whin the node cost vector i§ Ck- By d(re]fmltr:on, connectingg; andg; in VMST(d|*o0). In the spanning tree
ILE(i, gj, d|"o0)]| = [[LCP (qﬁ ¢, ] C’f)H'_ The theo- v 797 (dfFoo), if we remove the edgel¢*, we have a vertex
rem then follows frompy;(d|"cx) = [ LE(q:,qj,d|"o0)| — partition {Q¥, O}, whereg, € QF andg; ¢ Q"
& e 1&g i I 4dj J

ILCP(gi, q;,d|"c)|| + cx > ci. This finishes the proof. In the graph K(G,Q), we consider the bridge edge
BM(Q%,Q%, c) whose weight is minimum when the nodes

st vector isc. There are two cases here: 1) ¢

M(Q%, Q% d|*cy) or 2) v, € BM(Q%,Q%,d|*cy). We dis-
cuss them individually.

Theorem 3:Our payment scheme satisfies the incentive com-The first situation is, ¢ BM(Q%, Q%, d|*c;) which im-
patibility (IC). plies BM~(Q%, Q% d|*c,) = BM(Q%, Q%,d|*ci). Notice
PrROOFE We prove the theorem by showing that a node wiedgeq’fqﬁ has the minimum weight among all bridge edges over
neither lie up its cost, nor lie down its cost. We consider thefif)’, Q%} when graphi|*cc is considered. From assumption
case by case as follows. vp & BM(QF, Q%, d|*cy,), we know that|LCP (¢}, ¢%, d|"o0)|

Case 1 nodeuwy, lies up its cost toe;,. We prove thaty, is still minimum among all bridge edges ovR%, Q%} when
doesn't have any incentive to lie upward. WM ST (d|*c;) = graphG is considered. In other word&®M (QF, Q%, d|*c)) =
VMST(d|*cx), then nodey;, gains nothing since the payment|LCP (¢}, ¢%,d|*o0)||. Sinceqq; is also a bridge edge over
to nodewy, is independent of its declared cost in this situatiof@%, Q% }, we have
(from Lemma 1). fVMST(d|*e) # VMST(d|*cy), from 1LE(gs, g5, d|Fo0)|
Lemma 3, we know thaE(¢x) C Ex(cx). In addition, from > 43> 410
Lemma 1, we have¥; (d|"c,) = pf;(d|"cx) for any edgeyq; €
Ey(cr). This means that; can't increase its payment by |yi”gConsequentIy,
upward.

Case 2:nodeuy, lies down its cost tay. We further divide Pi;(d|*cx) = [ILE(g;, qj,c/*o0)|| — [LCP(g;, ¢;, d|*cx) || + cx < cx,

this case into two subcases: whether negles originally se- \ hich implies that;, will not benefit from lying its cost down-
lected as relay node or not. ard

ward.

Subcase 2.1:node v, is not originally selected as relay  The second situation is that, € BM(QE, Q% dl*cy).

node. Obviously, node; can possibly improve its utility when £rom ™ the  assumption thang, ¢ VMSTI(,d|’“Jc7k) we
- 1417 ’

VMST(d|"ey) # VMST(d|*cx) andvy is on some edge of know edge g;q; cannot be BM(Q%, Q% d|Fcy).  Thus,

VMST(d|"cy) after vy, lies its cost downward. Assume thathere exists an edge.¢i # qiq; such thatv, €

vy, € LCP(g;, g5, d|*ci) ande = g,q; € VMST(d|*ck). The LCP(q,,q,d|*cx) = BM(Q¥, Q% d|*c;), which is guaran-

We then prove that no node can lie about its cost to impro
its utility.

ILCP (g7 45, d|*o0) |
ILCP (i, 4;, d| cs) |

IN

paymenty}; (d|*c;.) to nodevy based ony;q; is teed to be i/ M ST (d|*c). Obviously,|LCP(g;, q;, d|*cx)|| >
ILCP(qs, g+, d|*cr)||. Notice thaty,q; is also a bridge edge over
|LE(q;,q;,d|*o0)|| — |[LCP(qs, q;,d|*ck)|| + ck Q% andQﬁk. Thus,q.’;q"}.is on the path frongs tg q ]:)n graph
— |LE(g,q;,d|*00)|| — |LCPy, (¢, q:, d|*ex)|| + ¢ VMST(d|*c), which implies that/|LCP (¢}, ¢5,d|"c0)| =
[ a5 Ao = IECPo @i APl ey alFoo)]| < LB (g, a1, d*oc). Using Lemma 2,
We then prove thatf; (d|"ci) < c. we haveL.CP(qs, q;, d|*cx) € VMST(G|*cy). Thus,

From the assumption that, ¢ VMST(G), we

k k
have VM ST(d|¥c,) = VMST(d\vy). Remember that pij (] cx)

LE(gi,q5,d"o0) is the longest edge (say‘qh) of the = [LE(giq;,d*o0)| ~ ILCP(gi, q;,d|*c)| + ex
unique path]C connecting; and g; in kVMST(dV_"oo). Thus, = |LE(g:, q5,d|F0)|| — ILCPy, (as: g1 d|Fex) || + c
LE(qi,qj,d|*c0) is also inV M .ST(d|"c;). We will then prove < |LE(gs, qi, dFo0)|| — IILCPs, (i, gy, d|Fcx) | + cx
that |LE(qi, a;,d|*0)| < [LCP(gi,q;.d|*cy)]| by contra- = e el 8

diction. Assume|LE(qg;, q;,d|*o0)| > |ILCP(gi, q;,d| cx)]]. < [[LE(qs, g, d|*o0) || — [LCP(gs, g1, d|"ck)|| + ck

Then we can replacg¢% with g;q; in VM ST (d|*oo) and get = pF(d*ep)



This inequality concludes that evendif, lies its cost down-  We then show that our payment scheme is optimal among all
ward to introduce some new edgesiii/ ST (d|*c;) that con-  truthful mechanisms using VMST.

tain vg, the payment based on these newly introduced edges is

not larger than the payment on some edges already contained i}l;heorerg 4 qu str_uc_tureVM ST, the”p ayn;]?nlt baser:j on (2)
VMST(d|*cy). This finishes the proof. to any nodev, is minimum among all truthful mechanisms

based on VMST.
PROOF We prove it by contradiction. Assume that there is an-
D. Mechanism Optimality other truthful payment scheme, say based on VMST, whose

. ment is smaller than our payment for a negeon a graph
We have already proved that our payment scheme is truth y_
In this section, we will prove that it is optimal, i.e., the payi—ﬁ?_ (V. E,d). Assume that the payment calculated Ayor

o sk _ .k _ k ; .
ment to any individual relay node is minimum among all trut E;g?gé Eypoﬁ(f)a@grit(r?r)n ar‘iéi‘;"hoerep (d) is the payment cal
ful mechanisms based on VMST structure. Before we prov : y

P Now consider another grap’ = (V, E,d’) whered' =

this, we prove the following lemma regarding all truthful pay-, , ° ;L 5 .
ment schemes based on VMST. d|"d;, andd;, = p”(d) — §. From Lemma 5, we know tha, is

stillin VM ST(d'). Using Lemma 4, we know that the payment

Lemma 4:1f a mechanism based on VMST with paymenfor nodew;, using algorithmA should bep*(d) — §, which is
functionp is truthful, then for every internal nods,, if v, € independent of node;’s declared cost. Here, nodg’s utility
VMST(d) and all other nodes do not change their declargslp*(d) — 6 — (p*(d) — 3) = —$ < 0. Thus, nodey, has a
costs, the payment functigit (d) should be independent df.. negative utility under payment schemefor graphG’, which
PROOF We prove it by contradiction. Suppose that there existdolates the incentive compatibility (IC). This finishes the proof.
atruthful payment scheme such tpétd) depends ody,. There
must exist two valid declared costs andas such thata; #
as andp”(d|¥ay) # p*(d|*az). Without loss of generality we
assume thap*(d|*a;) > p*(d|"as). Now consider a node, E. Fast Payment Computing
with actual costt;, = ap. Obviously, it can lie its cost as,
to increase his utility, which violates the incentive compatibilit},/e
(IC) property. This finishes the proof.

We continue to discuss how to compute the payment to every
lay node efficiently. Assume that the original communication
graphG hasn vertices andn edges.
One method of computing the payment works as follows.
Lemma5:If we havev, € VMST(d) for graphG = First we construct the complete graph from the original graph
(V,E,d), then as long a8}, < p*(d), vy € VMST(d') where G = (V, E, d): for every nodey; € (), we construct the short-
d' = d|*dj. est path tree rooted af, which will take timeO(n log n + m).
PROOF  We prove by contradiction by assuming that ¢ Notice that||Q|| = r. Thus, we need(rnlogn + rm) time
VMST(d'), which impliesVMST(d') = VMST(d|*>). to construct the complete weighted graftiG, Q). Secondly,
Sincev;, € VMST(d), we haveEy(d) #. Thus, we can as- we construct the spanning tr&é&\/ ST'(d) on K (G, Q), which
sume there exists some edgeg; such thatp®(d) = pf;(d'), takes timeO(rlogr+12) = O(r2). Thus, the overall time com-
i.e., its payment is computed based on egge in VM ST(d). plexity to constructl/ M ST(G) is O(r? + rnlogn + rm) =
Let g;q; be the longest edgBE(q;, ¢;,d|*o0). Let{Q;,Q;} O(rnlogn + rm).
be the vertex partition introduced by removing edge; from  Next, we study how to find the payment for a single node
the treeV’ M ST(d|*o0), whereg; € Q; andg; € Q;. From , ¢ VMST(d) efficiently. In order to calculate the payment
the assumptionlj, < p*(d), we rewrited; = p"(d) — & for nodev;, we should construct the tré&\/ ST'(d|*o0), which
where § > 0. The payment to nodey in VMST(d) will take time O(rnlogn + rm). If v, € LCP(q;,qj,d) €

is p*(d) = |ILCP(qr,qs,d|"o0)| — ¢}, where ¢if = VMST(d), then we need to calculate the paymehtd). Find-
LCP,, (gi,q5,d[*0). Thus, ¢;* = [[LCP(qz,qs,d|*0)|| — ing the longest edgd E(q:, q;,d|Fo0) will take time O(r).
p¥(d). When v’s cost becomesd;, the length of the In the worst case, node, may appear orO(r) edges of
original path LCP(g;,q;,d) in G becomesc]; + d;, = VMST(G). Thus, we can calculate the payment for the single
ILCP(ar. 4. d|*o0)||—p* (d)+f, = LCP(q1. q..d|*o0) | 5.  nodevk intimeO(r2) + O(rnlognkim) = Ofrnlogn-+rm).
In other words||LCP,, (¢i, g;, d')|| = |[LCP(qr, q., d|*o0)|| — In the worst case, there could bE¥n) nodes oV M ST'(d), so
§. Thus, we calculate the payment for all relay nodes in V&Rl ST(d)
in time O(rn?log n +rmn). Itis natural to ask whether we can
ILCP(gi,q;,d)|| < |ILCPy,(gi,q;,d")|| compute it more efficiently?
< |ILCP(qr,qy,d|*0)]|. Our improvement is to use the fast payment for unicast as

a subroutine. For a pair of nodegsy;, we calculate the path
Now consider the spanning treEMST(d’). Remem- LCP(g;,q;,d|*o0) for every nodev, € LCP(g;, g;,d), which
ber we assume that, ¢ VMST(d'), i.e., VMST(d') = can be done in tim&(nlogn + m) [10], [12]. It will take
VMST(d*o0). Thus, among the bridge edges oy, Q;, O(r’nlogn + r?m) to find the complete grapk (d|*oo, Q)
edgeqrq; has the least cost when graphdgco. However, for every nodev,. Finding the MST on each such complete
this is a contradiction to we just provedLCP(q;, q;,d’)|| < graph will take timeO(r?). Thus, we can construct VMSTs for
ILCP(qy, q7,d|¥oc)]|. This finishes the proof. all thesen complete graphs in tim&(r?n). Based on these



n VMSTs, it will take O(r?) to calculate the payment for oneany nodeg;, clearly, |[LCP(s,q;, G)|| < w(VMST). Thus,
node. Thus, in the worst case, it will also takér?n) to cal- w(LCPS) =>"._, |ILCP(s,q;,G)|| <r-w(VMST).

culate the payment to every relay node. Overall, the time com-Let P 4(c) be the total payment to all relay nodes under a
plexity of this approach i€)(r?nlogn + r?m) + O(r?n) + payment schemel. Although our payment scheme is based
O(r*n) = O(r’*nlogn + r?m). Whenr = o(y/n), this ap- on a structure VMST whose total cost is withirtimes of the
proach outperforms the naive approach with time complexitginimum cost spanning tree for UDG, we cannot guarantee any
O(n%*logn + mn). Whenr is a constant, the time complex-relations between the total paymems ;s sr(c), Prcp(c), and

ity of the above approach becom@gnlogn + m), which is  Pyca(c).

optimum.
IV. EXPERIMENTAL RESULTS

F. Truthful Payments based on Other Structures Remember no matter the underline structures is VMST or

Although we proved that our payment scheme is optimhCPS, the payment is always greater or equals the actual cost.
among all truthful payment schemes based on VMST, there &@r a structuré, letc(H) be its cost ang (H ) be the payment
many other structures for multicast. of schemes based on this structure. We define the overpayment

One example of multicast structures is the least cost path stio of the payment schemebased on structur® as
(LCPS). For each receiver, we compute the least cost path
from the source t@;, the union of all paths to all receivers is OR,(H) = Ps(H). 3)
called the least cost path star. We can show that the payment c(H)
based on VCG mechanisms using LCPS as output is not truthful . L .
Details are omitted here due to space limit. We instead defing\@en itis clear from the context, we often simplify the notation

; OR(H).
truthful payment as follows. First, we compute a paymei(tl) as .
to every nodev; on the least cost path using the scheme for In[?], Archer and Tardos presented a simple example to show

unicast [10], [12]. The total payment to a nodeis p*(d) = that the overpayment for unicast could be as large(@g. With

maxg, cq p¥(d). This payment scheme is truthful since nage a little modification of thgw example, it is not d|ff|cult'to show
cannot lie about its cost to improve ap§/(d). that the overpayment ratio for We conducted extensive simula-

Notice that the payment based ph(d) = min,, co p¥(d) is tions to study the overpayment ratio of various schemes pro-

not truthful since a node may lie its cost upward so it can disca‘?ﬂseOI in this paper.

some low payment from some receiver. In addition, the paymenﬂn our experiments, we compare the performance_of structure
) =% p¥(d) is nottruthful neither LCPS and VMST according to three different metrics: actual
T LugiE€ i :

Although the above payment based on the union of lefQSt total payment and overpayment Ta_“o- Figure_4 sho_vvs_the
cost paths is truthful, the structure LCPS could have &xst LCPS and VMST structure when the original graph is a unit disk

times the cost of VMST. Figure IlI-F illustrates such an exang-raph (UDG). Here, the grey nodes are receivers.
ple. In the example, nodeis the source ang;, 1 < i < r

X \%\N/

': R . s
LCPS VMST

Fig. 4. LCPS and VMST structure

In our experiment, we randomly generateterminals uni-

formly in @ 2000 ft x 2000ft region. The transmission range
Fig. 3. LCPS could have co&(r) times of the cost of VMST. range of each terminal is set 800 ft. The cost; of a terminal
v; IS ¢1 + ¢ * 300", wherec; takes value fron800 to 500, ¢

are receivers. Node,, v; andz;, 1 < i < r are relay takesvalue from0 to50. The ranges of; andc; we used here
candidates. Node; andv;, 1 < i < r, each has cost, reflects the actual power cost in one second of a node to send
and eachw; has a sufficiently small cost > 0. Clearly, dataaRMbps rate.
LCP(s, ¢;, G) = sv;u;q; and it has cos. Thus, the total cost of i i ,
LCPS is2r. On the other hand, VMST is pathr; u1 ¢, followed A. Fixed receiver number and varies total node number
by pathgz1g2x2 - - - ¢r—121—1¢,, @nd its cost i + (r — 1) - e. In our first experiment, we vary the number of terminals in
Consequently, in this case, LCPS has d@$t) times of the this region from150 to 480, and fix the number of sender to
cost of VMST. Notice that for any grapt¥, we will show 1 and receivers t@0. For a specific number of terminals, we
that LCPS has cost at mosttimes of the cost of VMST. For generat&00 different networks, and compare the performance




of different structures according to six different metrics: avethe cost ofLCP(z,y, G) throughG. In addition, the result in

age cost (AC), maximum cost (MC), average payment (AP) affs] can be easily extended to deal with all-to-all traffics instead

maximum payment (MP), average overpayment ratio (AORJ the fixed source and destination node.

and maximum overpayment ratio (MOR). Feigenbaunet. al [9] then addressed the truthful low cost
As shown in figure 5, both network cost, payment and ovamluting in a different network model. They assumed that each

payment ratio decreases when the number of nodes increasedek incurs a transit cost;, for each transit packet it carries.

It is also clear in the figure that our proposed multicast struger any two nodesand; of the networkT; ; is the total traffic

ture VMST is better than the commonly used LCPS structueumber of packets) fromto j. Their payment scheme again

for all six performance metrics. But we should point out thas essentially the VCG mechanism. They also gave a distributed

more computational power is needed to carry out the paymem¢thod such that each nodean compute a numbefj > 0,

for VMST than for LCPS. which is the payment to node for carrying the transit traffic
] ) ) from node: to nodej if nodek is onLCP(z, j). The algorithm
B. Fixed total node number and varied receiver number converges to a stable state aférounds, where!’ is the max-

In this experiment, we vary the number of receivers in thisaum of diameters of grapt removing a node:, over all k.
region from5 to 45, and fix the number of sender taand total Since the mechanism is truthful, any node cannot lie its cost to
node number t850. When the number of receivers increasednprove its profit in their distributed algorithm. However, as
it is very natural to expect the network cost and total paymeiftey pointed [9], it is unclear how to prevent these selfish nodes
will increase. Thus, we define two new metrics that is meaffom running a different algorithms in computing a payment that
ingful to measure the performance: one is Average Cost Perigemore favorable to themselves since we have to rely on these
ceiver (ACP) which is the network cost divided by the numbétodes to run the distributed algorithm, although we know that
of receivers and another is Average Payment Per receiver (AFP$ nodes will input their true values.

Notice in this paper, we didn't discuss how to share the paymentor multicasting flow, Feigenbauet. al[17] assumed that
among all receivers, but these two metrics reflects how mudtere is a multicast infrastructure, given any set of receivers
each receivers need to contribute in some extent. For a spediic- V', connects the source node to the receivers. Additionally,
number of terminals, we generai@0 different networks, and for each usey; € @, they assumed fixedpath from the source
also compare the performance of different structures accordifgt, determined by the multicast routing infrastructure. Then
to six different metrics: AC, ACP, AP, APP, AOR and MOR. for every subseR of receivers, the delivery tréB(R) is merely

The second part in figure 6 shows that when the numbertbg union of the fixed paths from the source to the receiiers
the receivers increases, the network cost and payment dividé®y also assumed that there is a link cost associated with each
by the number of receivers is decreased. It is just what we é@mmunication link in the network and the link coskisownto
pected because in wireless ad hoc networks, very node us@veryone. For each receivey, there is a valuatiom; that this
broadcast manner to distribute the packet. One interesting 8pde values the reception of the data from the source. This in-
servation in the first part of figure 6 is that the network co$ermationw; is only known tog;. Nodeg; will report a number
and payment doesn't increase when the number of receiver i, which is the amount of money he/she is willing to pay to
creases. Instead, it display a bimodal manner such that whenrgreive the data. The source node then select a stibsef) of
number of receivers is greater than some threshold, the total riggeivers to maximize the differende,_ , w; — C(R), where
work cost and payment will decrease. We guess this is becaGdd?) is the cost of the multicast tréE(?) to send data to all
of our assumption that all receivers will relay for free. Considepodes inR. The approach of fixing the multicast tree is rela-
ing when all nodes are receivers, the network cost and payméygly simple to implement but could not model the greedy na-
will become0. Another thing deserve attention is in the thirdure of all wireless nodes in the network since it requires that the
part of figure 6, both MOR and AOR for LCPS increase whédik costs of the tree are known priori to every node.
the number of receivers increase. This interesting phenomena
needs future study. VI. CONCLUSION

In this paper, we studied how to design a multicast routing
protocol for selfish and rational wireless ad hoc networks, in

Routing has been part of the algorithmic mechanism-desigiich each wireless node will relay the data packets for other
from the beginning. Nisan and Ronen [5] provided aodes when it receives a payment to compensate its cost. We
polynomial-time strategyproof mechanism for optimal unicagroposed the first truthful mechanism that is based on a multi-
route selection in a centralized computational model. In thejast structure whose total cost is withiinimes of the optimum
formulation, the network is modelled as an abstract gidph when the wireless networks are modelled by unit disk graphs.
(V, E). Each edge: of the graph is an agent and has a priwe also gave efficient method to compute the payment for all
vate typet®, which represents the cost of sending a messagday nodes on the constructed multicast tree. We proved that
along this edge. They used the least cost path between warh node will follow the protocol and will maximize its profit
nodesz andy to routing the packet. Their payment schemehen it declares its true cost. Our payment scheme also works
is a VCG mechanism. The payment to agefs 0 if e is not when the network is modelled by a general graph, but we can-
onLCP(z,y,G), and the payment i _(. (z,y) — Dg(z,y) not prove that the total cost of the routing structure is within a
if e is onLCP(z,y,G). Here Dg_¢.y(x,y) is the cost of the constant factor of the optimum. It remains an open problem to
LCP throughG when edge: is not presented anB(z,y) is design an efficient truthful mechanism that can be computed in

V. PRIORI ARTS
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polynomial time when the network is modelled by an arbitrafg3] L. Buttyan and J. Hubaux, “Stimulating cooperation in self-organizing

node weighted graph. Here a protocol is efficient if the total
cost of the output structure is within a constant factor of the bgst
possible among any polynomial time computable outputs.
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