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Abstract—Effective and energy efficient neighbor discovery
protocol is a crucial component for the success of emerging
opportunistic encounter-based mobile (ad hoc) networking for
social and gaming. In this work, we design P-Game, an effective
neighbor discovery protocol to find a group of neighbors. By
leveraging a quick estimation of the number of neighbors,
we design various protocols for collecting the IDs of these
neighboring nodes with the objective of either minimizing the
latency of neighbor-discovery process or minimizing the active
slots (i.e. energy consumption) of each neighbor. We validate
PickupGame through rigorous theoretical analysis. When the
required acquaintances k is a constant fraction of neighbors, our
protocol is proved to have optimum delay Θ(k) and optimum
active slots Θ(1). When we need to find all neighbors, our
protocols achieve tradeoffs in the delay and active slots: one
approach has discovery latency O(k ln ln k) and active slots
O(ln ln k). Our evaluations corroborate our theoretical results
and show considerable improvement in discovery latency over
existing approaches in almost all cases.

I. INTRODUCTION

Thanks to the popularity of mobile devices and the
proximate-based applications on mobile devices, we are able
to connect virtual social networking with real world. For
example, by leveraging the relationships in social network and
the proximate-based application, e.g., Who’s Near Me [1] and
BlueHoo [2], it is possible to create real-world activities and
immediately ask friends nearby to join, eg, Sony’s Vita [3],
just like a pick-up game. However not all applications are able
to provide a centralized server to help find nearby users and
the users may not be willing to disclose their locations to
the server. Thus the first step to implement aforementioned
applications is to acquaint people in vicinity quickly and
efficiently.

In this work we study neighbor discover problem when
an initiator wants to find k acquaintances from a group of
neighbors (with possibly unknown cardinality) for opportunis-
tic social networking and gaming. The challenge here is to
balance the energy consumption and the latency: less wireless
communication, although resulting in less energy consumption,
may result in larger delay for neighbor discovery, since the
devices have less chances to ”look around”. The neighbor dis-
covery problem has been studied extensively, but the majority
of prior protocols focus on enabling two nodes to discover
each other [4]–[7], i.e., one-to-one discovery protocols. These
protocols when applied to address k-neighbors discover prob-
lem will often have large latency, as discussed and verified
later.

To support opportunistic networking initiated by a user, we

design P-Game for finding k-neighbors with small latency and
energy consumption. In protocol P-Game, the initiator first
estimates the number of potential valid neighbors (with similar
interests) in the crowd. Then based on the estimation, various
protocols are designed to either minimize the latency of neigh-
bor discovery process, or minimize the energy consumption of
each neighboring node, or to provide Pareto optimum solutions
when we cannot optimize both metrics simultaneously. Spe-
cially our protocols are designed based on two cases: (1) the
number n of existing potential neighbors in the crowd is within
constant multiples of the number k of requested neighbors; (2)
we want to find all potential neighbors, i.e., k = n. Rigorous
theoretical analysis shows that our protocol has the optimum
discovery latency Θ(k), optimum active slots Θ(1) for the
first case, and it has discovery latency O(k ln ln k) and active
slots O(ln ln k) for the second case. We further design duty-
cycle-based protocols with which nodes are able to work in
duty-cycle model. Our extensive evaluations show that our
protocols outperform previous protocols significantly in terms
of discovery latency and energy consumption.

The rest of the paper is organized as follows. We review
the related work in Section II. Section III describes the
system model and formulates the problem. In Section IV, we
present our protocols and analyze their performance. Section
V presents the duty-cycle-based protocol and its performance
analysis. Our extensive evaluation results are reported in Sec-
tion VI. Finally we conclude our work in Section VII.

II. RELATED WORK

Due to the energy constraint, a number of neighbor dis-
covery protocols are designed based on the duty cycle. For a
duty cycle network [8]–[10], the time domain is assumed to
be divided into slots of fixed length, and each node wakes up
at some slots (called active slots) randomly or periodically,
and sleeps in the remaining slots. When a node is awake it
can transmit or receive at current slot (but not both typically).
For two nodes to discover each other, both nodes have to be
awake at the same slot. The challenge of those protocols for
neighbor discovery in duty cycled networks is to make nodes’
active slots overlap as many as possible, while at the same
time to reduce the number of active slots and collisions.

Existing neighbor discovery protocols can be categorized
into two types: one-to-one discovery protocol which is de-
signed for two nodes to discover each other, and many-to-
many discovery protocol which enables all nodes in a clique
to discover the existence of other nodes.
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One-to-One discovery protocol: Mcglynn et al. [4]
present a family of probabilistic protocols ”birthday protocols”,
in which, two nodes independently and randomly select several
slots to transmit and receive, respectively. Tseng et al. [11]
present a neighbor discovery protocol based on the concept of
quorum. Time intervals are organized as a n×n array and each
host picks one column and one row to send a beacon, such that
two hosts have at least two intersecting time intervals.

Dutta et al. [5] present an asynchronous neighbor discovery
protocol Disco, in which each node picks a pair of primes
and the sum of their reciprocals equals the desired duty cycle.
Based on the Chinese Remainder Theorem, for every pair of
nodes, at least at one slot they will wake up together and
discover each other. Kandhalu et al. [7] propose a neighbor
discovery protocol called U-Connect. In this protocol each
node also picks a prime number p and wakes up p+1

2 times
every p2 slots. They also propose the power-latency product
metric to model the trade off between energy consumption
and discovery latency and to evaluate the performance of the
neighbor discovery protocol. Zhang et al. [12] propose an on-
demand generic discovery accelerating middleware for existing
discovery protocols, by leveraging additional energy budget
and knowledge of known neighbors.

Recently Bakht et al. [6] propose a novel periodic slot-
based neighbor discovery protocol searchlight. The node
wakes up at a fixed slot in each period which is called the
anchor slot. The node also wakes up at the probe slot which
moves around in the period. Since the length of the period is
restricted to a power-multiple of the smallest duty cycle, the
relative position of the anchor slot of one node is fixed with
respect to that of the other node. Thus as the probe slot moves
around, it will overlap with the anchor slot of the other node
in some period, which provides the upper bound on discovery
latency. Searchlight also allows nodes to choose different duty
cycles according to its energy conservation level.

If we apply one-to-one discovery protocol directly for the
one-to-many discovery problem studied in this work, there is
a large latency.

Many-to-Many discovery protocol: Compared with one-
to-one discovery protocols, many-many discovery protocols
need to consider collisions when multiple nodes transmit
simultaneously. Vasudevan et al. [13] and Jakllari et al. [14]
propose neighbor discovery protocols for sensor nodes us-
ing directional antennas. Vasudevan et al. [15] propose an
ALOHA-like neighbor discovery algorithm and reduce it to
the Coupon Collector’s Problem. If only one node transmits at
a slot, it will be discovered by all other nodes; otherwise no
discovery is made due to collisions or idle slot. Their algorithm
does not require node to have knowledge of the number of
neighbors. They do not consider the duty-cycles of various
nodes.

III. SYSTEM MODEL AND PROBLEM FORMULATION

The neighbor-discovery system studied here consists of a
set of mobile devices owned by users. Users or devices join
the system randomly with their own unique IDs and form a
network by communicating through exchanging packets. Note
that packets are sent by broadcasting, thus for two devices to
communicate exclusively, they have to know the IDs of each

other. We assume that the time domain is divided into slots of
fixed length and define a frame as a series of continuous time
slots and denote the jth slot of ith frame as ti,j . The receiver
is able to detect collisions when receiving multiple packets
simultaneously. The receiver can also recognize an idle slot
when no packet received. A node u is said to be discovered
by a node v if v has obtained u’s ID successfully without
collision.

We define the states when the device is transmitting or
receiving as active states and assume that the device consumes
significantly less energy in non-active state. We define st(u)
as the state variable of node u at slot t. If node u is active at
slot t, then we have st(u) = 1; otherwise st(u) = 0 if u is
non-active.

We also assume that each user specifies its interests by
using an interest vector x consisting of several interests rep-
resented by real values and the interest distance between two
users is defined as the distance between their interest vectors.
The actual distance between two interest vectors x and y could
be computed using Euclidean distance, or vector similarity.
The neighbor of a node is defined in both physical distance
and interest distance, that is, two users are called neighbors
if the physical distance between them is short, e.g., within the
communication range of each other, and share similar interests,
e.g., the distance between their interest vectors is bounded from
above by a threshold value.

We further assume that users will not leave the system
during the process of neighbor discovery and the user arrivals
follow the Poisson process with unknown rate λ and the system
starts at a global slot 0. We denote the number of nodes that
joined the system at time slot t as at, and the total number of
nodes in the system at slot t as At, i.e., At = A0 +

∑t
i=1 ai.

Let Nt(u) be the set of neighbors who have been discov-
ered by node u by slot t. The problem we study here is to
design an effective and efficient protocol by which a user can
discover the required number (denoted as k in this work) of
neighbors to join the activities that she started. During the
process of neighbor discovery, we would like to minimize
the duration, i.e., arg mint{‖ Nt(u) ‖≥ k}, for searching
neighbors and the energy cost, i.e.,

∑
v∈Nt(u)

∑t
i=1 si(v), for

each device participating in the discovery process. Here we
assume that the initiator u will be active during the majority
slots, and thus, we will not minimize the active slots for u. For
simplicity of presentation, we assume that there are already
protocols in place to compute the interests similarity between
two users [16], [17]. Thus, we will skip the step of computing
interest similarity when describing our protocols.

IV. PROTOCOL DESIGN

We refer to the node who is looking for neighbors as the
initiator and all the other nodes who are ready to be discov-
ered as the participants. Given the number k of neighbors
requested, the discover protocol first needs to decide when to
start the discover process, as the number of existing nodes A0

around the initiator when it arrived may be much less than the
requested number k. Thus we first need to estimate the number
of existing nodes around the initiator.

For neighbor discovery, the initiator has to send its ID to
all the participants and the participants in turn send their IDs to
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the initiator. To avoid highly frequent collisions when sending
IDs, we carefully select a certain number of continuous slots,
i.e., frame and let each participant send its ID randomly in
one of slots in a frame.

A. Protocol Description

Our protocol is divided into two phases. In the first phase
the initiator will estimate the number of existing participants
(with the goal of having at least k participants as its discovered
neighbors) by sending out an ESTIMATE message, in which the
initiator will specify the ID of the initiator, the probability pa
with which a participant sends an ACK message, and the size
of the frame used for estimating. Each participants needs to
send an ACK messages in some slot within a frame to report its
existence. In the second phase, after obtaining an estimation
of the number of participants, the initiator starts to obtain the
IDs of neighbors by sending a DISCOVER message including
a new frame size for discovery and the participants send ACK
messages within a frame to report their IDs.

B. Estimating the Number of Neighbors

In the first phase, the initiator estimates the number of
existing neighbors. Our method is built upon methods for RFID
tag estimation, e.g., [18]. We first briefly introduce the idea
of the estimation. In this phase the initiator first broadcasts
an ESTIMATE message and then waits for a frame to receive
ACK messages from its neighbors. Let n be the number of
nodes that will send ACK messages within a frame and each
such node sends its ACK message at a randomly selected slot.
We define the load factor ρ as ρ = n

m , where m is the size
of a frame. Let x0, x1, x2 be random variables denoting the
number of slots in a frame with 0 ACK message received, 1
ACK message received and multiple ACK messages received
respectively. Then the expected values of these variables are
E[x0] = me−ρ, E[x1] = mρe−ρ, and E[x2] = m(1 − (1 +
ρ)e−ρ) Then we can obtain three estimates on n by solving
the above three equations separately with the observed value
of x0, x1 and x2. Observe that x1 is not a monotone function
of n, thus, we will not use x1 to estimate the value n. In our
design, for simplicity, we use the value of x0 to compute the
estimated value of n as n̂ = m ln(m/x0). The variance δ0 of
estimation is δ0 = n e

ρ−(1+ρ)
ρ . When the load factor ρ is large,

with high probability a collision will happen and estimating the
number of neighbors by using x0 will result in large variance.
Thus given the desired variance σ2 of the estimation and the
size of a frame, there is an upper bound on the number of
neighbors whose size can be estimated.

To deal with the case when the number of existing partic-
ipants is significantly larger than k, the participants send ACK
messages with a ceratin probability pa such that the expected
number of participants who will send ACK messages is reduced
to At · pa and the initiator is able to estimate the number of
existing participants At with desired confidence. Our protocol
P-Game works as follows.

Step-1: The initiator broadcasts an ESTIMATE message con-
taining the frame size m and reply probability pa = 1.

Step-2: Each participant sends an ACK message randomly at
one of the following m slots with probability pa. The
initiator estimates the number of existing participants
based on the number of idle slots x0.

Step-3: If the estimator does not reach the desired confidence,
the initiator broadcasts another ESTIMATE message with
reply probability pa ← 1/22

j

for the j-th estimation and
repeats the steps 2 and 3.

Setting the frame size: Recall that the initiator only needs
to discover k neighbors. Thus, it is sufficient that we can
estimate Θ(k) neighbors in one frame. In our protocols, the
size of the frame is set to be able to estimate up to 4k
participants. Let σ2 be the desired variance of the estimation.
Let n = 4k and ρ = 4k

m , then by solving the equation
δ0 ≤ 4k e

ρ−(1+ρ)
ρ ≤ σ2, we get a frame size m that is able to

reach desired variance when the number of participants is at
most 4k, i.e., 4k

e4k/m−(1+ 4k
m )

4k/m = σ2. The frame size m is the
solution of

me4k/m − (m+ 4k) = σ2.

Lemma 1. The frame size m ' 8k2

σ2 . When the variance is
σ = k

2 , a constant-sized fame is enough for estimation.

Adjusting acking probability: As the neighboring nodes
will send an ACK message with a probability pa, n = A0 · pa
nodes will be responding initially. Let n̂ be the estimate of
n. If n̂ e

ρ−(1+ρ)
ρ > σ2, then we need to decrease the load

factor ρ, that is, we need to decrease the probability pa.
In our design we set pa = 1/22

j

for the j-th frame, if
we cannot reach the desired variance. Under this approach,
using about F = log log A0

4k frames, we can have at most 4k
acking neighbors (but the lower bound could be as small as
16k2

A0
). To recover more neighboring nodes, we can perform

binary search to find an integer f ∈ [2F−1, 2F ] such that
A0

2f−1 ≥ 4k and A0

2f
≤ 4k. This binary search will take another

1+log2(2F−1) = F frames. Thus, the total number of frames
needed is 2 log log A0

4k . Then we have the following lemma.

Lemma 2. Suppose A0 � k and we set the acking probability
in j-th estimate frame as pa = 1/22

j

. The number of slots
needed to get about Θ(k) neighbors participating in the phase-
2 is Θ(log log A0

k ), w.h.p..

Obviously, for practical values of A0 � k, we claim
that the number of total slots needed for having n (where
n ∈ [2k, 4k] w.h.p.) nodes participating in the phase-2 of the
neighbor discovery process is constant w.h.p..

Not enough neighbors to start with, “dense arrivals”:
We assume that during the process of estimation, the number
of participants remains the same asymptotically (as estimating
will only take Θ(log log A0

k ) slots w.h.p.) and λ ≤ α for some
known upper bound α on the number of participants arriving
in one slot.

Assume that n0 < k is the number of participants estimated
by the initiator at slot t0. The initiator then needs to wait
for the arrivals of another Θ(k − n0) participants. Note that
the inter-arrival time T , which is the time interval between
two arrivals of the participants, is subject to the exponential
distribution. The probability that no arrival within t slots, is
Pr(T > t) = e−λt, with expected value E[T ] = 1/λ. Thus
the expected number of slots the initiator needs to wait is
(k − n0)/λ.
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The initiator has to estimate the arrival rate λ. We es-
timate the value of λ by the maximum likelihood estimate
λ̂ = 1

`

∑`
j=1 nj , where nj is the number of participants arrived

during slots ∈ [tj−1, tj), where tj is the starting slot for the
j-th estimation and tj , j ≥ 1, is computed as follows. Let
λ̂0 = α be the initial estimate of λ. The initiator estimates the
arrival time t1 of the d(k − n0)/2βe-th participant with λ̂0,
where β > 1 is a constant integer. Then the initiator estimates
the number of participants n1 at slot t1, calculates the new
estimate λ̂1 of the arrival rate λ, and then estimates the arrival
time t2 of the d(k − n0)/2β−1e participant with λ̂1. Then
the initiator starts 2-nd estimate of λ at slot t2 by estimating
the actual arrivals n2. This process ends until enough number
participants have arrived, i.e.,

∑l
j=0 nj ≥ k.

Not enough neighbors to start with, and “sparse ar-
rivals”: When λ < 1 and A0 � k, the initiator can try to
obtain IDs of initial A0 neighbors by keeping broadcasting
DISCOVERY message until enough number of neighbors are
discovered. For a newly joined participant, whenever it receives
a DISCOVERY message, it immediately sends an ACK message
back to the initiator at one of the subsequent two time slots
randomly. As the arrival rate is small, the probability that
collisions happen is low and hence the initiator can discover a
new participant when it appears in vicinity. Thus in this case
the initiator is able to discover all remaining k−A0 neighbors
in time Θ(k −A0).

C. Obtaining IDs of k Participants

In phase-2, the participants who did not send ACK messages
in the last frame of phase-1 will not participate. For simplicity,
let n be the number of participants in the second phase. In
our protocol design and analysis, two different cases will be
considered.

1) Constant Fraction of Participants: Initiator wants to
discover k participants among n participants with a1k ≤
n ≤ a2k, for constants 1 < a1 < a2.

2) All Participants: The initiator wants to discover all n
participants, i.e., k = n.

At the beginning of phase-2, the initiator will send a
DISCOVER message to all participants with the frame size m
(which will be different from the estimate-frame size) and each
participant will send its ID in one of m slots in the frame. The
initiator will receive ACK messages when no collision happens.
We design two different approaches for obtaining ID in phase-2
by choosing different frame sizes with different considerations.
Figure 1 presents the timeline of phase-2.

a) First Approach—P-Game-1: For the first approach,
following each slot when the initiator discovers a neighbor, it
will send a CONFIRM messages containing the ID obtained at
the previous slot; accordingly after sending an ACK message,
each participant will stay active at the next slot to wait for
the CONFIRM message. If a participant successfully receives
the CONFIRM message with its own ID, the participant will
not send ACK message in subsequent slots. The following
summarizes the basic steps of our first approach for neighbor
discovery.

Step-1: The initiator broadcasts a message DISCOVER includ-
ing the frame size m.

Step-2: The participant sends an ACK message randomly at
one of even slots within the frame.

Step-3: The initiator sends a CONFIRM message at odd slots
with the ID of the participant discovered, when an ACK
message was received successfully from the previous even
slots.

Step-4: If the initiator receives no ACK messages from partic-
ipants or it has obtained k IDs from participants, it will
send END messages to all participants; otherwise step 1-3
will be repeated.

b) Second Approach—P-Game-2: In the second ap-
proach, the initiator does not send CONFIRM message, but only
sends one END message after that it has discovered enough
neighbors. Thus the basic steps of the second approach consist
of only step 1-2, 4 of the first approach; and in step 2 the
participants can send ACK messages at any slots instead of
at only even slots, and in step 4 the initiator will send END
messages when it has obtained k IDs from participants.

D. Performance Analysis

In this section we will analyze the performance of the two
approaches in terms of the discovery latency and the active
slots for the participants. The following lower-bound lemma
is straightforward:

Lemma 3. For any neighbor discover protocol, the latency is
Ω(k) slots for discovering k neighbors and each participant
needs to wake up at least two slots during the process of
neighbor discovery.

1) Analysis of P-Game-1: We only consider the slots used
to receive ACK messages as the discover latency is at most
twice of the number of slots used to receive ACK messages.
We analyze the performance of the first approach based on two
cases: 1) only the IDs of a constant fraction of all participants
are needed, and 2) the IDs of all participants are needed. Our
analysis will use the Hoeffding inequality.

Theorem 1. (Hoeffding). Let X1, · · · , Xn be independent
random variables and Pr(Xi ∈ [ai, bi]) = 1, ∀i ∈ [1, n].
Let S =

∑n
i=1Xi. Then, for t > 0, the probability

Pr(S − E[S] ≤ t) ≤ exp(− 2t2∑n
i=1(bi − ai)2

)

Corollary 1. Let Y ∼ B(n, p) be the binomial variable. For
k ≤ np, we have

Pr(Y ≤ k) ≤ 1

2
exp(−2(np− k)2

n
)

a) Constant Fraction of Participants: Let F be the
number of frames the initiator needs to discover k neighbors.
We first prove an upper bound on F.

Lemma 4. Let F be the number of frames needed to discover
k neighbors. In P-Game-1, when m ≥ n, and n ∈ [a1k, a2k],
where 1 < a1 < a2, for some constant β ≥ ln a1(1+ε)

a1−1 / ln e
e−1

and 0 < ε < 1, we have

Pr(F > β) ≤ 1

2
exp(

−2ε2

a1
k)
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Fig. 1: Neighbor Discovery Process. In P-Game-1, P1 and P3 are discovered at the 0-st and the 6-th slot; and confirmed at the
1-st and the 7-th slot. In P-Game-2, P1 and P3 are discovered at the 1-st and the 3-rd slot

Proof: Let ui be the number of participants whose IDs
have not been obtained at the beginning of the i-th frame. For
a given participant, the probability that its ID is obtained in
the i-th frame is

(
m
1

)
1
m (1 − 1

m )ui−1 = (1 − 1
m )ui−1 ≥ e−1.

This inequality is due to ui ≤ n ≤ m. Then we have

ui+1 = ui(1− (1− 1

m
)ui−1) < n(1− 1

e
)i.

We define a binomial variable S′q ∼ B(n, 1− (1− 1/e)q).
As n ∈ [a1k, a2k] for some constants 1 < a1 < a2, when
q ≥ ln a1(1+ε)

a1−1 / ln e
e−1 , we have n(1− (1−1/e)q) ≥ k(1+ ε).

Then according to Corollary 1, the probability that S′q ≤ k,
where q = ln a1(1+ε)

a1−1 / ln e
e−1 and n ∈ [a1k, a2k], is Pr(S′q ≤

k) ≤ 1
2 exp(− 2(n(1−(1−1/e)q)−k)2

n ) ≤ 1
2 exp(−2ε

2

a1
k).

Let Sq be the number of participants discovered by the q-th
frame. As the probability that a given participant is discovered
by the q-th frame is larger than 1−(1−1/e)q , we have Pr(Sq ≤
k) < Pr(S′q ≤ k). The event F > q and the event Sq < k
are equal and hence Pr(F > q) = Pr(Sq ≤ k). Let q =

ln a1(1+ε)
a1−1 / ln e

e−1 , then we have Pr(F > q) ≤ 1
2 exp(−2ε

2

a1
k).

This finishes the proof.

Consequently, the process of neighbor discover will be
completed within O(1) frames with high probability when
discovering a fraction of the existing participants. In this case,
the best choice of frame-size is m = Θ(n) for reducing the
discovery latency. Thus, the discovery latency D is Θ(k). Since
a participant only wakes up twice in each frame, we have

Lemma 5. In P-Game-1, each participant needs to wake-up
for O(1) slots when n ∈ [a1k, a2k] for some constants 1 <
a1 < a2, and frames size m ≥ n.

b) All Participants: We then analyze the performance
when the initiator wants to discover the IDs of all the partici-
pants, i.e., n = k.

Lemma 6. In P-Game-1, the optimal frame size is m = n
when n = k, and the latency for discovering all k neighbors
when n = k is O(n ln lnn) w.h.p..

Proof: We approximate the neighbor discovery process by
dividing it into epochs consisting of several frames as shown
in Figure 2. We assume that at the beginning of the i-th epoch
there are at most Wi = αiβin participants who have not been
discovered, where

αi = α2i

1 , βi = (
n

m
)2
i−1,

Wi Wi + 1

ui ,0 ui ,1 ui ,l− 1 ui ,l

Fig. 2: Neighbor discovery timeline: [Wi,Wi+1) is the i-th epoch.
There are ui,0 undiscovered neighbors for the first frame in the i-th
epoch, with ui,0 ≥ Wi. Epoch i has l frames.

for some constant 0 < α1 < 1. For simplicity of analysis, in
the rest of the proof, we will remove the last frame from each
epoch (i.e., frame from ui,l−1 to ui,l undiscovered neighbors in
Fig. 2), which is then called modified-epoch. Thus, at the end
of the i-th modified-epoch there are at least Wi+1 participants
not discovered. We assume that the CONFIRM message is
sent at the end of the epoch and the number of participants
sending ACK messages remains the same in one epoch. Clearly,
the discovery latency using this modified-epoch approach is
at least the latency of P-Game-1. We will show that each
modified-epoch is consisted of a constant number of frames
and the total number of epoches is O(ln lnn) w.h.p..

Let uj be the number of participants who have not received
the CONFIRM messages by the j-th frame. According to the
classical ball and bin problem, we know that when uj ≤ m1/2,
all the remaining participants can be discovered in a constant
number of frames w.h.p.. Thus, as long as Wi ≤ m1/2, the
remaining participants can be discovered using a constant num-
ber of frames. Then the number of epoches is dlog( lnm

2 ln m
α1n

)e.
Note when m = Ω(n2), the discovery process will be finished
in O(1) frames. Thus, an upper bound on the frame-size is
m = O(n2). Consequently, the number of epoches needed is
≤ log( lnn

2 ln(1/α1)
) = O(ln lnn) regardless of frame-size m.

We then show that every modified-epoch is consisted of
a constant frames w.h.p. for all modified-epoches. Consider
the i-th modified-epoch. Let ui,0 be the total number of
undiscovered participants at the beginning of the epoch. The
probability that a given participant is not discovered in one
frame when Wi ≥ ui,0 ≥Wi+1 is less than

1− e−ui,0/m ≤ ui,0/m ≤ αiβin/m.

Let ui,l be the actual number of participants whose ack have
not been received successfully by the l-th frame in the i-th
modified-epoch. Then it is easy to show that, when l ≥ 2,

ui,l ≤ ui,0(αiβin/m)l ≤ α1Wi+1

Let Si ∼ B(ui,0, 1 − (αiβin/m)l) be the number of partici-
pants discovered during the first l frames of the i-th epoch,
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where ui,0 ≥ m1/2. Then according to Corollary 1, the
probability that Si ≤ ui,0 −Wi+1 is

Pr(Si ≤ ui,0 −Wi+1) ≤ 1

2
exp(−2(1− α1)2m1/2).

Thus the probability that l > 2 is at most 1
2 exp(−2(1 −

α1)2m1/2). As the number of epoches is ≤ log( lnn
2 ln(1/α1)

),
the probability that total number of frames in all epoches is at
most 3 log lnn

2 ln(1/α1)
= O(ln lnn) is at least

1−
∑

log lnn
2 ln(1/α1)

1

2
exp(−2(1− α1)2m1/2)

= 1− log
lnn

2 ln(1/α1)
exp(−2(1− α1)2m1/2)/2

That is all neighbors can be discovered within Θ(ln lnn)
frames w.h.p.. We next will determine the size of the frame
m to reduce the discovery latency D:

D = m log(
lnm

2 ln m
α1n

)

When m = n, we have D = O(n ln lnn). Thus we only
need to consider the frame size of n ≤ m < n ln lnn (other-
wise, the latency is at least m ≥ n ln lnn when m ≥ n ln lnn).
Note that, when n ∈ [n, n ln lnn], the discovery latency
D > n log( lnn

2 ln n ln lnn
α1n

) = Ω(n ln lnn). Thus, the optimal
frame size for reducing the latency is m = n. The minimum
discovery latency is O(n ln lnn).

Similarly, we can show the following lower-bound on the
number of frames and the discovery latency.

Lemma 7. In P-Game-1, when n = k the latency for
discovering all k neighbors is Ω(n ln lnn) w.h.p..

Notice that a participant only stays active for two slots in
each frame. Consequently, we have

Lemma 8. In P-Game-1, the participant needs to stay active
for O(ln lnn) slots w.h.p. when n = k.

2) Analysis of P-Game-2: Let F be the number of frames
the initiator needs to obtain IDs of k neighbors. Similar to
the proof of Lemma 4, F is a constant when m ≥ n and
n ∈ [a1k, a2k], and the discovery latency is O(m). Thus the
optimal size of the frame for P-Game-2 is also m = n when
n ∈ [a1k, a2k].

Lemma 9. In P-Game-2, when n ∈ [a1k, a2k] for constants
1 < a1 < a2, the optimal frame size is m = n and the latency
D to discover k neighbors is O(k) w.h.p..

We next will analyze the performance when n = k. In
P-Game-2 without CONFIRM message, since the participant
wakes up at most once in every frame, the number of slots at
which the participant wakes up equals to the total number of
frames of discovery process. Thus we have

Lemma 10. In P-Game-2, the number of frames F (also
the active slots of a participant) needed to discover all n

participants with probability at least 1 − n−β+1 with frame
size m = n, m = n lnn and m = n2 for constant β > 1 is

β lnn
ln(e/(e−1)) if m = n,

β lnn/ ln lnn if m = n lnn,

β if m = n2,

Proof: The probability that a participant’s ID is obtained
in one frame is

(
m
1

)
1
m (1 − 1

m )n−1 = (1 − 1
m )n−1 ≥ e−n/m.

The probability that a neighbor has not been discovered by the
i-th frame is less than (1 − e−n/m)i and the probability that
not all neighbors are discovered is less than n(1− e−n/m)i.

Case-1. If m = n, then the probability that not all
neighbors are discovered is less than n(1 − e−1)i. It is easy
to prove that Pr(F > β lnn

ln(e/(e−1)) ) ≤ n
−β+1.

Case-2. If m > n, since 1− e−n/m ≤ n
m , the probability

that not all neighbors are discovered by the i-th frame is less
than n(1−e−n/m)i ≤ ni+1

mi . Thus, we have Pr(F > i) ≤ ni+1

mi .

If m = n lnn and i = β lnn/ ln lnn, then we can prove
that Pr(F > β lnn/ ln lnn) ≤ ni+1

(n lnn)i = n
(lnn)i ≤ n

−β+1.

If m = n2 and i = β > 0 then we have Pr(F > i) ≤
ni+1

n2i = n−i+1 = n−β+1.

Notice when m > n2, the initiator only needs constant
frames to discover all neighbors. Thus Θ(n2) is upper bound
on the frame-size.

Similarly, we can bound the discover latency as

Lemma 11. In P-Game-2, the latency to discover all n
participants w.h.p. with frame size m = n, m = n ln and
m = n2 is 

βn lnn
ln(e/(e−1)) if m = n,

βn ln2 n/ ln lnn if m = n lnn,

βn2 if m = n2

V. DUTY-CYCLE-BASED PROTOCOL

In this section, we design neighbor discovery protocol
when participants work in a duty-cycle fashion. For simplicity
of analysis, we first assume that all participants will adopt the
same period p.

As the length of a period p does not depend on the number
of participants n, when p < n there will be a large number of
collisions in a period. In order to reduce the collisions resulted
from short duty-cycle period, the initiator will broadcast a
DISCOVERY message containing the estimated number n of the
participants. Specially if a participant’s period p is larger than
the number of participants n, then it sends an ACK message
normally when it is awake. However the participant with period
p < n only sends an ACK message every dn/pe periods when
awake, though it wakes up once every period.

When n ∈ [a1k, a2k], we can assume that there is a virtual
frame of size p if p ≥ n; or of size n if p < n. Then similar
to the proof of Lemma 4 and Lemma 9, we have the following
lemma.
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Lemma 12. When all n participants have the same duty-
cycle period p, the latency to discover k neighbors w.h.p. is
O(max(n, p)) if n ∈ [a1k, a2k] for constants 1 < a1 < a2.

For the case when the initiator needs to discover all
participants, i.e., n = k, we have the following lemma.

Lemma 13. When all n participants have the same duty-cycle
period p, the latency to discover all n participants w.h.p. is
O(max(p, n) lnn).

Proof: Here we can assume that there is a virtual frame
of size m = max(p, n) for the participant. As m ≥ n the
probability that not all neighbors are discovered by the i-th
virtual frame is less than n(1 − e−1)i. Then it is easy to
prove that with β lnn

ln(e/(e−1)) frames, the probability that not all
neighbors are discovered is less than n−β+1. Thus, the total
number of slots needed is βmax(p,n) lnn

ln(e/(e−1)) .

We next will analyze the case when the n participants have
different duty-cycle periods p1 ≤ p2 ≤ · · · ≤ pn and pn > n.
Note that when pn ≤ n, the size of virtual frame is n and the
analysis is the same as the case when all participants have the
same period p ≤ n.

Lemma 14. When the length of the largest duty-cycle pe-
riod pn > n, the latency to discover k participants w.h.p.
is O(max(k, pk)) when the number of participants n ∈
[a1k, a2k] for some constants 1 < a1 < a2.

Proof: We will consider two cases: pk ≤ n and pk > n,
i.e., whether there are k participants with duty cycle period
less or equal than n.

For the first case when pk ≤ n, there are k participants
with duty-cycle period less or equal than n and each of them
will send one ACK message every n slots. Then according to
the proof of Lemma 4, we can show that the initiator needs
O(k) slots to discover requested k neighbors w.h.p..

For the second case when pk > n, we can consider the
size of virtual frame as pk, then each participant sends at most
dpk/ne ACK messages every pk slots. Thus the total number
of ACK messages sent from n participants is less than ndpk/ne
in every pk slots. Let the size of the virtual frame be pk, then
similar to the proof of Lemma 4, the total number of slots
needed for the initiator to discover k neighbors is O(pk).

For the case when the initiator needs to discover all
participants and pk > k, we can consider the size of the virtual
frame as pk. Then similar to the proof of Lemma 13, we have

Lemma 15. When the length of the largest duty-cycle period
pk > k, the latency to discover all n participants w.h.p. is
O(pk ln k) where n = k.

VI. EVALUATION

In this section, we evaluate the performance of our proto-
cols and present the simulation results. Specially, we evaluate
the discovery latency and the energy consumption, i.e., number
of active slots during the neighbor discovery process. As the
actual discovery latency depends on the length of the slot
which is dependent on the transmission module, we evaluate
the discovery latency in terms of the total number of slots of

the discover process. Since the device consumes much more
energy when communicating in active state than that in non-
active state, we use the number of active slots as the metric
for the energy consumption.

We also compare our duty-cycle-based protocol with
Searchlight at the same duty cycle. Searchlight has two
versions: Searchlight-S and Searchlight-R. For Searchlight-S
with sequential probing, the probe slot moves forward one
slot every period, thus if two participants choose the same
probing sequence, then they cannot be discovered by the
initiator due to the collisions. Thus we compare our protocol
with Searchlight-R with randomized probing, in which each
participant randomly chooses its probing sequence. Since each
participant wakes up twice in a period of length p, the duty
cycle of Searchlight is 2/p.

A. Estimate the Number of Neighbors

We first evaluate the performance of our protocol in phase-
1 for estimation. In this set of experiments, we first look at the
latency of estimating the number of neighbors when there are
enough neighbors nearby. We set the frame size such that the
estimation variance σ2 is less than k/2 and test the estimation
latency for different requested numbers of neighbors k and
different numbers of existing neighbors n0. As shown in Figure
3, the estimation latency does not keep increasing with the
number of neighbors, which means our protocol can quickly
estimate the number of neighbors when there exists a large
number of neighbors nearby. We also look at the number of
neighbors that have sent ACK messages in the last frame of
Phase-1 and will participate in the Phase-2. In order to avoid
too much collisions in Phase-2, it is desirable that the number
of participants in Phase-2 is close to the requested number of
neighbors k. Figure 4 shows the cumulative distribution of the
number of participants n in Phase-2 with requested number
k = 20 and different numbers of existing neighbors n0 in
Phase-1. As the figure shows, the number of participants n
in Phase-2 increases with the initial number of neighbors n0,
while the number n is restricted within [20, 80], i.e., [k, 4k].
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Fig. 3: Estimation latency in Phase-1

We then evaluate our approach for estimating the arrival
rate when there are not enough neighbors nearby at the be-
ginning of Phase-1. In this set of experiments, we assume that
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Fig. 4: CDF of participants who sent ACK messages in the
last frame of Phase-1 (k=20)

the number of nodes arriving is subject to Poission distribution
and we test our approach with different arrival rates. Since we
estimate the number of arrived neighbors in discrete steps, our
approach is designed such that the initiator can start Phase-2 as
soon as enough nodes have arrived, i.e., the number of arrived
neighbors is close to the requested number k. Figure 5 shows
the the number of arrived nodes at the last estimation when
Phase-1 ends, where the initial number of nodes is 10 and the
requested number is 40. For 90% cases in our experiments
when the number of arrived nodes reaches 90 (< 3k = 120),
the initiator will start Phase-2.
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Fig. 5: CDF of participants at the last estimation in Phase-1
when there are not enough participants at the first estimation
(n0 = 10, k = 40)

B. Discovery Latency and Active Slots

In this set of experiments we first study how the frame size
has impact on the discovery latency. We set the frame size m
as m = n, m = n log(n) and m = n2, respectively. As shown
in Figure 6a and Figure 6b, the discovery latency increases
with the size of the frame for both P-Game-1 and P-Game-
2, which is consistent with our theoretical analysis. Since P-
Game-1 requires extra slots for confirmation, the discovery
latency of P-Game-1 is larger than that of P-Game-2 as shown
in figures.
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Fig. 6: Discovery Latency

We then evaluate the energy consumption in terms of the
total active slots of all the participants. Figure 7a and Figure 7b
show the CDF of the total number of active slots. As shown in
the figures, the number of active slots reduces with the frame
size which is also consistent with our theoretical analysis.
The reason is that the collision rate becomes lower when the
frame size is larger and hence with higher probability that a
participant can be discovered in a frame. Comparing P-Game-
1 and P-Game-2, since participants that have been confirmed
will not be active in the rest of the neighbor discovery process
in P-Game-1, the total number of active slots of P-Game-1 is
less than that of P-Game-2.

C. Duty-Cycle-Based Protocol

We compare the discovery latency of our duty-cycle-based
protocol (5% duty-cycle) with Searchlight-R which achieves
the best performance among several neighbor discovery pro-
tocols [6]. For Searchlight-R, it uses the period of 40 slots
such that the duty cycle is 5%. As shown in Figure 8, it takes
more slots for Searchlight-R to discover requested number of
neighbors than our protocols does with different numbers of
participants. The reason our protocol performs better is that
the Searchlight is originally designed for a pair of nodes to
discover each other, so they do not deal with the collisions
when multiple participants sending messages simultaneously.
Thus for Searchlight-R when the number of participants is
large, the initiator needs to spend more slots to discover
neighbors due to the high collision rate.
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Fig. 7: Total Active slots
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VII. CONCLUSION

In this work, we study the neighbor discovery problem
for opportunistic networking and design efficient one-to-many
neighbor discovery protocols. There are several interesting
questions left for future research. In this work the user searches
neighbors only in one-hop and neighbors have no knowledge
of each other. We would like to design protocols for multi-
hop neighbor discovery where we need to build a connected
network, by exploiting partial knowedge of each neighbor. We
also assumed that, during the process of neighbor discovery,

the initiator has to quit the duty-cycle model and keeps staying
at active state. As a future work we would like to enable
the initiator to work in duty-cycle model when searching for
neighbors.
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