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Abstract— Wireless sensor networks have been widely used in the network. Many research activities on sensor networks are
many surveillance applications. Due to the importance of sensor focused on how to balance the quality of protection [3]-

nodes in such applications, certain level of protection need to be _ | _ ;
provided to them. In [1], Wang, Zhang and Liu first formally in- [7] or fau'.t tolerance [8]-{10] or both [11}-{14] with energy
consumption of the sensors.

troduced the self protection problem in wireless sensor networks. g ) L .
A wireless sensor network isp-self-protected, if at any moment, ~ The previous research on the quality of protection is mainly
for any wireless sensor (active or non-active), there are at least focusing on coverage problems of sensor networks which
p active sensors that can monitor it. [1] proved that the problem study how to determine the minimum set of sensors for
finding minimum 1-self-protection is NP-complete, and gave a oyering every location in the target field. Different coverage

centralized method with O(logn) approximation ratio. Here n .
is the total number of sensors in the network. In this paper, we MOd€lS and methods are surveyed by Cardei and Wu [15]. The

further study the p-self-protection for wireless sensor networks COverage problem concentrates on protection of every location
and discuss several aspects that have not been considered oor certain objects in the target field. However, since the

can not be addressed in [1]. We provide efficient centralized sensors themselves are also important and critical objects in
and distributed algorithms with constant approximation ratio  na petwork, they also need certain level of coverage and hence

for minimum p-self-protection problem in sensor networks with . . -
either homogeneous or heterogeneous sensing radius. In addition,pmtecuon' Recently, Wang, Zhang and Liu [1] first formally

we design efficient distributed algorithms to not only achievep- introduced another important protection problem, caleld
self-protection but also maintain the connectivity of all active protection problem, in WSNSs. Self protection problem focuses

sensors. Our simulation confirms the performances of proposed on using sensor nodes to provide protection to themselves
algorithms. instead of the objects or the area, so that they can resist the
attacks targeting on them directly. A wireless sensor network
is p-self-protected, if at any moment, for any wireless sensor
A sensor network consists of a set of sensor nodes whigdttive or non-active), there are at legstactive sensors
spread over a geographical area. These nodes are ableh&d can monitor it. This is also different with fault-tolerance
perform processing as well as sensing and are additiongbyoblem. Since fault-tolerance problem focuses on providing
capable of communicating with each other. With coordindrigh connectivity of the networkkfconnectivity) instead of
tion among these sensor nodes, the sensor network togegiretection, while self protection problem does not care about
achieves a larger sensing task both in urban environmenthnectivity issues.
and in inhospitable terrain. Due to its wide-range potential In [1], Wang, Zhang and Liu proved that finding mini-
applications such as battlefield, emergency relief, environmentim 1-self-protection is NP-complete by connecting it with
monitoring, surveillance system, and so on, wireless sensbe well-known NP-complete problem, minimum set cover
network (WSN) has recently emerged as a premier reseapbblem. Then they gave a centralized method vath +
topic. The sheer numbers of sensors, the limited resourceslegin) approximation ratio, using approximation algorithm for
each sensor, and the expected dynamics in these environmeritimum dominating set, and two randomized distributed
present unique challenges in the design of WSNs. algorithms for the minimuml-self protection problem. Here
Since wireless sensor network has been used for mamyis the total number of sensors in the sensor network. In
surveillance applications [2], [3] and military applicationghis paper, we further study the minimuysrself-protection for
operating in hostile environments, it is necessary to providéreless sensor networks which is much more complex than
certain level of protection or fault tolerance to the senaninimum 1-self protection problem. We not only improve the
network so that it can resist the attacks from outsides. tasults in [1] but also discuss several aspects that have not
WSNs, sensors can be put in non-active status to save enebgen considered or can not be addressed in [1]. The main
and only active sensors perform the sensing tasks. Obviouslgntributions of this paper are follows: (1) we provide efficient
the denser and more active the sensors are, the better dbmtralized and distributed algorithms withnstant approxi-
protection for the objects or the better fault tolerance fomation ratio for minimum p-self-protection problem in sensor
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networks when all sensors have the same sensing radius; (2Jhe Problem: To formally define theminimum self protec-
we design efficient distributed algorithms to not only achiew#on problem, we need first defineself-protected:
p-self-protection but also maintain the connectivity of all active Definition 1: A wireless sensor network isp-self-
sensor nodes; (3) we prove our centralized and distributpbtected, if, for any wireless sensor (active or non-active),
algorithms can also achievamnstant approximation ratio for there are at least active sensors that can monitor it.
sensor networks with heterogeneous sensing radius; (4) ouNotice that our definition is slightly different with the one
simulation confirms the performances of proposed algorithms. [1] where they defined being-self-protected only needs
The remainder of this paper is organized as follows. In Seg— 1 active monitoring sensors. In their paper, they focused
tion II, we introduce the formal definition of the self-protectioron 2-self-protection where each sensor only neews active
problem and the system model we used. In Section Ill, vé&@nsor to monitor it, which is callet-self-protection by our
present our new centralized and distributed algorithms whidefinition in this paper. We will study the more genepadelf-
can achieve constant approximation ratio for the self protectiprotection problem.
problem. In Section IV, we further study how to achieve both Definition 2: Minimum p-Self-Protection is a selected
self protection and connectivity. In Section V, we show howubset (denoted by/.SP,) of V to be set as active sensors
to achieve constant approximation ratio for self protection #uch that the sensor networkisself-protected and the number
sensor networks with heterogeneous sensing radius. Sectioro¥/active nodes|(/SP,|) is minimized.
discusses some possible improvements and variations of proFigure 1 shows examples of the minimynself-protection.
posed methods. Section VII presents our simulation results dride sensors; to vs form a sensing graph as shown in Fig-
Section VIII provides an overview of the prior literature relatedre 1(a). Subsefv;,v;} achieves minimuni-self-protection
to protection in sensor networks. Finally, a brief conclusion @hnd subsefv,, v2, vs} achieves minimun2-self-protection as

our research work is highlighted in Section IX. shown in Figure 1.
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I[l. SYSTEM MODEL AND PROBLEM FORMULATION
V3 V3
System Model: Sensors have size, weight, and cost restric@ @ E>

tions, which impact resource availability. Thus, sensor nod¥és Vs Vs
usually have limited battery resources and limited process{ag Ssensing graph b]) self protectlon (Cﬂ -self-protection
and communication Capabilities. Consider a sensor network Fig. 1. lllustrations of minimunp-self-protection.

consisting of a set’” of n wireless sensor nodes distributed
in a two-dimensional plane. Each wireless sensor node has aft is proved in [1], by connecting to the minimum set cover
omni-directional antenna, so that a single transmission ofpgoblem, that the minimum-self protection problem is NP-
node can be received by all nodes within its vicinity whiclsomplete. Since the minimun+self protection problem is a
is a disk centered at the node. We call the radius of thipecial case of the minimumrself protection problem, this
disk thetransmission range (or communication range, denoted indicates that the minimurp-self protection problem is also
by r;) of this sensor node. Two nodes within each otherldP-complete.
transmission ranges can communicate directly, while two farNotice that the following fact is obvious, since for each
away nodes can communicate through multi-hop wireless linkensor we need at legsheighbors in the sensing graph to be
by using intermediate nodes to relay the message. Each semisercandidates.
node also has certain sensing or monitoring capabilities. WeFact 1. The minimum degree of the sensing graph is at least
assume that a sensor can cover all nodes inside its sengirig a necessary and sufficient condition for the existence of
area which is defined by the disk centered at the sensor with-self-protection in sensor networks.
radius ;. We call r; sensing range. As in literatures, we Proof: First of all, if a nodeu does not have at leagt
assume that all sensors have the same transmission rangesamdors that can cover it, the sensor network clearly cannot
sensing range. The transmission range and the sensing rgn@&ide p-protection to nodeu. This shows the necessary
can be equal or not equal to each other. In practice, the senstogdition for p-self-protection. When every node has at least
range is usually larger than the transmission range. We ajsgensors that can sense it, then a trivial solution that activates
assume that all wireless sensor nodes have distinctive identitiéissensors clearly providgsself-protection to all nodes. This
(denoted by ID hereafter). To save the energy, sensors carshews the sufficient condition. u
put into sleep (callechon-active status). A sensor is called Other Definitions: Two definitions we will use later are
active, if it can carry out protections currently; otherwise it ismaximum independent set (MIS) andminimum dominating set
called anon-active sensor. (MDS). A subset of vertices in a gragh is anindependent

We then formulate the sensor network as a sensing gragehif for any pair of vertices, there is no edge between them.
G(V,E) whereV is the set of sensor nodes (both active anid is a maximum independent set if no other independent set
non-active) and® is the set of directed linka? between any has more vertices. A subsg&tof 1 is adominating set if each
two sensor: andv if v is inside the sensing range of We nodew in V is either inS or is adjacent to some nodein S.
usen to denote the number of sensors. Nodes fromS are called dominators, while nodes notSrare



called dominatees. Clearly, any maximal independent set id\gorithm 1 General Method for Minimunp-Self-Protection
dominating set. A dominating set with minimum cardinality 1: Assign each node a unique rank-(v) € [1,n] and let

is called minimum dominating set. A subsetC of V is a k=1.
connected dominating set (CDS) if C is a dominating set and 2: while k£ < p do
C induces a connected subgraph. 3:  Generate a MISV/;, based on the rank of all nodes: a

node is selected to the MIS if it has the largest rank
among all its neighboring nodes.

In this section, we first give a centralized method to decidet: ~ Assign a node that is not selected in MIS a raifk) +
which set of nodes are active to provigeself-protection, and kxn. For a node that has already been selected to some
show that this method can achieve constant approximation MIS, its rank will not change.
ratio for minimump-self-protection problem. Later, we extend 5:  k =k + 1.
it to an efficient distributed method. 6: end while

) ) S ) 7: For each node that is selected id/;, 1 < i < p, we find
A. Centralized Method with Constant Approximation Ratio a neighboring node if node« has less thap neighboring

In [1], Wang, Zhang and Liu gave a centralized method nodes in{J?_, M;. We usev to protectu.
with 2(1+log n) approximation ratio for the minimuri+self-  8: Let M be the union of allM; and all nodesv that are
projection problem. Basically, they proved that the cost of the used to protect nodes ;.
minimum 1-self-projection is at most twice of the cost of the
minimum dominating set. Then, by applying the+ logn)
approximation algorithm [16] for minimum dominating set,  Proof: First, the validation of thep-self-protection is
they achieved2(1 + logn) approximation. Their method is obvious. For every node ¢ (JP_, M;, it is protected by at
not easy to be extended to addresself-projection problem. |eastp MIS nodes since each round of MIE; has one node
However, thelogn approximation method for minimump-  protecting it. Notice that during the process, the nodes already
self-projection can be directly derived from the approximatioi the MIS selected before witlot be selected to produce new
algorithm for set multicover problem [17] where each sensormIS due to the rank. For all node € | J?_, M;, it has at least
need to be covered times. In [17], there exist$l + logn) p — 1 protectors fromJ?_, M; since it has been protected
approximation algorithm for the set multicover problem.  py MIS nodes in every round except the round it is selected

For minimum1-self-protection, it is also easy to get constamis MIS. If u has onlyp — 1 neighbor nodes ifo:l M;, the
approximation ratio when sensing radius of all nodes are thgjorithm will add one node in Step 7 to protect Thus all
same. This can be done by computingiaimal independent nodes are perfectly protected by at leastctive sensor nodes.
set (MIS) and then choose one neighbor for each node in theThen, we prove the approximation ratio. Remember that
MIS. All nodes in MIS and their selected neighbors will be sgbr each node there are at masheighboring nodes chosen in
active. It clearly is1-self-protected since every node outsideach round MISV/;, thus for each node, there are at mbst
MIS is protected by a node in MIS and every node in MIfodes selected ip)f_, M;. For the optimal solutiod/ S P, of
is protected by its neighbor selected. Remember, any MIStife minimump-self-protection, there is at leastneighboring
a dominating set. The ratio of this simple method is at mogbdes active for protection. Thus, the selected MIS nodes in
10 since for each node there are at mbsteighboring nodes Ui?:1 M; is at most5 times of the optimal solutiorl/ S P,.
chosen in MIS [21] while there is at least one neighboring noggus the one additional node added in Step 7 for each MIS
at the optimal solution\/.SP; for minimum 1-self-protection. node withp — 1 protectors, the total number of nodes selected

Thus, MIS is at most 5 times of the optimal solution. Iby this method is at mosit0 times of the optimal. m
addition, we select one node to cover every node in MIS,

thus the total number of nodes selected in this method is Byt Pistributed Method with Constant Approximation Ratio
most 10 times of the optimal. Centralized solution is good for sensor networks with cen-
For the generap-self-protection problem, we describe outralized control center. However, in many applications, there is
new approximation algorithm as Algorithm 1. Here, the updafo centralized control and all sensors are self-organized. Thus,
ing of rank in Step 4 is designed for preventing the select€@ch sensor needs to make decisions based on limited infor-
MISs in the early rounds to be used again in later roundigation. For this kind of large self-organized sensor networks,
of MISs. Notice that since we assume that each node Hhis preferred to design simple distributed method to address
at leastp neighboring nodes, in Step 7 there always existge self protection problem.
a neighboring node that is not selected when has less  Our distributed algorithm (See Algorithm 2) is extended
than p neighboring nodes iy J'_, M;. Obviously, the time from the centralized one (Algorithm 1). We assume each node
complexity of this algorithm i<)(n). We now prove that this « maintains the following information of itself and its direct
algorithm is a10 approximation too. neighborsN (u) in sensing graph:
Theorem 2: The setM by Algorithm 1 is a validp-self- « ID(v), the distinctive ID of nodes
protection, and has size at mosi times of the optimum . p(v), the protection level of node shows nodev is
solution M/ S P, when sensing radius of all nodes are the same. already covered by(v) sensors in MIS.

I1l. PROVIDING SELF PROTECTION




« k(v), the round counter of node indicates node is in Algorithm 2 Distributed Algorithm for Minimum p-Self-
which round of MIS construction (i.e. indexin M;). Protection at node:

« s(v), the status of node shows the current role of node 1

v, which could be one oUndecided, M;, Active, and
Nonactive. The union of all nodes markedctive in the
end of the execution of Algorithm 2 are the protection set2:
again denoted by/. 3

We also use three kinds of messages to exchange the necess‘?ry

information among neighbors:

« Protect(x,y), nodex uses this message to tell its neigh- 2
bors that it becomes a MIS ig-th round (i.e., inM,) .
and will provide protection of them. It is also used by g.
the nodes selected to protect those MIS nodes with less
thanp-protection in the end gf rounds, such node will o

p-protection in the end of rounds will select a neighbor

y to provide protection to itself, and send this messagg,.
toy. 14:
« Notice(x,y), node z uses this message to tell all its g
neighbors that there is an update happened at node (4.
Update evenly can beK++, Active and Nonactive. If ;5.
y =K++, it meansk(z) increases by one, otherwise it;g.
means the status of nodechanged tay. 19:

The basic idea of the distributed algorithm is as follows2o:

Initially, all nodes are in the first round and Windecided  21:
status. Since each nodehas the information of its neighbors,
it knows which round they are performing. Assume nads  22:
in roundr. If node u has the largest ID among all non-MIS 23:
nodes in the same round with it will become a node in/,, 24:
send messaglrotect(u,r) to its neighbor, and enter round 25:
r+1. All its neighbors received thBrotect message will also 26:
enter round- + 1. Until nodew and all its neighbors finish 27
rounds (i.e.k(u) = p+1 andk(v) =p+1forallv e N(u)), 28
nodew can begin making decision whether should be marko:
active or non-active. Nodes inUf=1 M; will be markedactive  30:
while nodes withl/ndecided becomenon-active. But for those 31
MIS nodes with less thap-protection in the end of rounds, 32:
each of them will randomly select a non-active node to protegs:
itself and send messad®eqProtection to notice that node.
When the node receives thigeqProtection, it will become  34:
active and also notice its neighbors. 35:
It is easy to prove the following theorem regarding thee:
performance of this distributed algorithm. The proof is similag7:
to the centralized one, thus we omit it here. 38:
Theorem 3. The setM by Algorithm 2 is a validp-self-  39:
protection, and has size at mosd times of the optimum
solutionM S P, when sensing radius of all nodes are the saméo:
Theorem 4: The message complexity of this distributedtl:
algorithm isO(n). 42:
Proof: We count the messages by different types: (133
message$rotect are only sent once by each nodesfi, 44
thus there is at most such messages; (2) the number of*:
messagesReqProtection is also limited byn since only 46

Initialization: let protection levep(u) = 0, statuss(u) =
Undecided, roundk(u) = 1.
{Line 2-8: if nodeu is ready to become a MIS
if s(u) = Undecided then
if there exists some € N(u) that k(u) = k(v) and
ID(u) > ID(v) for all suchv then
u becomes a MIS inVlj,(,), i.e., s(u) = M)
u sends messaderotect(u,k(u))
k(u) = k(u) +1
end if
end if
{Line 9-21: if nodeu has finished-rounds

¢ . : . 2 if k(u) =p+1 andk(v) =p+1 for all v € N(u) then
sendProtect(x,-1) to all its neighbors to claim protection ;.

of them. 11:
« RegProtection(x,y), those MIS nodeg with less than .

if s(u) =M, thati € [1, p] then
if p(u) < p then
randomly select one neighbor whose status
s(v) = Nonactive.
send messagReqProtection(u,v) to v
end if
s(u) = Active
send messagiotice(u,Active)
else if s(u) = Undecided then
s(u) = Nonactive
send messagiotice(u,Nonactive)
end if
end if
{Line 22-33: nodeu is noticed being protectéd
if receive messagerotect(x,y) then
p(u) = plu) + 1
if k(u) =y then
k(u) = k(u) + 1
send messagiotice(u,K++)
end if
if y=—1 then
update the local copy of(z) = Active
else
update the local copy of(x) = M, andk(z) = y+1
end if
end if
{Line 34-39: nodeu is asked to protect node}
if receive messagReqProtection(x,y) then
if u =y then
s(u) = Active
u send messagerotect(u,-1)
end if
end if
{Line 40-46: update the information from nod¢
if receive messagiotice(x,y) then
if y =K++ then
update the local copy d(z) = k(z) + 1
else
update the local copy of(z) =y
end if
end if




those MIS nodes with less thamprotection in the end of active sensors that forpself-protection. We then retuis+7?

p rounds use them; (3) messagdstice(u,K++) can be sent as the solution.

at mostpn times sincek(u) is updated at mosp times for Theorem 5: The size of the set of sensadfstP is within a
each node; (4) the number of messalyesice(u,Active) and factor o; + 5 times of the optimum set of active sensors that
Notice(u,Nonactive) is at mostr since each node sends oncean providep-self-protection and &-connected backbone.

in the end ofp rounds. Thus, the total number of messages Proof: Since the optimum solutio® PT providesp-self-
used by this algorithm is bounded I6y(n2). B protection, we have the siz€| < a3|OPT|. Since OPT
also provides a backbone (not necessarily itself) that-is

connected, we havg3| < a;|OPT|. This finishes the proof
So far, we concentrate on how to select a subset of sensorgie to|B| + |P| < (a1 + a2)|OPT. m

be active such that the network jisself-protection. However,
in reality, it is also important that these active sensors arey SgLr-PROTECTION FORSENSORNETWORKS WITH
connected so that they can communicate with each other or HETEROGENEOUSSENSING RADIUS
they can report the centralized control center when attacks
happen. Therefore, in this section, we study how to select aln previous section, we assume that all sensors in the
subset of sensors to be active such that all active sensors féy@fwork have the same sensing radius. In this section, we
a connected network topology providingself-protection. Will consider the sensor networks where the sensing radius of
Notice that talking about network connectivity we need t8ll nodes are heterogeneous and show our algorithms (Algo-
consider the transmission range of each node. Here, we asstiifign 1 and Algorithm 2) still achieve constant approximation
that the transmission range is equal to the sensing range. ratios for such networks. Let each sensohas the sensing
Efficient distributed algorithms for constructing connectetfnNgers(v) € [Rmin, Rmax]- Here Ryax and Ry, are the
dominating sets to form a virtual backbone were well studiggaximum and the minimum sensing ranges in the network
[18]-[20]. A subsetC' of V is a connected dominating set respectively. Lety = Ryaz/ Rinin-
(CDS) if C' is a dominating set and' induces a connected Theorem 6. The protection set/ generated by Algorithm 1
subgraph. Consequently, the nodesGncan communicate or Algorithm 2 has size at mos® - (3[log, 7] + 2) times of
with each other without using nodes ¥ — C. A connected the optimum solution/.S P, when sensing radius of all nodes
dominating set with minimum cardinality is theinimum are heterogeneous and belong Ry, Rmax]-
connected dominating set (MCDS). Finding the MCDS is NP- Proof: Remember for homogeneous case we prove the
complete, but a constant approximation ratio can be eas#ipproximation ratio by showing that for each node there are
achieved when the underlying graph is a unit disk graph, i.at, most5 neighboring nodes chosen in each round MI5.
all sensors have the same transmission ranges. One efficldate, we will show that for each node, there are at ngost
way [21] to build connected dominating set is first selectin@[log, 7] + 2) nodes selected in each round MAg;. Since
a maximal independent set (which is also a dominating set),each roundV/; is an independent set, we only need to show
then for each MIS node finding sonmennectors (or called that the number of independent neighbors for every node is
gateways) to connect them into a backbone. bounded by6 - (3[log, 7] +2). The proof is based on a novel
To achieve both connectivity angself-protection, we can space partition method (Method 1) introduced in [22]. For a
applying the algorithm finding connectors for MIS in [21] omodewv, Method 1 divides its sensing area into a constant set
the first round MISM; generated in Algorithm 2, so that thesedf regions. As shown in Figure 2(b), obviously, the number
connectors can connedt/; into a CDS. In the end of the of triangle regions in each cone ¥ — 2, whereh = 1 +
algorithm, we will also set these connectative, i.e., they [log,~] (272 < v < 2h~1). Plus the cap region, the number
also belong to the final se¥. Notice that [21] proved that of regions in each cone is at most[log, v| + 2). Since we
the total number of connectors introduced is at most constalitide sensing range into six cones, the total number of regions
factor of the number of MIS nodes. Thus, the approximatida at most- (3[log, 7| +2). Lemma 7 (also Lemma 7 in [22])
ratio of M for MSP is still a constant. Due to space limit, weshows any two nodes in a same region are connected to each
do not review the detail algorithm for finding the connectorther. Thus, any independent set-ils neighborhood has at
The reader can find it in [21] (as Algorithm 1 there). most6 - (3[log, v] + 2) nodes.
Generally, we would like design a method to find a set We proved that, for each node, there are at m@st
of active sensors that can provide botfself-protection and (3[log,v| + 2) nodes selected in each round MA&; gener-
k-connectivity backbone for routing such that the size afted by our algorithms. Thus for each node there are at most
the set is within a constant factor of the optimum. In thép-(3[log, v]+2) nodes selected in)?_, M;. For the optimal
remainder of this section, we provide a general theorem absotution M SP, for the minimum p-self-protection, there is
a general method that can achieve bptkelf-protection and at leastp neighboring nodes active for protection. Thus, the
k-connectivity simultaneously. Our general method will firsselected MIS nodes i)f_, M; is at most6 - (3[log, 7] + 2)
apply the best method (say with approximation ratig to times of the optimal solution. Plus the one additional node
find a backboneB that is k-connected, and apply the bestdded in the end g rounds of MIS for each MIS node with
method (say with approximation ratie,) to find a setP of p — 1 protectors, the total number of nodes M selected

IV. SELF-PROTECTION AND CONNECTIVITY



by our methods is at most2 - (3[log, 7] + 2) times of the Algorithm 3 Modified Method for Minimunmp-Self-Protection

optimal. B 1 Assign each node a unique rank-(v) € [1,n] and let
Notice that actually we can improve the performance bound k& = 1. And assignp(v) = 0 for every nodev.
to 12 - (3[logy 7] + 2) wherey’ = max, e :E;‘; 2: while exist nodeu with p(u) < p do

3:  Let Vi be the set of nodes with(v) < p, i.e, nodes
in Vi needs additional protections. L&, be the set
of nodes that either is i¥}, or that can sense a node
from Vy, i.e, Uy is the set of nodes that can provide
protections to nodes if.

4:  Generate a MISVf;, based on the rank of all nodes in
Ui: a node fromUy, is selected to the MIS if it has the
largest rank among all its neighboring nodes fréin

@) and it is not marked. Mark all nodes .

. o . . _ - Assign every node that is not selected in MIS a rank
Fig. 2. Novel partition of the sensing area of nadda) dividing the sensing
area to six cones; (b) further space partition in each cone. r(v) + k- n. Fo_r a node _that has already been selected

to some MIS, its rank will not change.
Method 1: Partition Sensing Ranges 6: Update the protectiop(v) for every nodev in V;, as
1: Each nodev divides its sensing area into six equal cones ~ P(v) = p(v)+number of neighboring nodes it
as shown in Figure 2(a). . k=k+1

2: Then nodev divides each cone centeredainto a limited ~ 8: end while _ _ . _
number of triangles and caps, as illustrated by Figure 2(b): For each node: that is selected id/;, 1 < < p, we find

where||lva;|| = |jvb;| = %m andc; is the mid-point of a neigh_boring node if nodeu has less thap neighboring
the segment;b;, for 1 < i < h. Here,h = 1 + [log, 7]. nodes inJ;_, M;. We usev to protectu.

3: The triangles Awvaibi, Aabiciyr, Aajazqiciyr, 100 Let M be the union of allM; and all nodesy that are
Abibii1ciyr, for 1 <i < h—1, and the capu,b,, form used to protect nodes i/;.

the final space partition of each cone. For simplicity, we
call such a triangle or the cap agagion.

Lemma 7: [22] Any two nodesy, w that co-exist in any one of selected nodes in this step, we can apply the approximation
of the generated regions are directly connected, |j2|| < algorithm for minimum set cover problem, which has several
min(rs(u), rs(w)). methods with approximation rati®(log d) [23], whered is

VI. DISCUSSIONS the maximum set size. Notice that for any node, there is only
at most5 neighboring MIS nodei.e, d < 5 for one single
_ _ . ) round MIS. Since we may have at mgstounds of MISs at

In this subsection, we discuss several techniques that Mgy |5t step of our method, we have 5p. Thus, given MISs,

improve the performance of our proposed algorithms. the additional sensors found using greedy set cover method is

A possible more efficient method could be as followSyithin 10g p of the smallest number of sensors needed to make
Notice that the purpose of selecting MIS is to provide certajfis MmiSs set withp-self-projection property.
protections to nodes that are not selected into MIS. However, we only consider the centralized algorithm for minimum

this may not be necessary gfter some rounds for Some I"ogf'ns%If-protection problem, we can produce a better solution by
when it already hag protections from selected active nodegygjng the PTAS (polynomial time approximation scheme) for
For example, by just one round MIS, it is possible thgt SOM&iS . For example, we can use the PTAS proposed by [24]
node may already have uptoactive sensors selected in thg, o5 oximate the maximum independent set when sensing
MIS. Thus, for each node, we again usg(u) to denote the s are the same in network. Notice that the PTAS runs in
protection level ite,, the number of active sensors that caf,q polynomial ofn and can achievé + ¢ approximation for
sense this node) that it already has achieved via previoualr)(y additional parameter > 0 for MIS. Thus, it implies a

actlvgted sensors from' MISs. Then we have the foIIowmé;J(1 + ¢) solution for the minimumi-self-protection problem.
modified method (Algorithm 3). _

Another possible improvement is that instead of rando% Implementation |ssues
selection of a sensor to cover each active sensor in MIS, weAfter the generation of the set of active nodes to achieve
can use a smarter method to select the nodes to protect gkeelf-protection, dynamic maintenance of this set via updates
MIS nodes with less thap protectors in the last steps of ouror rotations of active/non-active roles is also an important
algorithms. Notice that the problem of adding protection tissue during the implementation in sensor networks, since each
these MIS nodes is a set cover problem: each node in MISansor node has limited power and resources.
(that has less thap-protections) is an element and each non- To balance the energy consumption, one simple method is
MIS node defines a set whose elements are all adjacent Mjé&nerating certain number pfself-protection sets and rotating
nodes (with less thap-protections). To minimize the numberthe active set among these sets. Notice that our proposed

A. Further Improvements



methods generate uniggeself-protection sefl/, however by 50 vertex sets. Notice, the parameter setting of our experiments
changing the criteria of selecting the MIS we still can gdtere is just for demonstrations. We have tried other various
several different setd8/. For example, in centralized methodssettings, the results and performances are stable, due to space
we can use different ranking. In localized methods, we cdimit, we can not present all of them here.

use criteria other than ID to select MIS nodes, such as noge s4f protection

degree or remaining energy. Assume that, we can gengrate First, we apply Algorithm 2 to provide-self protection to

setsM*® (i € [1,k]) each of which can guarantee tpeself-
. ’ . th nsor n rk ner randomly. W 1,2 an
protection of the network. Then how to schedule the rotatm%(se sensor neworks generated randomly. Wepsetl, 2 and

L o . The results are plotted in Figure 4. Figure 4(a) shows the
of thesek sets to maximize the life time of the sensor networ . .
. ; . . average number of active sensors generated by Algorithm 2. It
is also an interesting problem. Assume that &£t will be

. ) is clear that higher self-protection levyekequires more active
a_\ct_lvated fort; seconds and_each sensgr (j € [1,n]) has sensors. This is also illustrated in Figure 3 ((b) and (c), (g) and
limited energy can support it active for at mdst seconds. . .

SNl - K - (h)). However, for certain level, the number of active sensors
Let f(i, 7) indicates whether sensoj € M", f(i,j) = 1 if increases very slightly and slowly when the number of sensors
v; € M?, otherwisef(i,j) = 0. Thus, the maximum life- y Sightly y

g . . . .increases. For example, for the network witl) sensors, only
time scheduling is equivalent to solve the linear programmi . : .

& ; . k . of them need to be activated to achielxself-protection
max y ., t; with constrains)_,” | t; - f(i,7) < Tj for all

v; € V. The solution oft; (i e [L,k]) is the size of active which is similar for the network with00 sensors. Figures 4(b)
ti]me Iot. of eacl‘m-self-pro'zection s,eM" and 4(c) show the number of messages used by Algorithm 2.
. ; ' . Notice that even the number of total messages used increases
Another technique to balancing the energy consumpu%th the number of sensors, the number of messages per sensor

'S coqsudermg the energy as thesiority crlf[erlon fo'r the keeps almost stable at the same low level. This confirms our
selection of MIS and performing our algorithm per'Odlca”ymessage complexity analysis resitn) in Section I11-B,

with a pre-set time. In other words, we let the node with most
energy remaining have higher priority to become MIS (i.e. 8. Self Protection with Connectivity

be active) since the active nodes will consume more energyln Section 1V, we studied how to select the active sensors
than those non-active nodes. After certain time, the netwogkch that the network ig-self protection and all active
rerun our algorithms to select a new active set based on the Gffnsors form a connected backbone. Figures 3(d), 3(e), 3(i)
rent energy information. The update processing is performggq 3(j) illustrate the active sensors and the formed backbone.
periodically. This way insures the energy balance throughogle implement and test two methods to do so. The first
the network. Energy-based clustering methods have also b@@&thod (method 1) first builds a connected dominating set (by
studied in [25]-[27] where they consider the remaining energ¥lecting a MISM; and finding connectors to connedhop
or energy consumption rate as the criterion. In [27], Wahg away sensors /1), then selectp — 1 rounds of MIS (1,
al. studied how to efficiently construct MIS and MCDS for; [2,p]), and activates one neighbor for MIS sensors with
weighted sensor networks. less tharp protectors. The second method (method 2) first runs
Algorithm 2 to achievep-self-protection, then finds connectors
to connect3-hop away MIS sensors who are not connected
In this section, we conduct extensive simulations on ragy other MIS sensors yet. Figure 5 shows the numbers of
dom networks to study the performances of our proposggiive sensors for both-self protection with connectivity
algorithms. In our experiments, we randomly generated s 2-self protection with connectivity. Notice that to achieve
setV of n wireless sensors and the induced sensing grapbnnectivity we need keep more sensor active. Method 2
G(V), then tested the connectivity and the minimum degregtperforms method 1 by activating less sensors. The reason is
of G(V). If it is connected and the minimum degree is larggpat many MIS sensors id/; are already connected by MIS
or equal to the desired self protection leyelwe construct sensors in later rounds since method 2 find the connectors
our proposed distributed algorithm (in Section Ill) 6{(V)  after p-rounds of MIS. It is also clear in Figure 5 that
to select the active sensor sets supportirgelf protection sejf-protection need more active sensors thaelf-protection.

and measure the total number of active sensors in these Sefsally, the size of the backbone increases slightly when the
Then, we apply our algorithm in Section IV to construct th@etwork becomes denser.

connected backbone among all active sensors and prgvide

VIl. SIMULATIONS

self protection. Figure 3 shows two sets of examples=(100 VIl RELATED WORK
and 300, p = 1 and 2) of the active sets and the backbones Wireless sensor network has drawn a lot of attention re-
generated by our proposed algorithms. cently due to its unique capability and the wide spectrum.

In the experimental results presented herayireless sen- Many research activities on sensor networks are focused on
sors are randomly distributed in50m x 500m square, and how to balance the quality of protection [4]-[7] (coverage)
the sensing range and transmission range are all séi0ti@. or fault-tolerance [8]-[10] or both [11]-[14] with energy
We tested all algorithms by varying from 100 to 500, where consumption of the sensors.

50 vertex sets are generated for each case to smooth th&ensor coverage is a key design issue in many sensor
possible peak effects. The average are computed over all thestvork applications. Cardei and Wu [15] provided a complete
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survey on sensor coverage problem. The most studied cowdiis to achieve thek-connectivity with certain probability
age problem is the area coverage problem, where the m#in a random network, while [9], [29] studied how to find
objective of the sensor network is to cover (monitor) an arestnall transmission range for each node such that the resulted
i.e., every point in the area should be covered-@movered by communication graph ig-connected. [10] and [12] proposed
sensors. Kumaset al. [6] studiedk-coverage problem in sensorlocalized algorithms to build-connected topologies.

networks, and proposed a sleep/active schedule to minimize

energy consumption. In [7], they considered barrier coverageUntil recently, coverage and connectivity problems have
where the sensors can be used as barriers. They definedbien studied together in sensor networks. Xéhg!. [14] de-
concept ofk-barrier coverage (crossing a barrier of sensosigned a integrated coverage configuration protocol to provide
will always be detected by at leadt active sensors) and both certain degrees of coverage and connectivity guarantees.
provided efficient algorithms to determine whether a givefhang and Hou [11] proposed a decentralized density control
belt region isk-barrier covered or not. In [4], [5], the authorsalgorithm to maintain sensing coverage and connectivity in
defined the maximal breach path and the maximal suppbigh density sensor networks. Both [14] and [11] proved that
path to measure the quality of coverage, and studied effici¢ghthe transmission range is at least twice the sensing range,
methods to solve coverage problem under such measuremetugiplete 1-coverage of a convex area implies connectivity
among the working set of nodes. Recently, Bhial. [13]
Fault tolerance is another key challenge in sensor networksudies the optimal deployment pattern to achieve hbth
To make fault tolerance possible, network topology must hageverage of an area ar2dconnectivity of the sensors. Zhatl
k-connectivity or multiple paths between any two wirelesal. [12] proposed a set of distributed algorithms to achieve both
devices. [8], [28] studied how to set the transmission r&-connected and-covered sensor network by using localized



T ‘ sensors such that the lifetime of the network is maximized
S —=&— 1-protection + connectivity (method 2)| 3

Pp—— | while the active sensors always provigeelf-protection.
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